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Abstract
In this paper we introduce a lower bound estimates for approximation by neural

networks in L spaces for p<I.
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1. Introduction

In [3,5,6], the authors proved inverse theorems
for the approximation by neural networks of
continuous functions on R¢ using the 1st order
modulus of continuity. There is a natural question
can we improve the above estimates interms of
the k th order modulus of smoothness for k variate
functions in L spaces for <I ? in this article we
answer this question.

Let N be the set of nonnegative integers
numbers, R"dbe the d-dimensional Euclidean
space (d>1), x=(x,,X,,...,X,)ER’, R ° (d)the set of
all polynomials of the form

Yeiuiopd &, O(-Ax+b, )(1>0).

, 6:R—R, and let|k|th order partial derivatives
of fas

(d=1),x = (x1,%3 ..., X3) EI2]

A Korovkin's kernel u_ (x), defined by
Yacinvuppd aao(=Ax + b)) (1 > +)>

whereu (x) €T, (1),u,>0and 122n[_*u_ (x)
dx=1, where T_(1) is the space of all triangular
trigonometric polynomials of degree less than
n, t (x) =arc cos(nx), t (x) is called Chebyshev
polynomial. Define the d-product of u_ (x) as

follows

d times

Vi (1, X, ooy xg) = Up () X up(x) X ... X up(x) €T (d)
salso V, >0, 2m)™ f_, e Va()dx = 1. [4]

We can define the K -functional as follows :

K.(f,t") = inf

Dimlgea.c.loc

{uf —gll +t" sup IID"“'gII}
|m|=r

where g€A.C.loc means that gis |m| times

differentiable and D™ g is continuous in the finite

set [5]. Bernstein inequality can be written as
B4l < cCoIm IRl

1.1. Definition [4] let Q be metric space with
metric d then if f € Lp (Q), given a direction eERY,
the rth order Symmetric difference of f defined by

@ =Y () f+ (G- 1) he)
i=0

and ,the rth modulus of smoothness of a

function f have the form

wr(f,)p = Sup  IAf )l

x+22eq |n|st

2. Auxilary results

In this section we shall introduce some results
that we need in our proof of the main result.

2.1. Lemma [7] a positive sequences {a },
{b_}, if (p>0), and

a, < (S)p a, +b,(1<k<n)vneN (1)
Then
ay < Cyn P {X5_; kP by + a1} . 2)

2.2. Theorem [7] If fELp (RY),

Kr ltr = inf f— + 7 D(m) ,
f t"y D|m|1gréLgm>" gllp |m|=T|| ql,
Then

C(p)KT(f’ t)r = w‘l‘(f’ t)P = C(p)Kr(f: tr)p/
where c(p) is a positive constant depending on

p, and it may different from one line to other.

2.3. Theorem [1] Let fEL ([0,1]%and n€EN,
then there is a nearly exponential type of forward
neural networks , and let R ° (d)as defined above,
its number of hidden layer components is

M _>min___ (n+1)¢,

(where € = c(p, Dw(f, %)p), n is any integer satisfy
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dy (f,RG(D)) < c(p, Do, (f, ).

2.4. Proposition [4] assume that for the
nonnegative sequences {a }, {b }, satisfied
b, < (1+ —)pbk+1 , and the inequality

a, < Cn—Z{Z kb +€}

Holds for n€EN, then one has

a <C(b_+n€).

Here C>1 is a constant and € is a constant
independent of n, k

3. The main results

In this article we introduce our main results

3.1. Theorem let K be a compact subset of R¢
and f€L_ (K). Then there is a nearly exponential
type of forward neural network with hidden
components number m, > min__ n‘, where

¢ = c(@)wy(f,2)p. And €N, such that

on(f )y < c(p)—(Zk dy (f, RE(@) + IIf )

Proof we have

1L Pl = ||2m) ¢ f = OV (O)dt
[-mm) "
14
= f @m) f - OVy(Ode| dyr
[-m,m]4 [-mm]d

< cOflly (Gaga e Ya (L) = c@IIf Iy
Therefore

[DML( DO, < c@IDfIl, D
Then using Bernstein inequality we get

||D'”'L(Vn,f)||p < C(p)n|”|||f||p(2)

Nowlet, 4, = — ID™L O, B = 1L ) = Fllp
. Then using (1)and(2) to get

An = = 1MLV, | forn >k =1

b

we have
1
A, = - |DW LV, LWV, £) — LV, ) + f)||,,

1
o C(p)m(llD'V'L(%L(Vk,f)llp + DML f = LW HIL)

vl

k
<) PPV P, + e@) e < e (2) A+ cPIB

vl

Then for p=|v| in Lemma2.1, we get

Ap < c)n IR kVI71By, + Ay

and

PPt P, < c@ IO KL ) = Fllp + IF1l,)
k=1

Then for n>|v|, there is a natural number m
satisfyn/|v|<m <n.
Then

If =LV Dllp S If =LV Hll,  —<k<n

vl —

Then using definition of K-functional to obtain

K|v|(f.t"")= mf {Ilf—gIIpH'”' sup |[D™gl| }
eLl™ Iml=|v| P

and

1
K|v|(flm)p < |If =LV, Dllp +
@)

n|v|

Z kllf = L Ol

|_p< k'”' LW, ) - f||p+||f||p)

<SPS Lo ) - fll, + ||f||p)
k=1

<2 (Z ay(f, Pe(@) + ||f||,,)
k=1

Then using Theorem?2.2 to obtain
o (F,2p < €0 5 (Zh=1 k(dp (L RE (D) + €) + [If I}
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which is true for any e.
Therefore
1 1 (<
0, )y < ccp)w{z k (dp (£, RE())) + ||f||p}
k=1
To know the number of neurons in the hidden
layer, we must choose n smallest integer larger

than €' . So we must choose m_>min __n‘, where

(c<€)
1
c= C(p)wv(f';)p H

3.2. Theorem let K be a compact subset of
Riand f € L (K). Then, dp (R ° (d) = O (n®),if
and only if f € Lip(a), where Lip(a)={f:o_(f,t) =
O (% a € (0]}

Proof: first let us assume dp (f,R °(d))=O(n™).
From Theorem3.1 we have

1
wr(f Dy < c(p)—(z kdy (£.RZ(@) + 1)
1
< c(p);(z ke +Ifl)

= c() = CE2 4 Ifll,)

= C(P)F(m+ £,

1 1
< C(P)(m+n—a)

< c(p) nia

Now for the opposite side we have, for
feLip(a), that

1
wr(fsp =O(nia) .Using Theorem?2.3 to have

1
dp(f' R7(d)) < c(p, D w,(f, E)p
<cpd)= o

3.3. Theorem let K be a compact subset of
Rdand €L, (K) . if

dy(f, R"(d)) S (1+-)2d (f, Rp+1(d))
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Then

wr (f, _)p < c){d,(f,R7 (@) + =111}

And
0 (f,2)p < c(p)— Il <d (£R 7 (d)

<G+ VD)ot
Proof:

Using Theorem 1.3, we have
0r(f, Dp < €(P) 5 (Bhtes kel (f, RE (D) + [I£11,).

Then using proposition2.4 with

A =o (f, l/n)pand Bk=dp (fR.°(d)) and E=||ﬂ|pwe get
0 (f,2)p < e(dy(f, RE(D) +n72Nfll) < c(p) (dy(f, RE (D)) +
n2|Ifllp)

<c(p) ((+l/n)d (£R

n+1

°(d))+n? If1) .
This completes the proof O

3.4. Theorem If K is a compact subset of R¢

and

0r(F 2y < @I T (£, RY (D) + @Iy (£, Ry (@) +
@)= lIfll,

Proof . In Theorem 3.2 we have

1 1
ar(fiy) < c(p);(kzzl k dy(£,RE(@D) +1If 1)

= c0) 2 Tk dy (f, RE (@) + T _pusy & dp (FRE@) + 11 11)

[n?]-1

< c(p) = (4 (£, RE (@) Z k+dy (£ Ry (@) Z K+ 1£1)

k=[n9]

= c(P)(dy(f.RY (d)) M

il

1nn+1)

+ (£ BTy @) 7

< eI Ty (£, RE @) + eI dy (£.R7 e @) + @) Iy

References

[1] Bhaya E. S. & Alameede S. A. Lp direct theorem for

exponential neural network, accepted in University of

Babylon Journal. (2015).
[2] Chui, C. K., &Li, X. Neural networks with one hidden

AL-Bahir Quarterly Adjudicated Journal for Natural and Engineering Research and Studies 37 -



Vol. 4, No. 7 and 8 P. (33-38)E, 2016 Vol. 4, No. 7 and 8 P. (39-51)E, 2016
Eman S. Bhaya and Sarah A-Alameedee Haider Muhamed Umran

layar. In K. Jetter, & F. I. Utreras (Eds), Multivariate

approximation: World Scientific Press, 77-89, (1993). . . . . . .
3] Maiorov, V.. & Meir. R. S. Approximation bounds A Three-phase Test Circuit Design for High Voltage Circuit

for smooth functions in ¢(R”"d) by neural and mixture B rea ke r B as ed on M 0O d e lln g

networks. IEEE Transactions on Neural Networks, 9,

969-978, (1998 .
( ) Haider Muhamed Umran

[4] Wang, Jianjun, &Xu, Zongben. New study on neural Dep. of Electrical and Electronic Engineering, College of Engineering, University of Kerbala, Iraq.

networks: The essential order of approximation, Neural
Networks . Science in china, Series F, 23, 618-624, Received Date: 18 /10 / 2015
(2010). Accepted Date: 10 /5 / 2016
[5] Xu, Z. B.,, & Cao, F. L. The essential order of
approximation for neural networks. Science in China,
Series F, 47, 97-112, (2004). R ER

a0
6] Xu, Z. B., & Wang, J. J. Th tial order of . o )
L6] Xu, : ne © cosential order © (b ptiiy &3l 80155l bl 5 s o S T (1 Lol (3 i) 51, 1 83Ul Bl azes

Joo el I laall g dnled 1556Vl 4| 5 a3l Sl il zdl ol sl least d "% VLN FPPRTL
32 G Lo st T s o o fons O e LB 1 L5 50 Y1 e L 5 Y ol 5 ol

[7] Zygmund. Trigonometric series. Third edition. - _ ) ’ T
Cambridge mathematical Library. UK. (2003). de o8 L & e Cbb o ielis == Ol il gl el Lif; = “‘ “*;:“ Bl
Bj‘bwé\é)jj‘oikd%m‘@jﬂM}M‘S}‘)CJ‘)@LﬂWGLL.;-\Q\)L;;&L@\
plisaly radlls s sllas b 5 of ) A sl 13 5, 5l wbolS sl (o fomtd 5 shall 2350 5L
OAJL;Z\.;\{ﬂSS).\SLL\CLLZYQ;M\Q\)Q&Ylol{w&wl&l@#\o%.3\5[;4\
.&JL@G\jSJL}#&«le,;;Y\SJSbﬂ\:&V.SEL?@JSUJ.;-J:.&«SJJfL&jRTE,bJJL,m

approximation for neural networks. Science in China,

Series F. Information Sciences, 49(4). 446-460, (2006).

Aol | S|
L']:L;\ c&l;\ )L;S cw\ (’Lk.) CCIG.BJ‘ )L:S csjz«a_sj‘ SJj\JJ\ )L:S

- 38 AL-Bahir Quarterly Adjudicated Journal for Natural and Engineering Research and Studies AL-Bahir Quarterly Adjudicated Journal for Natural and Engineering Research and Studies 39 .



