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Preface for the Second Edition

The overwhelming success of our handbook prompted us to embark on a sec-
ond edition which keeps in line with the original concept of the book, namely
to provide a comprehensive source of information on the extraordinary complex
field of neurotransmitter and neuromodulator chemistry and function. Appar-
ently the “handyness” of the format was one of the key features that made the
book so popular. In this new edition we have updated the Neurotransmitters and
Neuromodulators parts which now include, among others, some additional para-
graphs such as D-amino acids and their relationship to the NMDA receptor,
and the endocannabinoids. In addition, each chapter has been extended by a
paragraph on Neurological Disorders and Neurodegenerative Diseases, and the list
of references for further reading is renewed. Extensive progress has also been
made concerning the uncovering and functional identification of growth factors
and neuropeptides with neuromodulatory functions. Here we have concentrated
on some factors which gained increasing attention during recent years, such as
the family of fibroblast growth factors, the neurotrophins and new neuropep-
tides of the G-protein coupled receptors (GPCRs) like the ghrelin and the hypo-
cretin/orexin family.

The make up of the book has also been improved by redrawing all sketches
which depict the distribution of transmitters and neuropeptides. Coloring of
most of the diagrammatic representations made the outfit more appealing.

We thus hope that the new edition keeps track with the speed of progress in
this field and that the reader will find the requested information in a straight-
forward and comfortable way.

Finally, we would like to express our gratitude to Dipl. Biol. Helga Schulze
who spent extraordinary efforts on the drawing of almost all the new graphical
art work and the redrawing of the old sketches of neurotransmitter and neuro-
modulator distribution. We also would like to thank Dr. Georg Zoidl who con-
tributed a section on proteomics in the Methods part.

January 2006 PD Oliver von Bohlen und Halbach
Prof. Dr. Rolf Dermietzel
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Preface for the First Edition

A handbook on neurotransmitters and neuromodulators is necessarily a work
in progress. For example, although our knowledge about neuromodulators —
their numbers, molecular composition and some of their functions — has in-
creased considerably over the past ten years, the tempo of progress in this field
is likely to increase in the near future as the results of genomic cloning and
proteomic research become available. Quite apart from these developments,
there is now a need for a comprehensive source of information in a format,
which is convenient and accessible. For this reason this handbook was con-
ceived as a “handy” book, allowing the reader rapid access to essential informa-
tion on the main classes of neurotransmitters and neuromodulators. In order to
draw informative profiles, we decided to concentrate on certain basic features
which characterize each class of substance, namely: General Aspects and History,
Localization, Biosynthesis and Degradation, Receptors and Signal Transduction and
Biological Effects. This concept is kept throughout the book. Each chapter is fol-
lowed by a brief list of Further Reading. Although such a strict guideline places
some restrictions on the flow of information and results in some overlap, we
nevertheless considered it helpful in providing both a broad outline of each sub-
stance and also points of comparison between them. Necessarily, this concept is
encylopaedic, but nothing more was intended. The absence of detailed discus-
sion and justification for many statements has inevitably given the book a some-
what dogmatic tone, but the bibliographies provide further sources of informa-
tion for readers wishing to pursue particular issues.

We expect this book to be a useful companion on the laboratory shelf rather
than a heavyweight in a librarian’s cupboard. We would appreciate comments
about the work from colleagues, and from junior and senior students.

This book is dedicated to all of those who suffered from our absence during
the process of data collection and writing, especially our families, our friends
and coworkers.

June 2001 O. von Bohlen und Halbach
R. Dermietzel
D. Ballantyne
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]
Introduction

The paramount functional property of nerve cells is their ability to receive, con-
duct and store information. Although diverse cell types can perform one or
other of these functions most effectively, neurons are unique insofar as they in-
tegrate the ability of information transmission with network behavior, which ac-
counts for experience-dependent mechanisms such as memory storage, learning
and consciousness. In order to perform these tasks, neurons are structurally
and functionally polarized. This is apparent in their tripartite structural differen-
tiation into a cell soma, an axon and dendrites. While the soma harbors the bio-
synthetic machinery — the nucleus, ribosomes, the endoplasmatic reticulum and
the Golgi apparatus including mitochondria for energy supply — the axon is
furnished with molecular and subcellular components for the propagation of ac-
tion potentials away from the cell body to distant targets. Dendrites constitute
sets of branched cytoplasmic processes that extend from the cell body and result
in an enlargement of the soma for signal reception.

The crucial structural links for signal transmission between neurons are spe-
cialized junctions, which are referred to as synapses. Signal transmission be-
tween chemical synapses involves the release from presynaptically located sites
of molecules (neurotransmitter or neuromodulator) which bind to receptors in
the membrane of the target cell, the postsynaptic membrane. Direct transmis-
sion of action potentials has also evolved in the form of electrical synapses,
which are constituted by gap junctions.

With the exception of the sites of electrical synapses, nerve cells are electri-
cally isolated from one another by an intersynaptic cleft.

A change in the electric potential of the presynaptic neuron triggers the re-
lease of a chemical substance, which diffuses across the synaptic cleft and elicits
an electrical change at the postsynaptic neuron.

The release of neuroactive substances is linked to the arrival of an action po-
tential at the presynaptic terminal, which elicits the opening of voltage-depen-
dent Ca®* channels (so-called L-type channels). The increase of Ca’** in the pre-
synaptic terminals is the key event that activates the molecular machinery for
excocytosis of synaptic vesicles and ultimately triggers the release of the neu-
roactive molecules. Following diffusion through the intersynaptic cleft, the neu-
rotransmitter binds to the postsynaptic receptor complex. This leads by confor-
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1 Introduction

mational changes or allosteric mechanisms to the opening of ion channels fol-
lowed by voltage change at the postsynaptic site.

Depending on the nature of the neuroactive substance and the type of recep-
tor to which they bind, neuroactive substances produce effects that have either a
rapid onset and a brief duration or a slow onset and a more prolonged dura-
tion.

Neurons are specialized to synthesize a variety of neurotransmitters, and in
turn, their activity may be modulated be neurotransmitters released from other
neurons. For decades, neurons were believed to constitute monofunctional units
with respect to neurotransmitter production and secretion (Dale’s principle).
However, a large body of evidence now indicates that individual neurons are
able to synthesize different neuroactive substances and process them for secre-
tion. This evidence does not, in principle, violate Dale’s idea that the neuron is
a monofunctional entity, but it does lead to a modification of this paradigm, i.e.
the functional phenotype of a differentiated neuron is monospecific in respcet
of its neurotransmitter efficacy. The synthesis and release of more than one
neuroactive substance from a single neuron substantially augments the range
of variability of chemically coded signals. The full significance of this increase
is far from being understood. The neuroactive messengers synthesized in an in-
dividual neuron belong to two different classes: the neurotransmitters and the
neuromodulators.

The first class, the neurotransmitters, includes substances which are responsi-
ble for intersynaptic signal transmission, whereas the second, the neuromodula-
tors, exerts a modulatory function on postsynaptic events. Thus, neurons can
synthesize and release individual neurotransmitters and are able to produce and
release co-transmitter in the form of the neuromodulators.

Brain tissue is composed not only of neurons, but also of supporting cells,
the so-called glia. Glial cells are classified into four categories: astrocytes, epen-
dymal cells, microglia cells and oligodendrocytes.

Astrocytes provide mechanical and metabolic support for neurons since they
can synthesize and degrade neuroactive substances. They are essential for bal-
ancing ion homeostasis and may be involved in neurotransmitter-triggered sig-
naling, thereby constituting a non-neuronal link of spatial signal transmission
(Cornell-Bell and Finkbeiner 1991; Cooper 1995). Astrocytes are equipped with
neurotransmitter transporters capable of taking up released neuroactive sub-
stances and so terminating signals involved by these substances. Glial neuro-
transmitter transporters also contribute to the synthesis of new neuroactive sub-
stances by recycling the captured and/or degraded neurotransmitter metabolites
to neurons for reuse.

Ependymal cells line the internal cavities of the central nervous system and
seem to play a role in stem cell generation in the central nervous system. They
are also involved in controlling volume-transmitted exchanges (see below) of
neuroactive substances at the cerebrospinal/interestitial fluid interphase. The
primary function of oligodendrocytes is to insulate axons via myelin sheets and
thereby provide the cellular substrate for saltatory action potential propagation
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in the central nervous system. Finally, microglia represent the brain-specific
mononuclear macrophage system essential for immune response of brain tissue
and repair mechanisms.
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1.1
Neuroactive Substances

A variety of biologically active substances, as well as metabolic intermediates,
are capable of inducing neurotransmitter or neuromodulator effects. A large di-
versity of neuroactive substances regarding their metabolic origin exists. The
molecular spectrum of neuroactive substances ranges from ordinary intermedi-
ates of amino acid metabolism, like glutamate and GABA, to highly effective
peptides, proteohormones and corticoids.
Recent evidence indicates that neuronal messengers convey information in a
complex sense entailing a variety of processes. These include:
e reciprocal influence on the synthesis of functionally linked neuronal messen-
gers;
e induction of different temporal patterns in terms of short-term and long-term
effects;
e shaping of network topology including synaptic plasticity during long-term
potentiation.

Chemical neurotransmission is not restricted to central nervous synapses but
occurs in peripheral tissues as well, including neuromuscular and neuroglandu-
lar junctions.

Neuroactive molecules target receptors with pharmacologically different pro-
files. The existence of multiple sets of neuronal receptors for a single neuro-
transmitter seems to be the rule rather than the exception. This receptor multi-
plicity seems to mirror at molecular level the functional diversity of neuronal
networks.

3
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Although functional overlap between neurotransmitters and neuromodulators
is quite common, this classification has proven useful for practical purposes.

1.1.1
Neurotransmitters

Neurotransmitters are the most common class of chemical messengers in the

nervous system. A neuroactive substance has to fulfill certain criteria before it

can be classified as a neurotransmitter (R. Werman 1966).

e It must be of neuronal origin and accumulate in presynaptic terminals, from
where it is released upon depolarization.

e The released neurotransmitter must induce postsynaptic effects upon its tar-
get cell, which are mediated by neurotransmitter-specific receptors.

e The substance must be metabolically inactivated or cleared from the synaptic
cleft by re-uptake mechanisms.

e Experimental application of the substance to nervous tissue must produce ef-
fects comparable to those induced by the naturally occurring neurotransmit-
ter.

A neuroactive substance has to meet all of the above criteria to justify its classi-
fication as a neurotransmitter.

Based on their chemical nature, neurotransmitters can be subdivided into two
major groups: biogenic amines and small amino acids (Fig. 1.1).

Neurotransmitters

~ Biogenic Amino acids (GABA,
‘amines glutamate, glycine)

v
=

Fig. 1.1 Differentiation of neurotransmitters based on their chemical structures.
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1.1.2
Neuromodulators

In contrast to neurotransmitters, neuromodulators can be divided into several
subclasses. The largest subclass is composed of neuropeptides. Additional neu-
romodulators are provided by some neurobiologically active gaseous substances
and some derivatives of fatty acid metabolism (for details see Sections 4.2, 4.10,
4.23). The history of the discovery of neuropeptides goes back to the 1960s and
1970s, when it became evident that the regulatory factors of the pituitary gland
are peptidergic substances and that some enteric peptides are also synthesized
in the central nervous system.

Neuropeptides are synthesized by neurons and released from their presynap-
tic terminals, as is the case for neurotransmitters. Like neurotransmitters, some
of the neuropeptides act at postsynaptic sites, but since they do not meet all of
the above criteria they are not classified as such. These neuropeptides are fre-
quently labeled “putative neurotransmitters” (for example: endorphins).

Other neuropeptides are released by neurons, but show no effects on neuro-
nal activity (e.g. follicle-stimulating hormone (FSH) produced in gonadotrophs
of the anterior pituitary). These neuropeptides target to tissues in the periphery
of the body and can therefore be classified as neurohormones. Consequently,
not all neuropeptides function as neuromodulators.

The fact that peptides are synthesized in neurons and are able to induce spe-
cific effects via neuronal receptors led de Wied (1987) to formulate the neuro-
peptide postulate; in essence, this states that peptides which are of neuronal ori-
gin and exert effects on neuronal activities are classified as neuropeptides.

The term neuropeptide is no longer used in this restricted sense, because
most neuropeptides not only influence neurons, but also non-neuronal tissues.
In addition, neuropeptides seem also to link brain activities with other body
functions, the most prominent of which is the neuro-immune axis. Thus, neu-
ropeptides are involved in diverse physiological processes, including develop-
ment, growth, body homeostasis, behavior and immune responses.

Neuropeptides are generated from large precursor molecules. Maturation of
the precursor can lead to the formation of one or more peptides (Table 1.1). The
biosynthesis requires a cascade of cellular processes to translate the genetic in-
formation into the generation of the biological active substance.

The synthesized neuropeptides are stored in vesicles and released upon an
adequate stimulus. Different neuropeptides have been found to coexist in a sin-
gle neuron. Equally, colocalization of neuropeptides with neurotransmitters is
quite common.

In the case of colocalization with neurotransmitters, neuropeptides are cap-
able of modulating the effects of the co-released neurotransmitter(s).

Since the formulation of the neuropeptide postulate, a large number of neu-
ropeptides and receptors have been discovered. To date, more than 50 different
neuropeptides have been described which are biologically active. We consider
the list of neuromodulators and neuropeptides (shown in Table 1.1) to be far
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Table 1.1 The most common neuropeptide precursor

molecules which lead to one or more biologically active
neuropeptides by proteolytic cleavage.

Neuropeptide family Precursor Active peptide
Angiotensin Angiotensinogen Angiotensin I
Angiotensin II
Angiotensin (1-7)
Angiotensin IV
Calcitonin I gene (CALC I) Pro-CALC I Calcitonin
products
Pro-CGRP I Calcitonin gene related peptide I
(a-CGRP)
Calcitonin II gene (CALC II) Pro-CGRP II Calcitonin gene related peptide 11
products (/-CGRP)
Cholecystokinin (CCK) Pro-CCK CCK-8
CCK-33
CCK-58
Dynorphin gene products Prodynorphin Dynorphin A
Dynorphin B
a-Neoendorphin
f-Neoendorphin
Enkephalin gene products Proenkephalin Met-enkephalin
Melanin-concentrating hormone Pro-MCH MCH
gene products
Neuropeptide Glu-Ile (NEI)
Neuropeptide Gly-Glu (NGE)
Neurotensin gene products Proneurotensin Neurotensin (NT)
Neuromedin N
Preprotachykinin A (PPTA) PPTA Substance P
gene products
Neuropeptide K
Neurokinin A
Neuropeptide y
Preprotachykinin B (PPTB) PPTB Neuromedin K
gene products
Proopiomelanocortin (POMC) POMC a-Melanocyte-stimulating hormone

(a-MSH)

f-Melanocyte-stimulating hormone
(B-MSH)

ACTH

f-Endorphin

a-Endorphin

y-endorphin

p-Lipoprotein (f-LPH)
Corticotropin-like intermediate
peptide (CLIP)




1.1 Neuroactive Substances

Table 1.1 (continued)

Neuropeptide family Precursor Active peptide

Somastostatin Prosomatostatin ~ Somatostatin-12
Somatostatin-14
Somatostatin-28
Vasoactive intestinal peptide gene  Pro-VIP Vasoactive intestinal peptide (VIP)
products
PHM-27/PHI-27
Vasopressin gene products Provasopressin Vasopressin (VP)
Neurophysin II (NP II)

from being complete and expect an increase in number in the near future, in-
cluding the precursor molecules. Some derivatives of fatty acids are also known
to elicit biological effects in neurons. These lipid neuromodulators have effects
which are functionally similar to that of neuropeptides. Like neuropeptides, the
neuroactive fatty acids are generated from precursors by a sequence of diverse
enzymatic steps.

Similar to neurotransmitters and neuropeptides, the neuroactive derivatives of
fatty acids bind to membranous receptors, which leads to downstream signal
transduction. Some diffusable gases, like nitric oxide and carbon monoxide, can
also act as chemical messengers. The gaseous messengers are generated intra-
cellularly by the activity of specific sets of enzymes. Because of their short half-
life and diffusion-dependent radius of activity, they operate in restricted areas,
mostly in the proximity of their synthesizing neurons.

In contrast to neurotransmitters and most of the common neuromodulators,
nitric oxide does not bind to its own high-specific membraneous receptors be-
cause its lipophilic character allows it to pass membranes freely (however, it
could bind to guanylyl-cyclase).
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1.2
Receptors and Transporters

Signal transduction at the cellular level is defined as the transmission of a sig-

nal from the outside of a cell into the cell interior. The initial step in signal

transduction is performed by the “first messengers”, which overcome the barrier

of the plasma membrane by interacting with a receptor or a ligand-gated chan-

nel. In nervous tissue, “first messengers” are neurotransmitters and neuromo-

dulators, which signal the postsynaptic cell to modify its electrical behavior.
Most common receptors are membrane-bound oligomeric proteins which:

e recognize a ligand with high affinity and selectivity;

e convert the process of recognition into a signal that results in secondary cellu-
lar events.

The molecular make-up of a membrane-bound receptor consists of three dis-
tinct structural and functional regions: the extracellular domain, the transmem-
brane-spanning domain and the intracellular domain.

Receptors are characterized by their affinity to the ligand, their selectivity,
their number, their saturability and their binding reversibility. So-called isore-
ceptors form families of structurally and functionally related receptors which in-
teract with the same neuroactive substance. They can be distinguished by their
response to pharmacological agonists or antagonists.

Isoforms of receptors can occur in a tissue-restricted manner, but expression
of different isoreceptors in the same tissue is also found.

The binding of a ligand to a receptor induces a modification in the topology
of the receptor by changing its conformation; and this allows either an ion cur-
rent to flow, so-called ionotropic receptors, or elicits a cascade of intracellular
biochemical events, the metabotropic receptor. Mediators of the intracellular
events often consist of “second messengers”, like CAMP or cGMP (see below).

The design of intramembraneous receptors is quite variable. Some receptors
consist of single polypeptides exhibiting three domains: an intracellular and an
extracellular domain linked by a transmembrane segment. Other receptors are
also monomeric, but folded in the cell membrane and thus form variable intra-
and extracellular as well as transmembrane segments. A large group of recep-
tors consists of polymeric structures with complex tertiary topology.

Receptor categories are completed by cytosolic and nuclear receptors, though
these are functionally less relevant so far as neuronal signal transmission is con-
cerned. After the binding of a ligand to a cytosolic receptor, a complex is formed
which consists of the receptor and the ligand. This complex is translocated to the
cell nucleus and can influence gene transcription. The most common cytosolic re-
ceptors are corticoid receptors, which are the targets of the membrane-permeable
steroids. Neurotransmitter receptors are commonly located on both the presynap-
tic and the postsynaptic site and can be ionotropic or metabotropic.

A special class of receptors is referred to as autoreceptors. These are located
presynaptically and they bind neuroactive substances released by the presynaptic
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cell. Through the activation of autoreceptors, the turnover of released neuroac-

tive substances can be modulated by feedback mechanisms. Thus, autoreceptors

seem to be involved in limiting transmitter release and thereby balancing the
amount of neurotransmitter concentration in the synaptic cleft.

Another class of receptors comprises the so-called heteroreceptors. Heterore-
ceptors are also located at presynaptic sites. In contrast to autoreceptors, they
can bind neuroactive substances different from the neurotransmitter released by
the “host” neuron. Heteroreceptors are therefore able to influence the release of
neuroactive substances from their own “host” cell after stimulation by a neuro-
transmitter from a different source.

The primary signal, which is elicited by the binding of the ligand to the re-
ceptor, must be amplified to generate the transmembrane signal. Two distinct
amplification mechanisms are of major importance:

e A change in membrane potential, resulting from an agonist-induced change
in ion flux. The change in ion flux can arise either directly via ligand-gated
ion channel receptors or, indirectly, via an effector-mediated change (for exam-
ple via G proteins) in channel conductance.

e Activation of a phosphorylation—-dephosphorylation cascade. Such a cascade
can be initiated either directly, via a receptor that possesses intrinsic ligand-
modulated tyrosine kinase activity or indirectly via effector-generated signal
mediators, such as cAMP, diacylglycerol (DAG), or elevated intracellular cal-
cium, that on their own can activate protein kinases.

On the basis of their signal transduction pathways, receptors can be classified
into two major groups. One group consists of receptors belonging to the gated
ion channels, the ionotropic receptors.

The other consists of receptors which act through activation of several en-
zymes and thus need a cascade of enzymatic events for their signal transduc-
tion: this is the group of the metabotropic receptors.

1.2.1
lonotropic Receptors

Signal transduction of membrane-bound receptors can entail a single step con-
sisting of the activation of gated ion channels. In this case, the receptor forms
an ion channel. Binding of the ligand to the receptor opens the ion channel
and ions can cross the membrane, driven by an electrical gradient. This current
produces a net inward flow of positive or negative charge with the consequence
of a change in conductance followed by a postsynaptic potential response. The
receptor allows the signal to flow (in the form of ions) from outside the cell into
the cell or vice versa.

The activation of ionotropic receptors results in fast signal propagation, but
the induced electrical effects are mainly short-lasting without metabolic conse-
quences.

9
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1.2.2
Metabotropic Receptors

More complex forms of signal transduction of membrane-bound receptors in-
volve a coupling of ligand and receptor followed by the activation of different in-
tracellular signal transduction pathways.

After binding of the ligand, the signal is transferred into the cell and leads to the
activation of “second messengers”, like cyclic nucleotides (cCAMP, cGMP), calcium
(Ca®"), inositol-trisphosphate (IP3), diacylglycerol (DAG), as well as to the phos-
phorylation of proteins. Phosphorylation involves in many cases the activity of
cAMP-dependent protein kinase (PKA) and DAG-activated protein kinases.

The downstream response modifies intracellular processes, for example the
release of neuroactive substances, an altered activity of ion channels or changes
in enzymatic activity, particularly kinase cascades. The modifications are in-
duced slowly and the resulting effects can be long-lasting.

G protein-coupled receptors

The most prominent group of metabotropic receptors consists of G protein-
coupled receptors (GPCRs). These reveal a uniform molecular composition. The
extracellular domain is formed by the N-terminal sequence of the receptor,
which has potential glycosylation sites. Since this domain is exposed to the ex-
tracellular space, it constitutes the ligand-binding site. The tertiary structure of
G protein-coupled receptors exhibits a conserved motif of seven membrane-
spanning segments, which are connected by alternating extracytoplasmic and
cytoplasmic loops. The C-terminal segment is in the cytoplasm (see Fig. 1.2).

The signal arising form the ligand-receptor interaction is forwarded to mem-
brane-bound GDP/GTP-binding proteins inside the cell. These proteins are
termed G proteins.

Each G protein is a heterotrimer consisting of a GTP-binding subunit (a-sub-
unit) and two further subunits (f- and y-subunits). Subclasses of the a-subunit
form the different G protein subtypes G, Gj/, and G4. In response to receptor
activation, the G proteins stimulate adenylate cyclase. This stimulation leads to
catalytic formation of cAMP from cytosolic ATP.

The most profound effect of cAMP is the activation of cAMP-dependent, cal-
cium-independent protein kinases through binding to the regulatory subunits
of the latter. By allosteric mechanisms the kinases alter their conformation into
the active enzymatic form. In this activated form they are able to catalyze the
transfer of the y phosphate from ATP to specific amino acid residues, such as
serine and threonine for PKA, and tyrosine for PKC, resulting in phosphoryla-
tion of the protein and so, as a consequence, resulting in changes in energy
equilibrium.

G; proteins inhibit adenylate cyclase in response to receptor activation. In
turn, they can activate K* channels and, additionally, they decrease the influx of
calcium through voltage-gated Ca** channels. G, proteins activate phospholipase
C in response to receptor activation.
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Fig. 1.2 Prototype of a G protein-coupled state. A receptor domain of the third
receptor (GPCR). The domain topology of intracytoplasmic loop significantly affects the
the single subunits consists of seven specificity of the G protein coupling and
transmembrane domains (TM1-TM7) with contains the main site for receptor coupling
the amino terminus on the extracellular site to G proteins. Each G protein is a heterotri-
and the carboxyl terminus on the mer consisting of a GTP-binding subunit
cytoplasmic site. GPCRs are homologous to (@ subunit) and two further subunits
rhodopsin for which detailed structural data (B and y subunits). For further details see
are available. The receptor can actively text and Fig. 3.15.

isomerize between the inactive and active

Phospholipase C hydrolyzes the membrane-bound lipid phosphatidyl-4,5-bis-
phosphate (PIP2) to form diacylglycerol (DAG) and inositol-trisphosphate (IP3).
Subsequently, the cytosolic IP3 binds to specific receptors on the endoplasmic
reticulum (ER) where it induces the opening of ER-bound Ca”* channels and
the release of Ca’* from this store into the cytoplasm. Intracellular elevation of
calcium elicits multiple effects on cellular metabolism. These include the activa-
tion of Ca®*-dependent enzymes, e.g. calmodulin and its related kinases, activa-
tion of motor ATPases for vesicle trafficking, a mechanism that underlies exocy-
tosis of neurotransmitter and receptor dynamics at postsynaptic sites.

Cytosolic DAG binds to cAMP-independent protein kinase C (PKC) and leads
to its activation. In addition, DAG induces the opening of plasmalemmal Ca**
channels and thus augments the effects of IP3.

Not all metabotropic receptors target to the G protein system for signal trans-
duction. Other signal transduction systems take advantage of pathways involv-
ing guanylate cyclase or tyrosine kinase.

Deorphanizing GPCRs

A total of about 800 GPCRs are found in the human genome, which seems to
represent the largest of all gene families. GPCRs can bind a variety of ligands
which can be classified into chemosensory receptors, which bind olfactory-gusta-
tory ligands, chemokines and chemoattractants, and the neuromodulator recep-
tors. Some 367 receptors have been found in the human genome on the basis
of their sequence homology. Most of them were “orphans” because the ligands

1
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were unknown. “Deorphanizing” the GPCRs by exogenous expression in adae-
quate expression systems has been used to identify a large scale of new poten-
tial neuromodulators and neurotransmitters. The first to be found were the se-
rotonin receptor 5-HT;4 and the dopamine D2 receptors. By the mid-1990s,
about 150 GPCRs had been paired to 75 known transmitters. Since the number
of potential transmitters was about 15 whereas ~200 GPCRs remained or-
phans, there was a need to identify further new ligands. The use of tissue ex-
tracts as a source of new transmitters instead of potential transmitters was ren-
dered successful with the discovery of a new neuropeptide, nociceptin/orphanin
FQ (see Section 4.24), as the neuroactive ligand of the GPCR ORL-1.

Deorphanization of GPCRs is still an expanding field of pharmacological re-
seach and the estimated number of deorphanized GPCRs are ~7-8 per year.
Some of the most prominent ligands paired by this approach are: hypocretins/
orexins, prolactin-releasing peptide, apelin, ghrelin, metastin, neuropeptide B,
neuropeptide W and neuropeptide S.

Guanylate cyclase-coupled receptors
Cyclic guanosine monophosphate (cGMP) resembles cAMP in its chemical
composition, with a substitution of guanosine for adenosine as nucleotide.

In contrast to the membrane-bound adenylate cyclase, guanylate cyclase oc-
curs in both membrane-bound and cytosolic forms.

The two forms of guanosine cyclases have different functions and follow dif-
ferent routes of activation. The soluble form is activated by nitric oxide (NO)
and by free radicals, whereas the membrane-bound form is a part of a trans-
membranous receptor. Cyclic GMP activates a specific cGMP-dependent protein
kinase (PKG) and leads to a downstream activation of a 23-kDa protein (known
as G substrate).

It is thought that the cGMP-induced signaling pathway involves the inhibition
of phosphatases through the G substrate, so prolonging the effects of phosphor-
ylation, catalyzed by other signal transduction cascades.

Tyrosine kinase-coupled receptors
The molecular backbone of tyrosine kinase-coupled receptors is a single mem-
brane-spanning polypeptide which separates the N-terminal segment from the
cytoplasmatic C-terminal domain.
The binding of a ligand to the extracellular domain is followed by receptor acti-
vation. Tyrosine kinases initiate a cascade of intracellular phosphorylation steps.
Prominent members of the tyrosine kinase-coupled receptor family are the in-
sulin receptor and receptors for diverse growth factors, e.g. the group of neuro-
trophic growth factors.

Cytokine receptors

Cytokine receptors are classified into four families (type I, II, III and IV) but
only type I receptors seem to be expressed in the central nervous system. The
prolactin receptor, some interleukin receptors and growth hormone (GH) recep-
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tors belong to the type I cytokine receptors. The exact signal transduction path-
ways of cytokine receptors are largely unknown and are the subject of intensive
investigation.

1.23
Receptor Regulation

The affinity of receptors to their appropriate ligands can be decreased by various
mechanisms, one of which involves allosteric changes in the receptor molecule,
which can result in decreased affinity. Binding of the ligand to its receptor is re-
versible. The dissociation of the ligand from the receptor results in a decay of
the evoked effect after its removal or inactivation.

Receptors comprise highly dynamic moieties, in terms of lateral mobility,
membrane insertion and turnover. The concept of a receptor as a “mobile” or
“floating* intramembranous constituent has evolved along with the understand-
ing of the general properties of cell surface proteins. Receptors, like other cell
surface constituents, can perform complex protein—protein interactions, result-
ing in the internalization and intracellular redistribution of both, the receptor
and the ligand.

Neuromodulators as well as neurotransmitters can influence the number and
sensitivity of receptors. Under normal physiological conditions, the number of
receptors is finite and the receptors are saturable. Depending on the concentra-
tion of neuroactive substances, the number can increase (up-regulation) or de-
crease (down-regulation).

For instance, the chronic presence of receptor antagonist can lead to an in-
crease in receptor number, which is often accompanied by an increase in sensi-
tivity to the specific agonist.

In contrast, receptor down-regulation occurs in response to continuous stimu-
lation (for example due to the chronic administration of an agonist) and is fre-
quently accompanied by desensitization.

The regulation of receptor sensitivity is orchestrated by several feedback
mechanisms, which may involve the receptor itself (i.e. by allosteric mecha-
nisms at the level of the receptor itself), or subsequent steps in the signal trans-
duction pathways, which result in a reduction in receptor number, a loss of cou-
pling to G proteins or phosphorylation of the receptor by protein kinases. The
latter mechanism induces a conformational change in the receptor, which modi-
fies its affinity to the ligand.

Desensitization can also occur after binding of the ligand to the receptor and
subsequent internalization of the ligand-receptor complex by endocytosis. This
internalization rapidly limits the duration of the signal of the “first messenger”.

Once the endosome carrying the ligand-receptor complex is transported intra-
cellularly, it becomes acidified by an ATP-dependent mechanism. This results in
dissociation of the ligand from the receptor. The receptors are further targeted
to the Golgi apparatus, where sorting takes place, with either partial degradation
or recycling of the receptors to the cell membrane.
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1.2.4
Transporters

In order to fuel cells with essential hydrophilic metabolites, transporter systems
are required which overcome the phospholipid barrier of the plasma membrane.
At nerve terminals, transporters have evolved for high-affinity uptake of neuro-
transmitters and some neuromodulators. These transporters control the tempor-
al and spatial concentrations of extracellular transmitters via a rapid re-uptake
into the nerve terminals. Equally, astrocytes participate in transporter-mediated
uptake of neurotransmitters, serving a kind of servo-function in extracellular
neurotransmitter cleansing. It is assumed that as much as 80% of released
GABA is recaptured by GABA-transporters, indicating that transporter systems
play an essential role in controlling the concentration of released neurotransmit-
ters.

Termination of the activity of neuroactive substances is an essential prerequi-
site for controlled neuronal excitation. For instance, overexcitation of neurons
induced by some excitatory neurotransmitter, which are not recaptured ade-
quately, can exert severe damage to neurons (so-called “excitotoxity”). Glutamate,
for example, is the most widespread excitatory neurotransmitter in the central
nervous system and influences numerous neuronal networks. To limit receptor
activation during signaling and to prevent overstimulation of glutamate recep-
tors that would trigger excitotoxic mechanisms and cell death, extracellular con-
centration of glutamate is strictly controlled by transport systems from both
neuronal and glial sites.
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Neurotransmitters and neuromodulators reveal a spatially organized distribution
in the central nervous system. For instance, glycine is the most abundant inhi-
bitory neurotransmitter in the spinal cord, norepinephrine is focally synthesized
in the locus coeruleus of the brain stem and neuropeptides are most abundant
in hypothalamic nuclei. When describing neurotransmitter distribution, one has
to take into account that axonal transport can carry neuroactive substances ante-
rogradually to reach distant targets. Consequently, high concentrations of neu-
roactive substances can be found in nerve terminals, well separated from the
source of their biosynthesis. Thus, in constructing a descriptive map of neuro-
transmitter distribution, it is important to differentiate between soma-bound
and terminal localization.

Additional techniques, e.g. in situ hybridization, provide further insights into
a descriptive neurotransmitter-based map of the brain. This technique has the
limitation that it provides signals mainly from the cell soma where the highest
concentration of cRNA occurs and gives no information about terminal localiza-
tions.

The coexistence of neurotransmitter and neuropeptides as originally described
by Hokfelt adds an additional level of complexity to a descriptive approach of lo-
cal maps of neuroactive substances.

The fact that neurotransmitter and neuropeptide coexist in single neurons ne-
cessitates the presence of pre- and postsynaptic receptors for both classes of
neuroactive substances to induce their effects. In describing the functional rela-
tionships of both neuroactive substances, Lundberg and Hokfelt (1985) summa-
rized possible effects which arise from their coexistence:
¢ A neurotransmitter acts on one type of postsynaptic receptor.

e A neurotransmitter acts on multiple types of postsynaptic receptors.
e A neurotransmitter also acts on presynaptic receptors to affect its own re-
lease.

Nerve terminals carry different neuroactive substances, which are stored in

small vesicles (neurotransmitters) and in large dense-cored vesicles (neurotrans-

mitter and neuromodulator). If these vesicles are co-released, they can interact

in the following ways:

e inhibition of the release of the neuromodulator by the neurotransmitter via
presynaptic action;

e inhibition or enhancement of the release of the neurotransmitter by the neu-
romodulator via presynaptic action;

e modulation of the activity of the postsynaptic neuron via postsynaptic recep-
tors by the neuromodulator.

In some cases, coexpressing neurons exhibit specific projection patterns: this is
the case in the basal ganglia.
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Gibbins (1989) summarized some principles in neurotransmitter architecture

which result from the coexistence of variable neuroactive substances:

o A target cell can be innervated by different types of neurons, which express
the same neuroactive substances.

e Functionally closely related neurons can express different neuropeptides.

e Neurons can express biochemically related neuroactive substances, since dif-
ferent neuromodulators can be synthesized from a common precursor.

o Although some different members of a neuromodulator family are generated
by differential processing of a common precursor, not all active forms coexist
in a single neuron.
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1.4
The Blood—Brain Barrier

Neuroactive substances are not exclusively expressed in the central nervous sys-
tem, but are also common in peripheral tissues. One prominent example is re-
presented by the gastro-intestinal peptides which possess a chimeric function as
enteric hormones and neuromodulators. This dual function requires mecha-
nisms that restrict or facilitate the entry of neuroactive substances from the pe-
riphery into the central nervous system. The highly regulated system for con-
trolled exchange of neurobiologically relevant substances resides at the border
between the general blood circulation and the brain parenchyma in the form of
the blood-brain barrier.

The existence of a functional barrier between the blood and the brain was
first demonstrated by Paul Ehrlich at the beginning of the 20th century. He ob-
served that, when injected into the circulation, dyes like methylene blue stained
the parenchyma of most organs of the body but not the brain. Injection of dyes
into the cerebrospinal fluid, however, led to a staining of the brain, but not the
body. These experiments were the first demonstration that a barrier between
the blood and the brain exists and that this barrier blocks all free transport, re-
gardless of the direction from which the barrier is approached by the substance.

While the capillaries of most non-neural tissues are permeable to molecules
smaller than 30 kDa, capillaries in the mammalian central nervous system show
a high degree of selectivity concerning permeation coefficients. The permeabil-
ity of substances into brain is governed by specific chemical properties of the
molecules. Although the term blood-brain barrier implies a general imperme-
ability, it is best considered as selectively permeable. The blood-brain barrier
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does not provide a passive barrier between the brain and the body, but consti-
tutes a kind of active filter that regulates the flow of substances between both
compartments by structural and metabolic elements. The most effective struc-
ture that restricts the free access of dissolved hyrophilic molecules into the
brain is the high-resistance tight junction that seals the interendothelial cleft.
The active components, which regulate exchange in both directions, are specific
transporters and enzymes which, for example, include amino acid transporters,
glucose transporters and transporters for essential elements like the transferrin
transporter for iron.

Among the neuroactive substance that are transported through the barrier are
some neuromodulators and their analogs. Lipid-soluble substances like alcohol
and steroids can penetrate the endothelial barrier freely.

A second barrier exists at the circumventricular organs (CVOs). The CVOs
are located close to the ventricles of the brain and they include the chorioid
plexuses, the median eminence, the organum vasculosum of the lamina terminalis,
the subfornical organ, the subcommissural organ, the area postrema, the neuro-
hypophysis and the pineal gland.

In contrast to the common brain parenchyma, these structures are equipped
with leaky fenestrated capillaries, which allow the transfer of substances
through the endothelium, and a tight junction between the covering ependymal
cells blocks free passage into the cerebro-spinal fluid.

In general, substances can cross the blood-brain barrier by four different
pathways:

e penetration via pores and trancytosis;

e transmembrane diffusion;

e carrier-mediated mechanisms and transporters;

e retrograde neuronal transport, so by-passing the blood-brain barrier.

Some chemical properties enable substances to cross the blood-brain barrier.
The properties which affect permeability include lipid solubility, molecular
weight and the ability to form electro-neutral complexes. Some neuroactive sub-
stances, like a-MSH, are known to cross the blood-brain barrier by this mecha-
nism.

The most convenient route for molecules to cross the blood-brain barrier is
by making use of specific receptor-mediated mechanisms or by transporters. In
order to do this, the substance has first to bind to a receptor on the endotheli-
um; and second, the formed ligand-receptor complex has to be internalized and
transferred via endosomes into the endothelial cytoplasm. Finally, the ligand-re-
ceptor complex has to be degraded and the ligand can then be released by exo-
cytosis on the opposite side of the barrier.

Some peptides, like MSH, can cross the barrier primarily by transmembrane
diffusion, a non-saturable mechanism largely dependent on the lipid solubility
of the peptide. Other neuroactive substances utilize highly specific transporters
for crossing the blood-brain barrier, which can operate unidirectionally or bidir-
ectionally. The unidirectional transport can be from the blood to brain parenchy-
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ma, as is the case for Leu-enkephalin, or in opposite direction, as is the case for
the neuropeptides Tyr-MIF-1 and Met-enkephalin. This latter seems to depend
on the peptide transport system-1 (PTS-1), which carries small peptides with an
N-terminal tyrosine from the brain to the blood. This system preferentially
transports two peptides, namely Tyr-MIF-1 and Met-enkephalin.

Bi-directional transport has been described, for example, for the gonadotro-
pin-releasing hormone GnRH.

The transport systems are highly specific and each system carries its own
complement of substrates. Another route of entry to the brain parenchyma uti-
lized by some neurotoxins and viruses is to by-pass the barrier by retrograde
transport from peripheral nerve endings.

Specific transport systems, which carry peptides through the blood-brain bar-
rier, have important neuro-regulatory functions. Pharmacological manipulation
of the blood-brain barrier can therefore provide therapeutic strategies for the ef-
ficient delivery of drugs which are impermeable under normal conditions.
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1.5
Volume Transmission and Wiring Transmission

Intercellular communication in the brain can be grouped in two broad classes,
as proposed by Agnati and coworkers (1986). Based on some general features of
signal transmission, the authors differentiate between wiring transmission
(WT) and volume transmission (VT). Transmission by WT is defined as a mode
for intercellular communication, which is mediated via a relatively constrained
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cellular chain (wire), while transmission by VT consists of a three-dimensional
diffusion of signals in the extracellular fluid for distances larger than the synap-
tic cleft. Transmission by WT thus exhibits (like classic synaptic transmission) a
one-to-one ratio with respect to the number of signal source structures and the
number of signal targets, whereas transmission by VT shows a one-to-many ra-
tio. With respect to the neuroactive substances and their function in brain tis-
sues, as described above, neurotransmitters as well as neuromodulators convey
both modes of function. In fact, it is now generally believed that there exists in
the brain some kind of non-synaptic, hormone-like, modulatory transmission
besides synaptic transmission. This concept is supported by recent findings of
the neurotrophic effects of some neuropeptides and neurotrophins. Further-
more, data on gaseous transmitters like NO have given strong support to this
view. For instance NO, once released, can affect the electro-metabolic state of
numerous neurons not in synaptic contact with the neuron source of the signal.
In addition to the classic mode of wiring transmission in the form of synaptic
communication as described above, we will give here a brief account of the ba-
sic elements of transmission by VT, as summarized recently by Zoti et al.
(1998).
The general features of VT are:
e a cell source of the VT signal, neuronal or non-neuronal, from which a signal
molecule can be released into the extracellular cerebral fluid (ECF);
e a VT signal diffusing in the ECF for a distance larger than the synaptic cleft;
e communication trails in the extracellular space in form of preferred diffusion
pathways;
e a cell target of the VT signal, that is, a cell possessing molecules capable of
detecting and decoding the message.

Model systems for VT are the highly divergent monoaminergic pathways of the
brain, e.g. the dopaminergic mesostriatal system. Both morphological and func-
tional evidence indicates that dopamine acts as a VT signal in the striatum.

The existence of a functionally coupled syncytium provided by astrocytes and
postnatal neurons has led to an extension of the concept of VT transmission
(Dermietzel 1998). If the route of VT is generally regarded as through extracel-
lular cerebral fluid, primarily via diffusion, then gap junctions, which represents
the structural correlate of electrical synapses, may provide a second highly regu-
lated route of VT which can be defined as intercellular as opposed to the extra-
cellular VT. This intercellular VT could serve as a route parallel to the extracellu-
lar VT, allowing coordinated responses of functionally coupled neurons or glial
compartments. In fact, recent evidence indicates that neurotransmitter coupling
via gap junctions exists. For instance, the inhibitory neurotransmitter glycine
can be provided by glycinergic amacrine cells to cone bipolar cells in the retina
(Vaney et al. 1998). Although evidence for intercellular volume transmission of
neurotransmitters is still circumstantial, one has to expect new concepts in
transmitter trafficking and function in the near future.
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Methods

A broad spectrum of methods is available to analyze the nature and effects of neu-
roactive substances. For isolation and purification, common preparative and ana-
lytical methods are used, e.g. differential centrifugation, PAGE-SDS electrophor-
esis, 2-D electrophoresis, affinity chromatography, etc. This arsenal of biochemical
techniques makes it possible to isolate and purify receptor proteins in high con-
centrations so that crystallography and structural analysis can be applied. A classic
example of the effectiveness of this strategy is the molecular analysis of the acetyl-
choline receptor, which was enriched and purified from electroplaques of the elec-
tric eel. By subjecting crystallized samples to X-ray diffraction and low-dose elec-
tron microscopy, the quaternary structure of this receptor was successfully eluci-
dated.

Molecular biological techniques and molecular genetics provide a further
methodological facet for the analysis of genes and their encoded substrates, e.g.
neurotransmitters, precursor molecules and receptor complements. In particu-
lar, the unraveling of the enormous multiplicity of neurotransmitter receptors
which are presently known would have not been possible without molecular
biological approaches.

A further field of intensive study is the search for specific binding sites of
neuroactive substances and analysis of their topographical distribution and phar-
macological profiles. This research has been furthered by autoradiography and
immunohistochemistry.

By combining immunohistochemistry with tracing methods, it has become
possible to map both the neurotransmitter and neuroreceptor characteristics of
brain nuclei and their projection patterns.

Electrophysiological methods are frequently employed to study the effects of
neurotransmitters and drugs on neuronal activities. Further strategies to look
for behavioral effects include batteries of cognitive and psychomotor tests to
which laboratory animals can be subjected.

By creating genetically engineered animals — transgenic and knockout mice —
neurotransmitters, neuromodulators and their specific receptor complexes can
now be studied against different genetic backgrounds.
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Transgenic animals carry artificial genes which are integrated into their ge-
nome. This makes it possible to study gain of function or loss of function effects
of genes which code for a neuroactive substance, their precursors or receptors.

Various techniques are available to create transgenic animals. One technique
is to integrate a new gene into the embryo by transfecting it with retroviruses.
Another is to injection a gene into the pronucleus of an intact oocyte. A further
technique is the transfection of embryonic stem cells and their injection into
embryonic blastocystes, followed by implantation into a foster mother.

The insertion of a new gene by homologue recombination allows the creation
of animals which express the new gene under the control of the recipient's ge-
nome. The same strategy can be applied to inactivate or “knock out’ single
genes. Homolog recombination can cause the normal (active) gene to be re-
placed by the inactivated gene. When the new gene or the deleted gene is inte-
grated into the germ line, the litter-mates will carry the “manipulated” gene in a
Mendelian pattern.

Analysis of the effects of genetic manipulation requires the entire spectrum
of modern analytical techniques, including physiological, morphological and be-
havioral studies. In the following, we will describe some basic methods com-
monly used in the neurosciences to explore the function, expression pattern
and behavioral effects of neuroactive substances.
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2.1
Bio- and Radioisotope Assays

Bioassays

Assays are frequently used to characterize the function of bioactive substances.
The principle behind assays is to remove the endogenous source of a substance
and apply the substance to the deprived organism or cell culture systems. The
removal of the source can elicit a variety of metabolic and physiological dysfunc-
tions in the organism or culture system. If application of the particular sub-
stance compensates for these dysfunctions, this is taken as an indication that
the substance is involved in the normal regulation of function. Since most bio-
logically active substances are not monofunctional, different assays have to be
performed to analyze their effects.
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Radioisotope assays
Radioisotope assays are used to detect low amounts of substances or to deter-
mine the affinity of a ligand towards a receptor or receptor population.

A sensitive assay to detect minute amounts of substances with antigen prop-
erties is the radioimmunoassay (RIA), which was developed by S. Berson and
R. Yalow in 1960. As compared with bioassays, the radioimmunoassay is more
sensitive and permits the detection of physiological and even subphysiological
concentrations of biologically active substances in the femtomolar range.

The physical principal of RIA is based on an antigen—antibody reaction. The
probe containing the antigen to be measured is incubated with an identical
radioactively labeled antigen and its corresponding antibody. By competition be-
tween the labeled and the unlabeled antigen, measurement of the radioactivity
of the bound antigen—antibody complex gives a measure of the relative amount
of the unlabeled antigen when compared with standardized competition curves.

A further radioisotope assay is the so-called radioreceptorassay (RRA), also
known as a Scatchard diagram. This method is applied to determine the disso-
ciation constant Kp. The Kp value indicates the affinity of a ligand to its recep-
tor. The Scatchard diagram also allows the determination of receptor densities
or number of receptors (Bna.x) in a given tissue. It can also be applied to deter-
mine the binding kinetics of bioactive substances in radioligand studies. In this
case, the specific binding of a labeled ligand to a receptor is studied at different
concentrations. The data obtained by measuring the radioactivity is expressed in
femtomoles (fmol) per milligram (mg) substance. When the amount of labeled
binding varies linearly with the ligand concentration, then the existence of a
monospecific receptor of the ligand can be assumed. If the relation differs from
linearity, then multireceptor binding is most likely.

The radioreceptorassay is superior to RIA with respect to receptor studies,
since it allows measurement of the binding of a ligand to its biologically rele-
vant receptor. A limitation of this method is that it does not distinguish be-
tween ligand effects, e.g. antagonistic or agonistic properties.
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2.2
Microdialysis and Electrochemical Detection

2.2.1
Microdialysis

Microdialysis is used to introduce or withdraw a constant amount of a biologi-
cally active substance into or from the extracellular cerebro-spinal fluid in living
animals. The microdialysis probe is designed to mimic a “capillary” system in
which the substrate has to cross a semi-permeable membrane. The direction of
flow depends primarily on concentration gradients. The gradient built up by the
substance in question is not exclusively dependent on the differences in concen-
tration between sample and extracellular fluid, but depends also on the velocity
of flow inside the microdialysis chamber. For instance, when a physiological salt
solution is dialyzed from inside the chamber, the solution equilibrates with the
extracellular fluid, i.e. solutes diffuse from the cerebro-spinal fluid across the
membrane into the probe. After a period of time, the chamber contains the sub-
stance (and other solutes) in an amount representative of that dissolved in the
extracellular cerebral fluid. On the basis of in vitro calibration data, the chamber
is estimated to recover 10-20% of the actual extracellular moities. Thus, micro-
dialysis can also be used to collect molecules from the cerebral fluids. The rate
of diffusion is a function of the area of the membrane, the flow rate and the dif-
fusion coefficient of the substances. Since the microdialysate is applied continu-
ously, the amount of substrate which is exchanged also depends on the duration
of microdialysis. By using microdialysis as a diffusion trap, femtomolar concen-
trations of molecules in the extracellular fluid can be captured.

Microdialysis is applicable to living animals. The major disadvantages are that
only small amounts of substance(s) can be collected and that the surgical inser-
tion of the chamber causes lesioning or irritation of brain tissue; and this may
change the physiological composition of the extracellular fluid.

2.2.2
Electrochemical Detection

The term “electrochemical detection” refers to a number of detection techniques
which involve the application of an electric oxidation-reduction potential via ap-
propriate electrodes to a sample solution containing oxidizable or reducible so-
lutes. The resulting current is measured as a function of time. Electrochemical
detection is used where high sensitivity or selectivity is required.

The principles underlying electrochemical techniques require the employ-
ment of a three-electrode system, consisting of a recording (indicator), an auxili-
ary (counter) and a reference electrode.

Electrochemical detection can only be used for molecules which are electroche-
mically active. To overcome this problem, electrochemically inactive molecules
must be converted to active molecules, for example, by an enzymatic reaction.
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Voltammetry

Voltammetry allows the direct monitoring of molecules within extracellular cere-
bral fluid. Voltammetry makes use of the fact that certain compounds are read-
ily oxidizable. Typically, the method employs a working electrode, a reference
electrode and an auxiliary electrode. These electrodes are positioned in electrical
continuity with one another, the working electrode being positioned in the brain
structure which is of interest. A controlled potential difference is then applied
between the working and reference electrodes; and the resultant current that
flows from the working electrode provides a measure of the amount of electro-
active material in the solution. The current which results from the reaction of
the analyzed species at the working electrode is measured.

Voltammetry makes use of the fact that several neurotransmitters, especially
catecholamines, are readily oxidizable at potentials at which most other sub-
stances in the extracellular fluid do not oxidize.

However, even in the case of catecholamines, additional molecules can oxi-
dize, so complicating their detection. One way to apply volammetry to mole-
cules with similar oxidation potentials is to separate them by HPLC before anal-
ysis.

Amperometry and coulometry

The current produced for an electrochemical reaction can be measured using
an electrochemical sensor either in the dialysates obtained from microdialysis
or in the eluent from HPLC. The application of an electrochemical detector re-
sults in a highly selective and sensitive detection tool.

Amperometry is a technique in which a fixed potential is applied to a working
electrode with respect to a reference electrode. During amperometric detection,
the mobile phase is passed onto the electrode and only substances which con-
tact the electrode surface directly are oxidized and measured. The substance to
be detected undergoes a reaction if the applied potential has appropriate polarity
and magnitude.

When the reaction is incomplete, i.e. only a fraction of the total analyte reacts,
the detection mode is termed “amperometry’. When the working electrode has
larger surface area and the reaction is complete, the mode is called “coulome-
try”. The former method is easier to maintain, but it is somewhat less sensitive
than the latter.

Coulometric electrochemical detection is similar to the amperometric method.
As mentioned above with the amperometric electrode, only a fraction of the
substance comes into direct contact with the electrode when the mobile phase
flows across it. Consequently, a relatively small proportion of the compound is
oxidized. This is in contrast to coulometric detection, where all of the analyte is
oxidized or reduced. The difference is the result of perfusing the mobile phase
through a coulometric electrode (at pressure) rather than across it. The elec-
trode used in colormetric detection consists of a carbon rod with many small
pores which greatly increase the surface area exposed to the mobile phase.
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Chromatography

Chromatography allows substances to be purified on the basis of their size,
charge or affinity to an antibody. In order to isolate and purify a substance, the
tissue must first be collected, homogenized under protease inhibition and then
centrifuged to separate the various cell components, i.e. nuclei, membranes and
cytosol. These fractions can then be subjected to detergent treatment or treat-
ment with chelatotropic substances (e.g. urea). Further separation is achieved by
differential centrifugation, for example on a sucrose gradient.

The fractions which contain the enriched and solubilized substance are col-
lected and subjected to further purification by chromatography. In the case of
microdialysis, samples the dialysate can be used directly in chromatographic
analysis.

The separation of compounds not only provides a means of purifying them
for further molecular analysis, but is also used in studying changes in brain
metabolism, i.e. by collecting and analyzing samples before and after treatment
with a drug.

Purification is the process of separating or extracting the target substance from
other (possibly structurally related) compounds. The substance of interest should
separate when subjected to chromatography. This depends usually on the velocity
of migration through a column, which is a function of substance size or charge.
Separation can successfully be achieved when the substance differs significantly in
its migration velocity from other (contaminating) substances.

2.3.1
Affinity Chromatography

Affinity chromatography provides a method by which specific antibodies are
coupled to a matrix (the most commonly used matrix is bromocyane-activated
Sepharose). Samples containing the substance to be purified are loaded onto
the column. If the substance displays antigenic properties to the antibody, it
binds with high affinity. Contaminating substances are not recognized by the
antibody and so run freely through the column. The column is then eluted with
a low pH glycine buffer (pH 2-3) for acid hydrolysis of the antigen—antibody
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complex; and the efflux containing the substance is collected. Affinity chromato-
graphy also allows pharmacologically active substances to be bound to the col-
umn, as for example in the isolation of neurotransmitters or their receptor com-
plex. A frequently used approach for the isolation of GABA, receptors, for in-
stance, is the binding of benzodiazepin to a matrix.
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High Performance Liquid Chromatography

High performance liquid chromatography (HPLC) has become a powerful tool
in analytical and preparative neurochemistry. Modern HPLC methods can be
used for several purposes, including separation, purification and quantitative as-
sessment of neurochemical compounds. It is important to understand the theo-
retical background to HPLC if it is to be used effectively.

In brief, HPLC consists of two main components:

e A separation column or stationary phase. Compounds that contain functional
groups capable of strong hydrogen bonding adhere more tightly than less po-
lar compounds to the stationary phase. Thus, less polar compounds elute
from the column faster than compounds that are highly polar.

e An aqueous mobile phase. The mobile phase in HPLC refers to the solvent
which is continuously applied to the column, or stationary phase. The mobile
phase is a buffered water/acetone solvent and exhibits polar properties.

The mobile phase is pumped through the column under high pressure (be-
tween 30 and 200 bar; or 3-20 MPa). When a sample is introduced into the sys-
tem via an injector, it is dissolved in the mobile phase. The molecules in the
sample separate according to their relative affinity to the non-polar matrix and
the polar mobile phase. Molecules which are neutral or of low charge (more
apolar) exhibit a greater affinity for the stationary phase and thus become
trapped by the column, with the result that their elution is delayed. Molecules
which are charged (and therefore more polar) possess a greater affinity to the
mobile phase and elute faster. Increasing the length of the column or decreas-
ing the particle size of the packing material improves separation, but also re-
sults in an increase in the pressure required to pump the mobile phase. When
the column length is increased, the dilution of samples is also increased.

Preparative HPLC refers to process of isolation and quantitative purification
of compounds. Important requirements for a successful preparation are the de-
gree of solute purity and the “throughput”, i.e. the amount of compound pro-
duced per time. In contrast in analytical HPLC, the focus is mainly on obtain-
ing information about the composition of the sample. Recording the efflux of
compounds from the HPLC column is a crucial part of any HPLC approach. In
order to monitor the efflux, a UV detector must be selected and adjusted to opti-
mal detection settings. Setting can be checked by standard separation assays
and adjusted so that, in the standard samples, there is a sharp (detection) peak
in the range expected from the substance being studied.
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Quantification of compounds by HPLC is the process of determining un-
known concentrations of a substrate. It involves the injection of a series of
known concentrations of a standard compound into the HPLC column. The
chromatogram of the known concentrations provides a series of peaks which
correlate with the concentration of the injected compound. Normograms can be
used to estimate unknown concentrations.
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Proteomics: Multidimensional Protein Identification Technology

During the past decade, the necessity for large-scale (shotgun) identification of
complex protein mixtures using peptide mass mapping has fostered technologi-
cal developments in proteomics research with a dramatic impact on the biology
of complex systems. One of the technical developments in shotgun proteomics
— termed multidimensional protein identification technology (MudPIT) — cou-
ples two-dimensional (2D) chromatography of peptides in mass spectrometry-
compatible solutions directly to electrospray ionization tandem mass spectrome-
try (ESI-MS/MS), allowing the identification of proteins from highly complex
mixtures with high confidence. Since the initial description of MudPIT in 1999
(Link et al. 1999), this approach has been implemented in the analysis of whole
proteomes (Durr et al. 2004; Cagney et al. 2005; Jessani et al. 2005), organelles
(Skop et al. 2004) and protein complexes (de Bruin et al. 2004; Sato et al. 2004).
Key aspects of many of the reported analyses focus on the validation of MudPIT
datasets with alternate strategies and the integration of MudPIT datasets with
other biochemical, cell biology or molecular biology approaches. In these stud-
ies, MudPIT provides high resolution, automation, high throughput and the
ability to analyze complex mixtures of proteins in a single run.

Technically, MudPIT incorporates multidimensional high-pressure liquid chro-
matography (LC/LC), tandem mass spectrometry (MS/MS) and advanced data-
base-searching algorithms. Protein mixtures can derive from a wide variety of
sources, including tissues, biofluids or subcellular protein fractions. It is partic-
ular noteworthy that MudPIT, but not classic 2D protein gel electrophoresis sep-
aration techniques, allows analysis of both membrane and soluble proteins from
complex membrane-containing samples. The separation problems commonly
associated with the isolectric focussing of hydrophobic, detergent-solubilized
proteins during classic 2D gel-based approaches do not occur.

Protein lysates are enzyme-digested by a site-specific protease and loaded onto
a biphasic capillary column integrating a strong cation exchange resin (SCX)
capillary column and then are gradually released from a reversed phase resin
(RP). Peptides elute off the SCX phase by increasing pl; and elution off the
SCX material is evenly distributed during an analytical run. Eluted peptides are
on-line directed to a microflow electrospray interface using quadrupole TOF/
TOF instrumentation. Next, protein and peptide sequences are identified by
comparison of theoretical and actual MS/MS spectra via SEQUEST software.
Wolters et al. (2001) described the chromatographic benchmarks of MudPIT:
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two analyses were reproducible within 0.5% and a dynamic range of 10 000 to 1
between the most abundant and least abundant proteins/peptides in a complex
peptide mixture measured. SEQUEST is a powerful program that takes uninter-
preted tandem mass spectra as input and produces peptide identifications as
output. The general principle is that, for each of the tandem mass spectra pro-
duced in a typical analysis, the program searches through entire protein data-
bases for fragments that are around the right mass. The top 500 sequences are
then used to produce theoretical tandem mass spectra, with fragment ions pro-
duced depending on the amino acid sequence of the peptide. The experimental
spectrum is then compared to the theoretical spectra produced using cross-cor-
relation analysis, and the best match is reported as the identification of the pep-
tide. Finally, extensive filtering of SEQUEST results has to be performed to ex-
clude false-positive results. This can be done by programs like DTAselect (Tabb
et al. 2002). However, it is important to remember that peptide identification
and protein identification are two different things and any result obtained by
MudPIT needs reconfirmation by other methods such as Western blotting.

In summary, MudPIT compared to the current one- or two-dimensional elec-
trophoresis/MS method has the advantage of higher identification capacity,
higher sensitivity, higher throughput and a higher degree of automation. Thus,
MudPIT is an essential tool for proteomic analysis and its combination with im-
proved sample preparation techniques will aid in the overall analysis of pro-
teomes by identifying proteins of all functional and physical classes.
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Autoradiography

Autoradiography is used to detect the distribution and to measure the amount
of a radioisotope deposited in a specimen. Conventional autoradiography uti-
lizes direct contact of the radiolabeled samples with a photographic film or
emulsion. Receptor autoradiography is a special form of autoradiography in
neurobiology, which is widely used to localize neurotransmitter and neuromo-
dulator binding sites. For visualizing binding sites the neuroactive substance
must be labeled with a radioactive isotope. This labeling is normally made with
[H], [7°C] or ["#]].

Control experiments make use of specific antagonists which bind to the re-
ceptor sites with higher affinity than the substance being tested. Coapplication
of both substances, the labeled substance and the unlabeled antagonist, should
result in extinction of labeling. When the ligand is capable of binding to more
than one type of receptor, occupancy of one class of receptor by a specific antag-
onist allows the labeled ligand to bind to the remaining other binding sites. In
this way the distribution of the non-occupied receptors can be monitored. A typ-
ical protocol for autoradiography is as follows. Tissue samples or whole animals
are exposed to the radioactively labeled compound for receptor-ligand binding.
Following receptor occupancy, the tissue is fixed and embedded in paraffin. Al-
ternatively, tissue samples can be frozen and stored at —70°C for further cryostat
sectioning. Slices are collected on slides and thoroughly washed in a cooled buf-
fer to remove unbound ligand, thereby leaving specific receptor-ligand com-
plexes on the section. Finally, the slides are removed from the wash and dried.

After drying, the slides can be coated with a liquid photo-emulsion or covered
by X-ray-sensitive films and stored in light-tight cassettes at 4°C for periods
ranging from a few hours to months. Coating with liquid photo-emulsion usual-
ly gives higher resolution than coating with X-ray films. After sufficient expo-
sure, the films are developed in photographic developer in order to visualize the
silver grains.

Manipulation of the binding of a ligand to its receptor is done for a variety of
reasons. For example, by adding unlabeled ligand (or a pharmacological analog)
in excess to the incubation sample pharmacological issues such as specificity
and pharmacokinetics can be addressed (Kp, Buay)-
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The validity of the autoradiographic method has been verified by data derived
from other techniques, as e.g. immunohistochemistry and in situ hybridization.
Autoradiography has the advantage over immunocytochemistry that it combines
histological resolution (including electron microscopical resolution) with the in-
formation about affinity and density of receptor-binding sites.

A limitation of autoradiography is that receptor proteins are commonly trans-
ported along dendritic processes; and this makes it difficult to distinguish be-
tween positive signals from perikarya and their dendrites. In addition, the best
binding conditions for an endogenous ligand may be different from those of a
pharmacological analog.

It should be also kept in mind that autoradiography is an indirect method
based on ligand labeling rather than on direct labeling of the receptor.
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2.5
Immunohistochemical Methods

Immunohistochemistry is a method for studying proteins in an anatomical con-
text. The principle of immunohistochemistry is the formation of an antigen—
antibody complex and the visualization of the binding sites through labeled an-
tibodies.

The first antibody (so-called primary antibody) applied to tissue sections can
be labeled with a fluorophore or a different reporter molecule which can be vi-
sualized by a secondary histochemical reaction. Antibodies are raised towards
proteins or peptides with antigenetic properties. Since antigenetic determinants
are independent of the sites determining the biological activity of a protein, an-
tibodies can recognize inactive forms or even metabolic fragments of a protein.
Therefore immunoreactive sites are frequently referred to in terms of sub-
stance-like reactivity (e.g. angiotensin-like immunoreactivity). A common proto-
col for immunohistochemical staining works as follows. The tissue is fixed in
order to keep the antigen in place. Normally, mild fixatives are preferred to
maintain antigenicity of the substrate, e.g. paraformaldehyde or acetone fixation.
Thereafter, the fixed specimen is rinsed thoroughly in a buffered solution [phos-
phate-buffered saline (PBS) is the most common rinsing buffer], followed by
embedding in paraffin after dehydration or slam-freezing for cryostat sectioning.
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The antibody is then applied to a section in an appropriate dilution. Incubation
time is in the order of 60 min at room temperature. In the case of the so-called
direct immunofluorescence, the primary antibody is labeled with a fluorophore
and can be visualized directly after rinsing. When the more common indirect
immunofluorescence is used, a second antibody is used to sandwich the first
antibody. In this case, the second antibody is labeled with the fluorophore. The
secondary antibody normally recognizes IgGs or other immunoglobulin moities.
Common target proteins in neuroimmunohistochemistry are neurotransmitters
or specific enzymes involved in neurotransmitter metabolism, precursors and
receptor complexes.

The direct technique has the disadvantage that it necessitates coupling of
each primary antibody with a fluorophore; and sensitivity is lower than the indi-
rect method, which allows signal enhancement by applying multiple labeling
steps. A common strategy for signal amplification is the coupling of an enzyme
[e.g. horseradish peroxidase (HRP) to the secondary antibody].

This allows either the enzyme HRP to react with its substrate, hydrogen per-
oxide, in the presence of a chromogen (e.g. 3'-3'-diaminobenzidine) which re-
sults in a colored precipitate, or the application of a further anti-HRP antibody
for amplification of the signal.

Immunohistochemistry is a powerful method for analyzing the pattern of
neurotransmitter and neuroreceptor distribution and has even been used to lo-
calize amino acid neurotransmitters by raising antibodies to multimeric com-
plexes of single amino acids, e.g. polyglycine or polyGABA.

A limitation of the immunohistochemical technique, however, is the difficulty
of being sure that the labeling reaction is specific, particularly in view of the po-
tential for cross-reactivity. The interpretation of immunohistochemical data can
be problematic in the presence of different homologous isoforms of neurorecep-
tors or where amino acid neurotransmitters should be detected which are also
common in ordinary protein metabolism.

Further Reading

Bullock, G.R., Petrusz, P. (eds) (1982): Techniques in Immunocytochemistry. Academic Press,
New York.

Javois, L.C. (ed) (1999): Immunocytochemical Methods and Protocols. Humana Press, Totowa,
NJ.

Sternberger, L.A. (1979): Immunohistochemistry, 2nd edn. Wiley, New York.

Swanson, P.E. (1988): Foundations of immunohistochemistry. A practical review. Am.]. Clin.
Pathol. 90: 333-339.

von Bohlen und Halbach, O., Dermietzel, R. (1999): Methoden der Neurohistologie. Spektrum
Akademischer Verlag, Heidelberg.



2.6 In situ Hybridization

2.6
In situ Hybridization

In situ hybridization (ISH) allows the detection of cRNA in cells or sections. In
a sense, ISH is similar to receptor autoradiography and immunohistochemistry,
since all three techniques require the binding of a probe to a target molecule to
form a stable complex.

ISH can be used to visualize the intracellular distribution of cRNA of neu-
roactive substances (mainly their precursors) or receptor proteins. A prerequisite
is that the cDNA or cRNA sequence of the molecule in question is known.

The availability of standardized kits has made ISH a widely used method in
neuroscience research.

For in situ hybridization, one needs a considerable amount of complementary
DNA (cDNA) or cRNA for hybridization. Sufficient amounts can be achieved by
polymerase chain reaction (PCR).

The basic step in ISH is the process of “hybridization’. Hybridization can be
accomplished by incubating single-stranded cRNA or cDNA of the protein to ap-
propriate ¢cDNA or cRNA targets in the tissue. Hybridization is achieved
through specific hydrogen bonding between the complementary nucleotide resi-
dues. In order to visualize the hybrid complex, nucleotides of the probe have to
be labeled either by introducing radioactivity bound to adenosine-triphosphates
(**S-dATP) or by binding an antigenic target molecule such as dioxygenine to
uridine triphosphates (dUTP). Dioxygenin can be visualized in a secondary step
by immunhistochemistry.

A common protocol for in situ hybridization is as follows. The first step to
achieve RNA-RNA hybrids requires the denaturation of the target cRNA in the
tissue. After denaturation, labeled RNA (riboprobes) are added under renatura-
tion conditions. The labeled probe (which is applied in large excess) can now
form stable hybrids with endogenous cRNA. It is the hybrid which provides the
signal for intracellular cRNA localization. Following hybridization, the tissue is
incubated in a RNAse solution. The purpose of this is to digest the remaining
single-stranded RNA and the non-hybridized RNA probe so as to eliminate
background labeling. After the RNase step, the sections are washed in low-salt
buffers at 45-65°C. Unbound RNA is washed off and complementary binding
sites can be detected by their label (see above).

An alternative method is to use short cDNA probes for hybridization with
cRNA. These oligonucleotide probes have the advantage over riboprobes that,
because of their small size, they penetrate the tissue more readily. They are also
easier to handle than cRNA probes because of their stability and resistance to
RNAses; but also because of their small size they cannot be labeled to the same
extent. This deficit in sensitivity can be overcome by using mixtures of non-
overlapping oligonucleotide probes.

In spite of the limitation of ISH, the technique provides a useful tool - in
particular if it is combined with immunocytochemistry — to map the distribu-
tion of cRNA of neuroactive substances in an anatomical context.

33
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In terms of resolution, in situ hybridization is inferior to immunohistochem-
istry since cRNA localization can not be resolved in very small processes, e.g.
dendrites. This is a particular disadvantage when translational sites of receptor
protein are considered.

Further Reading

Callea, F., Sergi, C., Medicina, D., Pizzorni S., Brisigotti, M., Fabbretti.G., Bonino, F. (1992):
From immunohistochemistry to in situ hybridization. Liver 12: 290-295.

Coghlan, J.P., Aldred, P., Haralambidis, J., Niall, H.D., Penschow, ].D., Tregear, G.W.
(1985): Hybridization histochemistry. Anal. Biochem. 149: 1-28.

Kawata, M., Yuri, K., Sano, Y. (1991): Localization and regulation of mRNAs in the nervous
tissue as revealed by in situ hybridization. Comp. Biochem. Physiol. C 98: 41-50.

Knippers, R., Phillipsen, P., Schifer, K.P., Fanning, E. (1990): Molekulare Genetik, 5th edn.
Thieme Verlag, Stuttgart.

Lewin, B. (1988): Gene. VCH, Weinheim.

2.7
Staining and Neuroanatomical Tract Tracing

Staining provides a means of selectively “coloring” structures in an otherwise
transparent tissue. The common Nissl-staining, for example, is useful for visual-
izing the distribution pattern of neuronal somata in brain tissue. Silver-staining
allows the impregnation of neuronal processes and somata and in the form of
the Golgi technique, for example, the classification of neuronal cell types by
their specific topology is possible. Various methods have been developed in or-
der to obtain structural details of connectivity.

One classic approach to determine projection patterns is to selectively damage
nerve cells in defined nuclei or brain regions. Since the soma of a neuron is the
metabolic source of the entire cell, destruction of the soma causes the axons to
die. By specific silver-staining techniques, for example the Fink-Heimer or
Nauta-Gygax methods, degenerating axons can be stained. By this means, pro-
jection patterns can be traced throughout the nervous system.

The disadvantage of the degeneration method is that only a fraction of degen-
erating populations of neurons is stained, so that tracing their projection pat-
tern may give rise to spurious results. In addition, damaging neurons by toxins
or mechanical lesioning does not allow single cells to be traced.

Considerable progress has been made in the development of highly sensitive
dyes for neuronal tracing during the past decade.

Many modern neuroanatomical tracing techniques require the injection of
compounds or dyes that are endocytosed and subsequently transported in an
anterograde or retrograde direction (or both). Frequently used anterograde tra-
cers, for example, are PHA-L and biocytin, which may be coupled to dextran-
amines, while for retrograde tracing fluoro-gold and the cholera toxin subunit B
coupled to HRP is commonly used.

Most compounds can be visualized by fluorescence microscopy or through
the application of standard histochemical or immunohistochemical techniques.
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Afferent or efferent projections can usually be discriminated by placing injec-
tions within a given brain region. By using multiple tracers with different trans-
port characteristics, it is possible to address issues such as axonal collateraliza-
tion or network topology.

Intracellular injection of a tracer allows single neurons with their specific axo-
nal and dendritic patterns to be visualized with a Golgi-like accuracy. The advan-
tage over the Golgi technique, however, lies in its selectivity for physiologically
or functionally characterized neurons.

Some tracer molecules (lucifer yellow or calcein) are small enough to allow
transfer to neighboring neurons via gap junctions. Depending on the rational of
study, this can be advantageous or disadvantageous.

Two categories of tracer molecules are frequently used:

1. Fluorescent dyes or a molecule coupled to a fluorophore (which allows the di-
rect identification by means of a fluorescence microscope).

2. Tracers coupled with an enzyme (the most commonly used enzyme is horse-
radish peroxidase).

Since the enzyme-coupled tracers lack a color signal, they have to be further
processed by histochemical methods (mainly by the use of 3'-3'-diaminobenzi-
dine as a chromogene). The latter technique is time-consuming but has the ad-
vantage that the reaction product is durable and light-stable and does not re-
quire a fluorescence microscope.

Various types of tracers with different biological and physicochemical proper-
ties are available. Before choosing a particular tracer for an experimental appli-
cation, the individual characteristics of the tracer must be taken into considera-
tion, e.g. toxicity, diffusability and predominant transport direction and velocity.

Some tracers can also be used with electron microscopy to define synaptic
connectivity. A straightforward approach for this purpose is the combination of
light microscopical preselection with subsequent electron microscopical exami-
nation by a fluorescent dye, which is photoconverted into an electron dense pre-
cipitate by UV irradiation. Most tracer techniques are compatible with immuno-
histochemistry or in situ hybridization, making simultaneous detection of pro-
jections and transmitter or receptor labeling possible.
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2.8
Electrophysiology

2.8.1
In vivo Recording

Electrophysiological techniques can be applied to in vivo or in vitro recording of
neurotransmitter and neuromodulator effects. In vivo experiments can monitor
the electrical activity of a single cell (single unit recording) or many cells (multi-
unit recording). Multi-unit recordings are more difficult to interpret because
neurons recorded in a multi-cell array can be physiologically heterogeneous. For
example, in multi-unit recording, opposing changes in different cells can appear
as no electrical change, leading to misinterpretations. It is also often difficult to
ensure stability of the recorded signal over time with multiple-cell activity.

In vivo recording from the brain is performed in the following way. One goal
of in vivo recording is to explore electrical activity in intact brain matter. For this
purpose, the animal is anesthetized or decerebrated and placed in a stereotaxic
apparatus. Microelectrodes are positioned at the desired coordinates, which can
be determined by reference to a stereotaxic atlas.

It is mandatory that the electrodes are placed accurately and this requires that
their precise localization has to be verified after each experiment by histological
examination.

In the case of single unit recordings, the impulse activity of neurons is typi-
cally recorded extracellularly and the tip of a microelectrode is positioned close
to the neuron of choice. When the microelectrode is in proximity to the neuron,
current fields generated by action potentials of the recorded neuron are detected
through the microelectrode as small voltage deflections.

In the case of neurotransmitter studies, in vivo electrophysiology is often com-
bined with iontophoresis and stimulation recording.

Neurotransmitter iontophoresis is a technique that allows charged neuroactive
substances to leave a micropipette by electrical current flow of the same polarity
as the net charge of the applied substance. By passing current through a glass
micropipette, one can apply neuroactive substances close to a neuron which is
being recorded simultaneously by a second adjacent electrode. Multiple sub-
stances can be applied by using multibarrel glass micropipettes. These pipettes
are manufactured in such a way that up to seven micropipettes are packed in
close together. A single recording micropipette is used to monitor extracellular
neuronal activity (the recording pipette may be one capillary of the multibarrel
pipette assembly, or it may be an adjacent pipette fixed to the iontophoretic
multibarrel electrode). When stable electrical activity is recorded from a neuron,
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a current of appropriate polarity is applied to the barrel containing the sub-
stance and the resulting effects on neuronal activity can be monitored.

Stimulation can be used to measure the postsynaptic electrical effects of an af-
ferent input to a neuron. In this case, electrical pulses are applied to a stimulating
electrode to activate neurons (or axons) that project to the area where a target cell
is recorded. Typically, extracellular recording is used to measure the effects of af-
ferent input. Data are plotted in the form of histograms where the effects of sev-
eral experiments are accumulated. By accumulating activity in histograms, even
weak responses can be detected as a result of summation effects and averaging-
out “noise”. This type of analysis allows response magnitude, duration and onset
latency to be quantified and compared with the response measured after experi-
mental manipulation, e.g. drug or neurotransmitter application.

In vivo electrophysiology possesses some advantages over in vitro techniques.
A major advantage is that the tissue is in a more intact condition than during
in vitro studies. One disadvantage is that it may be difficult to gain access to the
desired structure; and there may be side-effects of the anesthetics which may in-
fluence the responses to the applied neuroactive substance. In addition, some
neuroactive substances can modulate blood pressure and this in turn may
change neuronal activity physiologically or artefactually because of mechanical
instability.

Neuropsychopharmacological experiments require intact and non-anesthetized
animals. Thus, behavioral studies constitute the primary object of in vivo record-
ings. The most common types of microelectrodes used for recording from neu-
rons in behaving animals are tungsten or platinum-iridium wires. Typically,
multi-electrode recording is combined with simultaneous monitoring of other
parameters, including EEG and EMG. Behavioral electrophysiology allows neu-
ral activity to be correlated with the behavioral patterns of an animal. Confound-
ing effects of anesthetics are also avoided since recording takes place in the
awake animal.

To minimize variability in external effects or movement artefacts which may
impair electrical activity in the behaving animal, the animal has to be condi-
tioned and trained over long periods before in vivo recording can be used.

2.8.2
In vitro Recording

In vitro recording is applied to cell cultures, to acute slice preparations, or to
the isolated superfused brainstem. A variant of acute slice preparation is in vitro
recording from acutely isolated neurons. The latter are prepared by mild enzy-
matic digestion of brain slices, where they appear to retain many of the electro-
physiological properties of neurons in slice preparations.

Chronically cultured primary neurons and differentiated neuroblastoma cell
lines have also been used neurophysiological experiments.

Acutely isolated or cultured neurons have the advantage of direct microscopic
visualization and manipulation. A disadvantage is that these preparations lack
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the connectivity present in the in vivo situation. In order to study the network
behavior of neurons, slice preparations are currently the method of choice.

Acute slices of brain tissue can be obtained by rapidly removing of the intact
brain from the skull. The brain is then placed in ice-cold saline or artificial cere-
brospinal fluid (ACSF) saturated with carbogen (95% O,, 5% CO,).

Slices can be obtained by vibratome sectioning of the brain (thickness of the
sections is about 300—400 um). Slices can be stored in an oxygenated chamber
containing ACSF. From here, they are transferred to a recording chamber,
where they are superfused with an oxygenated artificial cerebrospinal fluid at
35°C. Under these conditions, slices remain “healthy” over a period of several
hours.

Recording is usually performed after 1-2 h of incubation to allow the slices to
recover from the acute insult of dissection.

An advantage of slice preparations is that deep-brain areas can easily be ac-
cessed and electrodes can be positioned under visual control. In addition, slice
preparations are independent of blood circulation and stable recordings can be
obtained without the need of anesthetics or immobilization.

A further advantage of the slice preparation is that it allows repeated applica-
tion of defined concentrations of drugs to the tissue. In particular, if receptor
studies are performed, information on pre- and postsynaptic events can simulta-
neously be obtained.

A disadvantage is that the slice isolates the neurons from more distant projec-
tions and thereby creates an artificially restricted area devoid of long-range con-
nectivities.

Generally, one can distinguish two different types of in vitro recordings:

o extracellular recordings
e intracellular recordings.

For extracellular recording, the electrode is placed close to the neuron. In this
position, the current flows from the nerve cell into the surrounding extracellular
fluid, from which it can be recorded. For intracellular recording, the neuron is
impaled by the electrode and recordings are obtained from inside the cell.

Extracellular recording

Nerve cells generate extracellular current flow by fluctuations of the membrane
potential of dendrites and cell bodies. Postsynaptic potentials elicit an outflow
of negative (excitatory) or positive (inhibitory) ionic charges into the extracellular
fluid. The bioelectrical activity of neurons can be registered by recording the sum
of different potentials (so-called field potentials). Under these conditions, the in-
fluence of physiological and pharmacological manipulation can be measured as
a change in the amplitude of field potentials. The underlying physical phenome-
non is the flow of current through the extracellular space, which is induced by the
transmembranous current of the activated neurons. Measurements do not record
these currents directly, instead the difference of current between changes of poten-
tials in the activated neurons and the recording electrode is measured.
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Intracellular recording

Measurements of membrane potentials with an intracellular or cell-attached
electrode are collectively called intracellular recordings. For impaling the neu-
ron, special microelectrodes are used (so-called “sharp” microelectrodes). These
are commonly applied in traditional intracellular recordings, which are per-
formed either under current-clamp or voltage-clamp conditions.

Current-clamp is a method involving measurement of the voltage difference
across the membrane while injecting constant positive or negative currents into
a cell. Current-clamp recording is usually performed by inserting a single sharp
micropipette into a neuron and recording the voltage and injected currents
through the same pipette. By applying a neuroactive substance to the cell, a
change in the size of the voltage response to the current pulse indicates a change
in ionic conductance (the conductance is the reciprocal value of resistance (g=1/R)
with the unit Siemens [1 Siemens (S)=1 volt per ampere). By incrementally vary-
ing the amplitudes of the current steps over an appropriate range, a set of voltage
responses can be obtained which can be plotted as a current—voltage (I/V) curve.
The curve indicates the “macroscopic” currents passing through the membrane at
different membrane potentials. Treatment with neurotransmitters or drugs that
alter ionic conductance thus influences the slope and shape of the I/V curve.

Under the voltage-clamp recording, a neuron is held at a constant voltage
(membrane potential) and the current required to hold this voltage is measured,
allowing a direct measurement of ionic currents. By applying voltage-command
jumps, the changes in current flow (including their kinetics) can be measured.
Thus, this method allows voltage-dependent and time-dependent ionic conduc-
tances to be directly recorded under experimental conditions.

A further intracellular recording method is the patch-clamp technique. This
technique constitutes a modification of the common intracellular recording
method with sharp electrodes. In the case of the patch-clamp technique, a small
negative pressure is applied to the recording electrode (i.e. the patch pipette),
mostly by suction with a tube-fixed syringe. If the tip of the pipette is placed on
the surface of the cell, the membrane attaches to the tip of the polished micro-
pipette and a tight mechanical and electrical high-resistance (giga-ohm) seal re-
sults.

The patch-clamp method can be applied in at least four configurations:
.the cell-attached mode

.the inside-out mode

.the outside-out patch mode

.the whole cell patch mode.

AW N =

1.In the cell-attached configuration, recording of single channels is possible
without disrupting the cell membrane.

2.In the inside-out and in the outside-out configurations, the membrane patch
is detached from the neuron after a giga-ohm seal is formed. This mode en-
ables one to record single-channel activity in isolation from the cell. In the in-
side-out configuration, the patch of membrane is pulled apart from the neu-
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ron, leaving the patch attached to the pipette with its cytoplasmic surface ex-
posed to the bathing solution.

3.In the outside-out patch, a membrane patch is formed in which the extracel-
lular membrane surface is exposed to the bathing solution.

4. When whole-cell patches are applied, the cell membrane is ruptured by the
tip of the electrode, after the giga-ohm seal has established, and recording
from inside the cell can be obtained. A modification of this technique (perfo-
rated patch) is to include a substance (e.g. Nystatin) in the patch pipette,
which perforates the membrane sealed to the pipette, and so provides electri-
cal continuity between cell interior and pipette.

The patch-clamp technique offers a valuable method for the study of biophysical
properties of single channels. Single-channel, cell-attached and inside-out patch-
clamp modes are particularly useful in studying second-messenger systems.
These modes are, however, difficult to use with slice preparations. For this pur-
pose, a whole-cell configuration is better suited. In addition, the whole-cell
patch mode allows the ionic content of a single neuron to be modified merely
by changing the buffer and salt concentrations in the pipette solution. Second
messengers and drugs affecting channel activity can be introduced into the pi-
pette solution for diffusion into the neuron. Unfortunately, the whole-cell con-
figuration does not allow the exact ionic or second-messenger concentration in
the cell interior to be determined; and there a constant risk that essential meta-
bolites, e.g. CAMP, can diffuse from the cell into the pipette.
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2.9
Behavioral Testing

To understand the functional effects of neuroactive substances, it is necessary to
study their behavioral effects in addition to their electrophysiological properties.
In principle, animal behavior can be studied in natural settings or under labora-
tory conditions. Most behavioral studies are performed in laboratory settings,
because these conditions allow strict control of parameters which could influ-
ence behavior. Behavioral studies in laboratory settings focus mainly on the fol-
lowing subjects: learning tasks, behavioral development, psychopharmacology.

Behavioral testing of animals allows information to be obtained about the in-
fluence of neuroactive substances in perception, learning and memory, emo-
tional, sexual and social behavior.

Behavior can be defined as an animal response to a stimulus. A stimulus can
be an endogenous signal (e.g. action of a neuroactive substance) or an environ-
mental signal (light, sound). The behavior of animals can be modified by condi-
tioning. Two types of conditioning paradigms are differentiated:

e classic conditioning, as introduced by the Russian physiologist, I. Pavlov

(1849-1936);

e operant conditioning, which was developed by the American psychologist,

B.F. Skinner (1904-1990).

2.9.1
Classic Conditioning

In classic conditioning, an animal can be trained to respond to an external stim-
ulus in an inappropriate manner. For example, a dog can be conditioned to salivate
when a bell rings — a response that is naturally irrelevant to the animal behavior.
When undergoing classic conditioning, the animal is repeatedly offered two differ-
ent stimuli in timed sequences. The first stimulus, called the neutral or condi-
tioned stimulus (CS), does not usually cause the animal to respond in the desired
way, since ringing of a bell is a neutral stimulus for a dog in terms of salivation.

The second stimulus, called the unconditioned stimulus (UCS), causes the
desired behavior. In this example presentation of food constitutes the uncondi-
tioned stimulus because it causes the dog to salivate. In classic conditioning,
the CS is followed by the UCS. When conditioning is successful, the dog re-
sponds with the CS to the bell even though no food is presented.

Fear conditioning is a special form of Pavolvian (classic) conditioning. In fear
conditioning, the extent of a fear response is measured when a conditioned
stimulus is paired with an aversive unconditioned stimulus.

A further test used in investigating fear-related behavior is the so-called fear-
potentiated startle. This test measures an animal's (usually a rat’s) startle behav-
ior in response to a loud tone. For conditioning the tone is preceded by a light,
which has previously been paired with footshock. As a result of this pairing the
light increases (potentiates) the startle response of the rat to the tone.
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2.9.2
Operant Conditioning

In contrast to classic conditioning, the animal is no longer a passive participant,
because it has to learn a task or to solve a problem. In operant conditioning, an
animal is exposed to some type of reward or punishment whenever it behaves
in a certain way, e.g. pushing a lever, or moving from one place to another. The
reward or punishment, also called reinforcement, follows the action. Food or
water may be used as reward and electric shocks as punishment. Rewarding the
animal usually increases the probability that it will repeat the action, while pun-
ishment decreases the probability. In the simplest case, the reward is delivered
every time the animal produces the behavior desired by the experimenter. This
is termed a continuous reinforcement (CRF) schedule.

The strength of the response depends on the amount of reward or punish-
ment. Especially in the case of instrumental conditioning, the strength of the
response can be used as a measurement of the animal's “drive” to escape the
punishment or to obtain a reward. Thus, these experiments could provide a ba-
sis for studying motivation.

2.9.3
Further Behavioral Tests

In addition to classic and operant conditioning, other behavioral tests are also
applied in psychopharmacological research. A test which is widely used in ex-
amining the effects of neuroactive substances on behavior is the active avoid-
ance reaction.

In active avoidance, the animal starts a trial in an environment where it is ex-
posed to a constant aversive stimulus, e.g. electric shock application, while an
adjacent environment is safe. If the animal does not move between both areas
in a fixed time, the shock is delivered. The animal is then placed back in the
dangerous compartment for the start of the next trial. Under this experimental
condition, learning consists in a decrease in the latency to leave the dangerous
compartment, initially resulting in learned escape and then in avoidance.

Besides tests that explore emotional or conditioned behavior, maze tests can
be used to record spatial learning (a type of learning, which is related to the
hippocampal formation).

The simplest type of maze is the T-maze in which the animal has only two
possible choices to go: a correct and an incorrect way.

The next level of complexity is represented by spatial spontaneous alternation.
In this procedure, the animal is placed in the stem of a T-maze and allowed to
explore freely. The first choice of arm (left or right) is recorded and the proce-
dure is repeated. On the second trial, about 75% of normal animals typically
choose the arm opposite to the one chosen on the first trial.

In a radial-arm maze task, the rat is placed in the center of a maze in the
shape of a star burst. The simplest form of this task consists in the arms being
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supplied with a piece of food at the beginning of any one trial. The most effi-
cient performance for the rat is to visit each arm only once. This seems a very
simple behavioral pattern insofar as these results can be achieved by a rule such
as “turn sharp left as you come out of each arm”. In practice, rats do not solve
the task in this way, but tend to choose arms roughly opposite to the one which
they have visited before, a behavior that indicates a considerable amount of
working memory information (possibly spatial information).

The most complex form of maze task is the Morris water maze. This consists
of a circular featureless swimming pool, which contains a submerged and
hence invisible platform, which is permanently located in the same spatial posi-
tion. The animal is placed into the pool at different positions. Normal rats learn
quickly to find the platform and to swim almost directly to it. The invisibility of
the platform also allows the use of transfer tests to determine what the animal
has learned. In transfer tests, the animal is placed in the water as before, but
the platform has been removed from the pool after a cycle of trials. Control ani-
mals show that they are aware of the precise position of the platform. They
swim to this position and start circling around the no longer present platform.

These tests, as well as others, are useful in determining the effects of neu-
roactive substances on behavioral pattern. Test batteries have to be performed in
two groups: a non-treated group which serves as control and a group which is
treated with a neuroactive substance (by injection of the substance or by inacti-
vation of the substance). Comparative statistical analysis of the behavioral pat-
terns of the two groups provides information about any effects of the neuroac-
tive substance on behavior.

Since behavior requires complex mental processing, it is necessary to apply
different tasks in order to obtain valid information.

Behavioral studies are time-consuming and require considerable practice on
the part of the experimenter.
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3
Neurotransmitters

The classic neurotransmitters represent amino acids and biogenic amines,

which are able to initiate synaptic transmission in the nervous system. A collec-

tion of criteria have been established to differentiate neurotransmitters from
neuromodulators (see also under Introduction):

e The classic neurotransmitters are produced and stored within neurons and
are released upon an adequate electrical signal.

e Neurotransmitters are localized in presynaptic terminals and are released into
the synaptic cleft in the form of quantal portions for mediating postsynaptic
excitatory (EPSP) or inhibitory (IPSP) events.

e Neurotransmitters are selectively released upon nerve stimulation in a cal-
cium-dependent manner.

e Neurotransmitters react with receptors on the postsynaptic or presynaptic
sites. The effects can be prevented by specific antagonists and facilitated by
specific agonists, which mimic the action of the transmitter.

e Neurotransmitters are inactivated rapidly after release. This inactivation is
mediated by specific enzymes or by re-uptake mechanisms.

e Experimental application of a neurotransmitter at postsynaptic sites elicits ef-
fects identical to the endogenous substrate.

The structure of the neurotransmitter is conserved and consequently its biologi-
cal activity does not vary due to a strict structural-functional relationship.
Neurotransmitters are either fast-acting substances, which open ligand-gated
ion channels and elicit an immediate flow of current through the activated
channel or they behave as slow-acting agents which induce long-lasting changes
at the postsynaptic site. The slow-acting neurotransmitters affect the membrane
permeability indirectly through second-messenger systems. All neurotransmit-
ters, with the exception of histamine, are recaptured by highly specific transport
systems. The transporters play a significant role in the rapid inactivation of the
released neurotransmitter, limiting its temporal and spatial action. Some neuro-
peptides act like neurotransmitters. However, it has not been shown in detail
whether they meet all the criteria noted above. Neuropeptides with classic neu-
rotransmitter effects are named putative neurotransmitters or co-transmitters.
Additional classes of substances with neurotransmitter properties are gaseous
molecules like nitric oxide (NO) or carbon monoxide (CO). These gaseous sub-
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stances meet some criteria of neurotransmitters. Some essential neurotransmit-
ter criteria, like receptor interaction and specific re-uptake and degradation
mechanisms, are not fulfilled by this group and thus they do not qualify as true
neurotransmitters.

The putative neurotransmitters as well as the gaseous oxides will therefore be
described under the section “Neuromodulators”.

The following chapter will give an account on general aspects, localization
function and disorders of the most important neurotransmitters and neuromo-
dulators. As a guide for better neuroanatomical orientation we will first provide
a master map which includes the major neuroanatomical structures and cap-
tions mentioned throughout the handbook (Fig.3.1).

3.1
Acetylcholine

3.1.1
General Aspects and History

Acetylcholine (ACh) was the first neurotransmitter discovered. ACh plays a sig-
nificant role in synaptic transmission in the central and peripheral nervous sys-
tem. In 1907, Hunt and, in 1914, Sir Henry Dale were able to demonstrate that
esters of choline produce physiological effects. Additionally, Dale distinguished
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two main classes of ACh receptors: the muscarinic and the nicotinic receptors.
In 1921, Loewi discovered that stimulation of the vagus nerve results in the re-
lease of a chemical substance: the so-called vagal substance. The chemical sub-
strate was identified later (Loewi and Navratil 1926) to be acetylcholine.

In 1933, Chang and Gaddum demonstrated that acetylcholine is present in the
brain of mammals as well. The discovery of specific receptors capable of binding
acetylcholine and the detection of enzymes which catalyze its biosynthesis and de-
gradation have allowed demonstration of both the general distribution of acetyl-
choline within the nervous system and its role as a neurotransmitter.

3.1.2
Localization Within the Central Nervous System

The cholinergic system of brain tissue can be divided into three different sub-

systems:

e Cholinergic motoneurons in the spinal cord: The collaterals of these neurons acti-
vate small interneurons in the ventral horn of the spinal cord (Renshaw cells),
which express nicotinic receptors.

o Interneurons and local projection neurons: The most representative neurons of
this type are interneurons in the striatum. These interneurons interact with
the dopaminergic terminals of neurons which project from the substantia ni-
gra into the striatum. In addition, sparsely distributed cholinergic interneu-
rons are located in the cortex, the hippocampus and in the olfactory bulb.

e Projection neurons: Different groups of cholinergic projection neurons can be
distuingished according to a nomenclature which was established in 1983 by
Mesulam and coworkers. Group Chl and Ch2 correspond with cholinergic
neurons in the region of the medial septal nucleus and with neurons in the
diagonal band of Broca. These neurons project to the hippocampus. Group
Ch3 is located in the horizontal band of Broca. Neurons of this group inner-
vate the olfactory bulb. Members of group Ch4 are represented by neurons of
the magnocellular region of the preoptic nucleus, the magnocellular region of
the nucleus basalis of Meynert and in the substantia innominata. These neu-
rons project to the cerebral cortex and to the amygdala. Members of groups
Ch5 and Ch6 are located in tegmental areas of the brain. They possess as-
cending projections to the thalamus and to the hypothalamus as well as des-
cending projections. The descending projections approach the pons, the nu-
cleus vestibularis, the locus coeruleus and various raphe nuclei. The neurons
of group Ch7 occur in the habenula. They project to the interpeduncular nu-
cleus. Finally, neurons of group Ch8 are located in the parabigeminal nucleus
and send projections into the superior colliculus (Fig.3.2).

Acetylcholine has been shown to occur in colocalization with GABA, though the
physiological relevances of this coexpression is not known.

Terminals of these neurons can form excitatory asymmetric synapses with
dendrites and symmetric, inhibitory synapses with additional dendrites. This ar-
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Fig. 3.2 Schematic representation of the central cholinergic
projections in the brain of rats. Abbreviations: Am=amygdala;
BO=bulbus olfactorius; Cer=cerebellum; Cs=superior colliculus;
CPu=caudate-putamen; Hl=hippocampus; IPN=inter-
peduncular nucleus; Th=thalamus.

borization allows a single neuron to exert different effects via functionally differ-
entiated synapses.

3.13
Biosynthesis and Degradation

The synthesis of acetylcholine is straightforward and follows a simple scheme.
ACh is synthesized from acetylCoA and choline by an enzyme known as cho-
line acetyltransferase (ChAT). The choline acetyltransferase is located almost ex-
clusively in the cytoplasm of cholinergic fibers. Cholinergic neurons contain
high concentrations of ChAT, indicating that this enzyme is not rate-limiting in
the synthesis of acetylcholine. The acetyl-CoA which serves as a donor derives
from pyruvate generated by glucose metabolism in the mitochondria. Choline
derives from dietary sources and from phosphatidylcholine. Furthermore, cho-
line can be supplied by ACh hydrolysis. The source of the hydrolized acetylcho-
line is the extracellular acetylcholine, which has been released into the synaptic
cleft and reimported into the cholinergic neurons by re-uptake. This choline
transporter system which serves for the re-uptake is known as sodium-depen-
dent high-affinity choline uptake (SDHACU). This system is localized exclu-
sively at cholinergic nerve terminals. Its function is to transport choline from
the extracellular space into the neuron. The SDHACU system is selectively in-
hibited by hemicholinium. The production of acetylcholine takes place in the cy-
toplasm of cholinergic neurons. Acetylcholine is stored in vesicular form at the
nerve terminals of cholinergic fibers. In response to an action potential, it is re-
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leased by exocytosis into the synaptic cleft, from which it diffuses to the postsy-
naptic site for interaction with appropriate receptors (or postjunctional site out-
side the central nervous system), which results in specific effects according to
the receptor type (nicotinic or muscarinic).

Botulinus toxin, as well as tetanus toxin, inhibits the release of acetylcholine,
while the toxin of the black widow (a spider) enhances the release of ACh.

Acetylcholine is metabolized by esterases. Several species of specific esterases
exist. Two of them are essential for acetylcholine metabolism: acetylcholine es-
terase (AChE, EC 3.1.1.7) and butyrylcholine esterase (pseudocholinesterase).

AChE is expressed in neurons, mucscle cells and certain hematopoetic cells.
In excitable tissue, AChE is localized primarily in the synaptic complex, extracel-
lular to nerve and muscle cells. AChE is also present in moderate abundance in
non-cholinergic neurons that receive cholinergic input (so-called cholinoceptive
neurons). Acetylcholine esterase has a molecular mass of about 80kDa and can
occur in different forms: the globular monomeric form (G1), the dimeric (G2)
and tetrameric (G4) forms as well as the collagen-tailed asymmetric forms A4,
A8 and A12.

The G1 form is preferentially located in the cytoplasm, while the G4 form is
found on plasma membranes. The asymmetric form A12 seems to occur at syn-
aptic sites of ganglion cells. In the central nervous system, the globular G4
form predominates.

The different forms of acetylcholine esterases are transported by active neuro-
nal transport mechanisms in retrograde and anterograde directions.

Since inactivation of the acetylcholine esterase prolongs the half-life of acetyl-
choline in the synaptic cleft, agents that inhibit AChE activity are used for ther-
apeutic or toxicological purposes.

Three types of AChE blockers have become famous: the carbamyl esters,
which are employed therapeutically as adjuncts to anaesthetics, the organopho-
sphates which are widely used insecticides and anticholinesterase like sarin
which have been used as “nerve gas”. These substances bind in competition
with acetylcholine to the acetylcholine esterase. Since acetylcholine has a half-
life of about 50 s, the carbamyl esters effectively compete with the binding site
due to their half-life of about 30min. Organophosphates bind irreversibly be-
cause they are not degradable by the acetylcholine esterase.

314
Receptors and Signal Transduction

The ACh receptors consist of two major groups: the muscarinic and the nicotin-
ic receptors. They can be distinguished by their selectivity to the alkaloids nico-
tine and muscarine. Dale originally introduced this classification in 1914 and it
is still valid, in spite of the fact that several subtypes of nicotinic and muscarinic
receptors have been described meanwhile.

The nicotinic receptors belong to the ligand-gated ion channel superfamily.
This comprises the nicotinic receptor (neuronal and muscle type), 5-HT, GABA
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and glycine receptors. It is believed, on the basis of sequence similarity, that all
members of this family have a similar tertiary structure.

Muscarinic receptors are activated by the alkaloid muscarine and are blocked
by atropine (see Fig.3.3) and scopolamine. The nicotinic receptors are activated
by nicotine and inhibited by curare.

Further agonists are substances like butyrylcholine, carbachol, DMPP and tet-
ramethylammonium, while a-bungarotoxin, dihydro-f-erythroidine, hexamethio-
nine, mecamylamine and Procain elicit antagonistic effects.

The nicotinic receptors
The nicotinic receptors are activated by low concentrations of nicotine, whereas
high concentrations block the receptors.

The nicotinic receptors are classified into two subclasses: a neuronal type and
a muscle type. However, both receptor subtypes share a high amino acid homol-
ogy, indicative of a long evolutionary heritage that has primarily conserved the
receptor sequence.

The nicotinic receptor was the first neurotransmitter receptor to be isolated
(1970), purified and chemically defined (1973) by classic biochemical tech-
niques. This was due to its enrichment in the electroplaques of the electric eel
Torpedo mamorata, which serves as a rich source for the isolation of nicotinergic
membranes. The simplest form of the nicotinic receptor is a glycoprotein with
a molecular mass of about 300kDa. The receptor constitutes of a heterooligo-
meric complex of four distinct protein subunits, which were classified in order
of their molecular size (a=40kDA, f=50kDA, 6=60kDA, y=65kDA). The prob-
able quaternary arrangement of the subunits consists of a pentameric com-
plexes of the a2, f5, 0 and y, which encompass the ion channel (Fig.3.4).
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Fig. 3.4 Schematic drawing of a nicotinic intracellular. Extracellular domains of the
acetylcholine receptor, nAChR, which is a-subunits form the acetylcholine (ACh)-
regarded as a prototype of an ionotropic binding sites. Two ACh molecules bind
ligand-gated receptor. The nAChR forms an to the nAChR for receptor activation which
ion channel, which is composed of five directly translates into channel opening.
different subunits (a, f3, 9, a, 7). Each of Phy=physiostigmine acts as a non-

these subunits consists of three domains: competitive agonist.

extracellular, transmembrane-spanning and

Several putative combinations of subunits are possible to build up functional
receptors, either by expression of a single type of subunit or by expression of a
single type of subunit together with the f-subunit. In nerve cells, up to three
different f-subunits have been described (52, 3 and f4). An additional eight
subunits can contribute to a high diversity of pentamers, which possess distinct
pharmacological properties. Although the subunit composition of some native
neuronal nicotinic receptors is still unknown, differences in subunit composi-
tions are believed to account for the variance in physiological and pharmacologi-
cal properties of the receptors. Autoradiographic labeling with [*H] nicotine re-
veals differences in the binding pattern in the brain as compared to labeling
with [***J]bungarotoxin (bungarotoxin is an irreversible ligand and a specific an-
tagonist of the nicotinic receptor, see above), indicative of regional heterogeneity
among naturally occurring nicotinic receptors.

Binding of two molecules of acetylcholine to the a-subunit induces a change
in the conformation of the pentamer and thereby induces an opening of the li-
gand-gated ion channel, which subsequently allows the influx of ions. This in-
flux results in a depolarization of the neuron.

In contrast to the muscarinic acetylcholine receptors, no second messengers
are involved in the signal transduction. Classic excitatory cholinergic transmis-
sion was primarily studied through the muscle-type AChR containing al-, f1-,
0- and y-subunits embryologically or &subunits in the adult and ganglionic
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AChR consisting of a3-, f4- and a5-subunits. These are the best studied AChR;
and they mediate depolarizing, inward Na* currents involved in classic excita-
tory neurotransmission at the neuro-muscle junction and through autonomic
nerve ganglia. There is ample evidence for actions of AChR in the mediation of
excitatory transmission at some sites in the CNS, but nicotinergic signaling is
not nearly as prominent in the central nervous system as muscarinergic signal-
ing. Some systems such as the limbic system seem to make use exclusively of
muscarinergic receptors.

Nicotinergic receptors are present in the hippocampus, the cerebral cortex,
the thalamus, the hypothalamus, the superior colliculus as well as in some cho-
linergic nuclei of the forebrain and brain stem.

Nicotinic receptors have also been demonstrated at presynaptic endings of
cortical and mesostriatal neurons.

AChR can play roles other than mediating excitatory neurotransmission. For
example, AChR containing a7-subunits mediate very short-lived, nicotine-gated
responses of high Ca?* permeability; and other CNS acetylcholine receptors also
reveal significant Ca®* permeability. Consistent with their presynaptic location,
the permeability of the receptor channel to Ca®* speaks in favor of a control of
ACh release through presynaptic ACh autoreceptors. Activation of these recep-
tors in the brain results in transmitter release or facilitates the release of other
neurotransmitters. Via nicotinic heteroreceptors, acetylcholine increases the lev-
el of glutamate, serotonin, GABA or dopamine and, in addition, acetylcholine
increases acetylcholine levels via nicotinic autoreceptors. Recent evidence indi-
cates that acetylcholine can coactivate the release of dopamine, serotonin and
glutamate through nicotinic receptors. The identification of presynaptic AChR
at sites where other subsets of neurotransmitters occur, i.e. in the hippocampus
(norepinephrine, GABA, 5-HT), the striatum and the nucleus accumbens (dopa-
mine), was interpreted as the ability of AChR to modulate the release of other
neurotransmitters, perhaps without requiring action potential propagation from
the cell body.

The muscarinic receptors
The muscarinic receptors share little similarity in their tertiary structure and
physiological function with the nicotinic receptors.

The muscarinic receptors are metabotropic receptors, which means that they
are coupled to G proteins and thus belong to the superfamily of G protein-
coupled receptors.

The muscarinic receptors are monomers of 440-540 amino acids with seven
membrane-spanning domains, the N-terminus residing on the extracellular side
and the C-terminus on the intracellular side (Fig.3.5).

Selective agonists of the muscarinic receptors are substances like arecholine,
betanechol, carbachol, etacholine, oxotrimorin and pilocarpin. Selective antago-
nists are atropine, gallamine, pirenzepin, scopolamine, telenzepin and 4-DAMP.

Based on their pharmacological properties, the muscarinic receptors have
been divided into two classes, which are designated M1 and M2. This classifica-
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Fig. 3.5 Schematic drawing of a muscarinic acetylcholine
receptor (mAChR). In contrast to the nicotinic receptor, this
receptor does not form an ion channel. The receptor consists
of seven transmembrane-spanning domains and belongs to
the G protein-coupled receptor superfamily (GPCRs).

tion corresponds to their different selectivity to the antagonists pirenzepine
(M1) and gallamine (M2). Because of the discovery of a competitive cardioselec-
tive antagonist, AF-DX 116, the M2 receptors have been subdivided into two
further subclasses: M2a andM2f (or M3) receptors. The different subtypes are
also present in the central nervous system of mammals.

The genes of five different subtypes of muscarinic receptors have been identi-
fied, cloned and sequenced. The five subtypes are labeled as m1, m2, m3, m4
and m5 (Table3.1). They differ in their distribution and their signal transduc-
tion pathways. The amino acid sequence of the membrane-spanning regions is
highly conserved among the five subtypes.

The actylcholine-binding side of the muscarinic receptor consists of a pocket-
shaped indentation which is formed by the transmembrane domains and which
exhibits a site for allosteric regulation by several compounds.

The binding of acetylcholine to muscarinic receptors activates different signal
transduction pathways, depending on the type of muscarinic receptor. The two
main pathways are:

e inhibition of adenylate cyclase activity with subsequent reduction of intracellu-
lar cCAMP levels;

e activation of phosphatidyl inositol to form diacylglycerol and inositol trispho-
sphate.

The M1 receptor group (ml, m3, m5) is coupled to a pertussis toxin-insensitive
G protein of the G4 family, which activates phospholipase C. Activation of phos-
pholipase C leads to the generation of the second messengers diacylglycerol
(DAG) and inositol trisphosphate (IP;) from phosphatidylinositol. Inositol tri-
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Table 3.1 Essential properties and antagonists of the different muscarinergic receptor subtypes.

Properties Subtype
m1 m2 m3 m4 m5
Molecular mass 51240 51715 66127 53058 60186
(kDa)
Amino acids 460 466 590 479 532
G protein Gy G11 Gi, Go Gg G11 Gi, Go Gy G11
coupling
Effectors IP3/DAG cAMP(-) IP3/DAG cAMP(-) IP3/DAG
Tissue Brain, autonomic  Brain, heart, Brain, secretory Brain, lung ?
ganglia, vas sympatic ganglia, glands, smooth
deferens, secretory lung, Uterus, muscles
glands, sympatic ~ smooth muscles
ganglia
Brain areas Cerebral cortex, Basal forebrain, Cerebral cortex, Cortex, 3)
hippocampus, bulbus olfactorius, piriform cortex, hippocampus,
amygdala, thalamus, bulbus olfactorius, olfactory tubercle,
striatum, bulbus  cerebellum, thalamus, thalamus, striatum
olfactorius, brain stem striatum,
olfactory tubercle, brain stem
nucleus
accumbens
Subtype-selective ~ Pirenzepine, Gallamine, 4-DAMP Tropicamide, ?
antagonists telenzepine himbacine hexocyclium

a) Only small amounts of the m5 subtype have as yet been discovered and its
distribution the CNS is not fully understood.

sphosphate initiates the release of calcium from intracellular stores, while DAG
activates protein kinase C.

Muscarinic receptors of type M2 (m2, m4) are coupled to G; proteins. Activa-
tion of the M2 group inhibits the activity of adenylate cyclase.

This classification has been extended by recent studies, indicating that addi-
tional pathways are involved in signal transduction:
e stimulation of the phospholipase A2 by receptors of type M1 (m1, m3, m5);
e stimulation of the phospholipase D (m1 and m3);
e stimulation of adenylate cyclase mediated by the f-subunit of G proteins;
e inhibition of phosphodiesterases.

Activation of the muscarinic receptors initiates a number of depolarizing and

hyperpolarizing currents through direct or indirect mechanisms. These effects

include:

e stimulation of the inwardly rectifying potassium conductance by muscarinic
receptors of type M2 (m2 and m4);
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e inhibition of calcium conductance by muscarinic receptors of type M2 (an ef-
fect mediated either directly via G proteins or indirectly via a reduction in
cAMP levels);

e activation of calcium-dependent potassium, chloride and cation conductance
by muscarinic receptors of type M1 (m1, m3, m5);

e inhibition of voltage and time-dependent potassium conductance (M-current)
by m1 and m3.

The muscarinic receptors of type M1 are preferentially expressed in the cortex,
the hippocampus (including the dentate gyrus), the nucleus accumbens, the
striatum and the amygdala.

Type M2 receptors occur in cholinergic nuclei of the thalamus as well as in
the superior colliculus, olfactory bulb and in the brain stem. Muscarinic recep-
tors of type M3 (or the subtype M2f) are found in the hippocampus and in the
cerebral cortex.

In situ hybridization studies revealed that mRNA of m1 is formed in cortical
and striatal brain areas and in the amygdala, the hippocampus, the nucleus ac-
cumbens, the olfactory bulb and the olfactory tubercle. By the same technique,
mRNA of the m2 subtype has been demonstrated in cholinergic neurons of the
cortex and some subcortical areas. These data are in accordance with the distri-
bution of muscarinic receptors of type M2.

Messenger RNA of m3 has been found in the cerebral cortex, the piriform cor-
tex, the hippocampus, the thalamus and in the caudate-putamen, while mRNA of
m4 was demonstrated in high concentrations in the cortex, the hippocampus, the
thalamus, the caudate-putamen complex and the olfactory tubercle. Messenger
RNA of m5 is widely distributed throughout the central nervous system, though
the expression of the corresponding protein is rather low (Table 3.1).

3.1.5
Biological Effects

Several toxins can impair the functions of the acetylcholine system. These tox-
ins can be used for pharmacological purposes because of their agonistic or an-
tagonistic properties (Table 3.2).

In addition, further pharmacological substances have been developed, which
selectively act upon muscarinic or nicotinic receptors (Table 3.3).

Effects which are mediated through nicotinic receptor are rare in the central
nervous system. However, some effects have been demonstrated in Renshaw
cells of the spinal cord as well as in neurons of some thalamic areas and the
prefrontal cortex. These effects are characterized by a fast excitation since the
neuronal nicotinic receptors are permeable for calcium ions. The nicotinic re-
ceptors are considered to be involved in synaptic plasticity, which uses calcium
as a second messenger.

Muscarinic receptors are present in autonomic ganglia (as are nicotinic recep-
tors) and in organs innervated by postganglionic parasympathic fibers. The sig-
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Table 3.2 Some biologically active substances which possess cholinergic

agonistic or antagonistic properties.

Substance Derivation Effect
Agonists Nicotine Alkaloid from the tobacco Activates nicotinic receptors
plant
Muscarine Alkaloid from the mushroom Activates muscarinic
Amanita muscaria receptors
a-Latrotoxin A toxin of the spider black Massive release of
widow acetylcholine
Antagonists Atropine and scopolamine Alkaloid from the plant Blocks muscarinic receptors

Botulinus toxin
Bungarotoxin

d-Tubocurarin

Atropa belladonna

A toxin from Clostridium
botulinum

A toxin of the snake
Bungarus

A compound of curare

Inhibits the release of
acetylcholine

Inhibits acetylcholine
receptors

Blocks acetylcholine
receptors of the motor end
plate

Table 3.3 A list of some principal agonists and antagonists of

nicotinic and muscarinic receptors. Abbreviations:
4-DAMP=4-diphenyl-acetoxy-N-methylpiperidine;
DMPP=dimethyl-4-phenylpiperazinium.

Nicotinic receptors

Muscarinic receptors

Agonist

Antagonist

Nicotine

Butyrylcholine
Tetramethylammonium
DMPP

Carbachol

Hexamethonium
Dihydro-f-erythroidine
Mecamylamine
Bungarotoxin

Muscarine
Pilocarpine
Arecholine
Oxoremorine
Carbachol

Atropine
Scopolamine
Pirenzepine (M1)
Telenzepine (M1)
4-DAMP (M2)
AF-DX 116 (M2)

nificance meaning of this peripheral distribution is that the muscarinic acetyl-
choline receptors participate in parasympathic effects, which include such prin-
cipal physiological features as a decrease in heart rate, smooth muscle contrac-
tion and blood vessel dilation.

The function of muscarinic receptor activation is best studied in the hippo-
campus and in the cerebral cortex. Some of the effects of receptor activation
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have also been demonstrated in some other brain areas. In all cases, acetylcho-
line possesses an excitatory effect which becomes most obvious in the enhance-
ment of neuronal firing rates.

Muscarinic effects have been described in several brain areas: these include
the cerebral cortex, the locus coeruleus and some thalamic nuclei. The effects
are preferentially of excitatory nature, but in some cases postsynaptic inhibition
has also been described, for instance in the reticular nucleus of the thalamus
and in the parabrachial nucleus.

In the central nervous system, acetylcholine is involved in the control of cer-
tain motor activities and in processes coupled to learning and memory. Lesion-
ing of cholinergic regions in the septo-hippocampal area results in a dysfunc-
tion in memorizing and in spatial memory. Injection of cholinergic antagonists
induces comparable effects. In contrast, injection of a cholinergic agonist (sco-
polamine) in the same region seems to have positive effects on learning and
memory.

3.1.6
Neurological Disorders and Neurogenerative Diseases

A dysfunction of the cholinergic system occurs in some degenerative diseases of

the brain, like Alzheimer’s disease. The progression of Alzheimer’s disease is

accompanied by:

e a strong reduction in the activity of acetylcholine esterase in several cerebral
structures, especially in the cortex, the hippocampus and the amygdala;

e a reduction in the biosynthesis of acetylcholine;

e a reduction in the high-affinity uptake of choline;

a loss of cholinergic neurons in the nucleus basalis of Meynert;

a loss of nicotinic receptors in the cortex and in the hippocampus, in contrast

to the muscarinic receptors which show no obvious reduction.

The neurotoxic effect of neurofibrillary tangles and beta-amyloid plaques are
hallmarks of Alzheimer’s disease. Disease-modifying approaches which might
lead to neuroprotection and enhanced survival of neurons are at the focus of
therapeutic strategies.

Recent data suggest a role for cholinergic stimulation in counteracting beta-
amyloid toxicity. Especially, the a7 nicotinic acetylcholine receptor is considered
to be a strategic target for inducing neuroprotective effects. Galantamine, which
is a modest acetylcholinesterase inhibitor in addition to being an allosteric mod-
ulator of nicotinic acetylcholine receptors, has therefore been applied in preclini-
cal studies with promising effects; and new disease-modyfing agents capable of
stimulating the a7 nicotinic receptor system are of further interest to discern
potential neuropretection in this degenerative disease.

Imbalance of the cholinergic system also seems to be involved in Parkinson’s
disease. This is apparent from the hyperactivity of cholinergic interneurons in
the striatum, following the reduction of the dopaminergic influence. Further-
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more, the cholinergic system is impaired in Huntington's chorea, since an es-
sential feature of this inherited disease is a characteristic loss of cholinergic in-
terneurons in the striatum.

In the periphery, the most prominent disease which involves the cholinergic
transmission is Myastenia gravis, an autoimmune disease which manifests itself
at the motor endplate. Autoantibodies directed to the nicotinic receptors of mo-
tor endplates produce a masking of the receptors, which finally leads to their
degradation. The functional consequence is a reduction of cholinergic transmis-
sion at skeletal muscles which is causal for the most prominent clinical sign of
severe muscle weakness in these patients. The inhibition of acetylcholine es-
terases in order to prolong the action of endogenous acetylcholine is one of the
therapeutical regimes used to treat this disease.
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3.2
Dopamine

3.2.1
General Aspects and History

The first successful synthesis of dopamine (3,4-dihydroxyphenethylamine, or 3-
hydroxytryptamine) was achieved in 1910, but in contrast to the other members
of the catecholamine family (epinephrine, norepinephrine), little attention was
paid to this monoamine. It was thought for a long time that dopamine was sim-
ply an intermediate product in the synthesis of norepinephrine. However, since
then it has been shown that dopamine is a prominent neurotransmitter in the
brain with several potential functions and a distinct distribution. Dopamine has
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been found to be enriched, for example, in the substantia nigra and in the stria-
tum, whereas norepinephrine is absent from these brain regions. The differen-
tial distribution of dopamine is suggestive of a specific function for this neuro-
transmitter in neuroregulative processes.

With respect to the peripheral nervous system, dopamine was long considered
to constitute the precursor of the other catecholamines. However, dopaminergic
neurons were found by Bell (1989) to occur in peripheral nerves. Consequently,
dopamine can also be regarded as a transmitter in peripheral nervous tissues.

In 1962, Falck and Hillarp developed a fluorescent method (glyoxcyl acid
method) for the visualization of monoamines in tissue sections. Dahlstrém and
Fuxe (1964) applied the Falck—Hillarp method to the central nervous system and
were able to demonstrate monoaminergic neurons, including neurons which ex-
pressed dopamine, norepinephrine and serotonin. This method, together with
immunohistochemical studies, has provided important insights into the distri-
bution and function of dopamine in the central nervous system.

The essential biochemical difference between noradrenergic neurons and
dopaminergic neurons is the presence of the enzyme dopamine-f-hydroxylase.
This enzyme can be used as a marker for the differentiation of noradrenergic
from dopaminergic neurons. Within dopaminergic neurons, the dopamine-f-hy-
droxylase catalyzes the formation of norepinephrine from dopamine.

From a clinical point of view, dopamine attracted considerable interest since it
became evident that this monoamine is involved in several major brain disor-
ders, like Alzheimer’s, Parkinsonism and Schizophrenia.

3.2.2
Differentiation and Localization of the Dopaminergic System

The dopaminergic system comprises three classes of neurons based on the

length of their projections:

The class with ultra-short projections: This includes amacrine-like neurons in
the retina and the periglomerular cells of the olfactory bulb and is characterized
by very short intralaminar dendritic extensions.

The class with short projections: This class comprises three different subsys-
tems:

e The system of dopaminergic cells which are located in the arcuate nucleus of
the hypothalamus (area A12). These project to the pituitary and to the median
eminence.

e The system of dopaminergic neurons of the posterior hypothalamus (area
A11), the zona incerta (area A13) and dopaminergic neurons close to the
paraventricular nucleus of the hypothalamus (area A14). Together, these pro-
jections represent the so-called intradiencephalic dopaminergic neurons
(Fig.3.6A).

e The system of dopaminergic neurons located in the nucleus of the tractus so-
litarius and in the periaqueductal gray.



3.2 Dopamine | 61

Fig. 3.6 (A) So-called short projections the class of long projections. The cell bodies
which mainly arise in the arcuate nucleus of this dopaminergic neurons have been
(A12), posterior hypothalamus (A11), the grouped into compartments A8 to Al).

zona incerta (A13) and the paraventricular Abbreviations for projections:

nucleus (A14). Abbreviations for projections: mc=mesocortical projection; ml=mesolim-
ds=diencephalo-spinal projection; bic projection; ms=mesostriatal projection;
ti=tuberoinfundibular hypothalamothalamic ns=nigro-striatal projection; Acb = nucleus
area; Th=thalamus. (B) This figure indicates accumbens; OT =olfactory tubercle.

The class with long projections: This class consists of neurons with very long
dopaminergic projections. The projections arise either in the retrorubal field
(A8), in the substantia nigra (A9) or in the ventral tegmental area (VTA; A10).
From there, they project to three different brain areas (Fig.3.6B):

e the neostriatum;

e the limbic cortex;
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e additional limbic structures (i.e. the olfactory tubercle, septal areas, the nu-
cleus accumbens and the amygdaloid complex).

Synonyms for these projections are the nigro-striatal, mesocortical or mesolim-
bic system. The specific projections of the dopaminergic neurons from A8, A9
and A10 to the nucleus accumbens and the striatum are collectively called the
mesostriatal dopaminergic system. The entire projection fields of the group
from A8, A9 and A10 are known as the mesotelencephalic dopaminergic sys-
tem.

The dopaminergic neurons of the mesotelencephalic system do not innervate
exclusively the regions listed above, but innervate additional areas which are
also depicted in Fig.3.6A,B.

3.23
Biosynthesis and Degradation

Dopamine, like other neurotransmitters, is not capable of crossing the blood—
brain barrier. However, the precursors of dopamine, phenylalanine and tyrosine
(tyrosine can be synthesized from phenylalanine by the activity of the phenylala-
nine hydroxylase) are able to cross the blood-brain barrier.

The biosynthesis of dopamine takes place within nerve terminals. Dopamine
is synthesized from tyrosine in a two step process. The first step is catalyzed by
tyrosine hydroxylase and results in the production of dihydroxyphenylalanine
(DOPA; Fig.3.7).

Tyrosine hydroxylase, which is the rate-limiting enzyme in the generation of
dopamine, is present in all catecholamine-containing neurons. Tyrosine hydro-
xylase is an oxidase which requires tetrahydrobiopterin and oxygen as cofactors.
An increase in the concentration of tyrosine does not lead to a greater produc-
tion of L-DOPA, since tyrosine hydroxylase operates at its maximal catalytic ac-
tivity.

Since tyrosine hydroxylase is the rate-limiting enzyme, this substrate is ren-
dered a feasible target for physiological regulation and pharmacological manipu-
lation.

An excess of catecholamines (dopamine, norepinephrine or epinephrine), for
example, inhibits tyrosine hydroxylase activity. In contrast, some neuromodula-
tors like VIP or growth factors like the nerve growth factor (NGF) can activate
tyrosine hydroxylase.

The catalytic product of tyrosine is L-DOPA, which is then decarboxylated to
dopamine by the cytosolic DOPA decarboxylase. DOPA decarboxylase is also
known as aromatic amino acid decarboxylase because it catalyzes the decarboxy-
lation of several other endogenous aromatic amino acids. DOPA decarboxylase
is not rate-limiting. Thus, higher concentrations of cerebral DOPA enhance the
synthesis of dopamine.

The biosynthesis of dopamine takes place in the cytosol, from which the
transmitter is transported through a specific transport system into presynaptic
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vesicles. This vesicular storage protects dopamine from degradation by the en-
zyme monoamine oxidase (MAO). The vesicular transporter is distinct from the
dopamine transporter, which is found in the presynaptic membrane (see be-
low).

Since dopamine is synthesized and stored in presynaptic vesicles, cell bodies
of dopaminergic neurons contain relatively low amounts of dopamine. High
concentrations of the neurotransmitter are prevalent in presynaptic terminals
when visualized by the glyocylic acid technique or after immunocytochemical
detection.

The dopaminergic cells give rise to a large number of dendritic processes and
the axons of these neurons form highly branched collaterals. In the preterminal
region of the collaterals as well as in the dendrites, a large number of varicosi-
ties have been found.
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A well known example of the complexity of dopamine neurons is the nigro-
striatal system, where a single dopaminergic neuron forms up to 100000 vari-
cosities, which make synaptic contacts with postsynaptic neurons.

3.24
Release, Re-uptake and Degradation

Dopamine is released by action potentials through a calcium-dependent mecha-
nism into the synaptic cleft. The subsequent sequence of events follows the
classic scheme of transmitter release. The calcium influx through voltage-depen-
dent calcium channels triggers the fusion of the vesicle with the presynaptic
membrane. A pore is formed from which dopamine is released into the synap-
tic cleft. Dopamine then diffuses across the synaptic cleft and binds to postsyn-
aptic receptors. This binding induces a change in the conformation of the re-
ceptors, which in turn triggers the membrane permeability for ions and initiates
a complex chain of intracellular postsynaptic events.

The outcome is an activation or inhibition of the postsynaptic neuron. The
dopaminergic signal is finally terminated by removal of dopamine from the in-
tersynaptic cleft. This removal involves specific re-uptake mechanisms into the
presynaptic terminal where it can be stored and reused.

Specific dopamine transporters (DAT) support the re-uptake. This transporter
system plays an important function in the inactivation and recycling of released
dopamine.

The dopamine transporter is a glycoprotein of 619 amino acids (70kDa)
which shows a 12-span transmembranous motif. The function of the dopamine
transporter is to reaccumulate extracellular dopamine in the presynaptic term-
inals and thereby to regulate the lifetime of the free intersynaptic dopamine.
The uptake process, which transports the extracellular dopamine into the cells,
depends on Na* and CI". The transporter is very efficient and about 80% of the
released dopamine is recaptured by this re-uptake mechanism.

The dopamine transporters are not located at the active zone of the presynap-
tic site but are restricted to perisynaptic areas. This implies that dopamine dif-
fuses away from the intersynaptic cleft. Besides its physiological role, dopamine
transporters provide pharmacological targets for cocaine and amphetamines.

In addition to its transporter complement, the presynaptic membrane con-
tains some dopamine receptors. These receptors are so-called autoreceptors.
Their functional role is to monitor the extracellular dopamine concentration
and to modulate the impulse-dependent release and synthesis of dopamine. A
blockade of these receptors facilitates the synthesis and presynaptic release of
dopamine, while their stimulation has the opposite effect.

Dopamine can be degraded by the activity of monoamine oxidase (MAO) and
aldehyde dehydrogenase to dihydroxyphenylacetic acid (DOPAC). Alternatively,
it can be metabolized by the activity of catechol-O-methyltransferase (COMT) to
form 3-methoxytryptamine (3-MT). DOPAC and 3-MT are then further degraded
to form homovanillic acid (HVA; Fig.3.8).
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Fig. 3.8 Degradation of dopamine to homovanillic acid (HVA).

Interestingly, catechol-O-methyltransferase and monoamine oxidase do not
participate exclusively in the degradation of dopamine, but are also involved in
the metabolism of norepinephrine.

3.2.5
Receptors and Signal Transduction

Receptor classification
Most dopaminergic receptors are located postsynaptically, but some are located
presynaptically. Stimulation of the presynaptic dopaminergic receptors results in
activation or inhibition of the release and synthesis of dopamine (so-called auto-
receptors, see above).

The autoreceptors play a significant role in modulating and monitoring the
release and synthesis of dopamine. The autoreceptors are found at nerve termi-
nals, as well as on the soma and on dendrites of most dopaminergic neurons.
Stimulation of autoreceptors located at the nerve terminals results in an inhibi-
tion of dopamine release and synthesis, whereas stimulation of somatodendritic
autoreceptors decreases the firing rate of the dopaminergic neurons. They may
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Fig. 3.9 The family of dopaminergic receptors belongs to the
GPCRs. The third intracytoplasmic loop contains the G
protein complex-binding site (A). D1 and D5 receptors
stimulate the activity of adenylate cyclase (B), while the D2,
D3, D4 group exerts an inhibitory effect on this enzyme (C).

also regulate dopamine release and synthesis. Thus, both types of presynaptic
autoreceptors cooperate in the regulation of dopaminergic transmission.

The family of dopamine receptors is classified into two groups, which differ
in their biochemical and pharmacological properties. The dopaminergic recep-
tors belong to the family of receptors, which show the seven transmembrane-
spanning domain motif and are all metabotropic receptors (see Fig.3.9A-C).

The dopaminergic receptors are divided into the D1 and D2 groups. The D1
group consists of D1 and D5 receptors, which are positively linked to adenylate
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Type Amino acid sequence Location on the human Agonists Antagonists
chromosome
D; family
D, (14) 446 (human, rat) 5q-34-35 A-68930 Halobenzazepine
CY-208-345 (e.g. SCH-23390)
Dihydrexidine Thioxanthene
Hydroxybenzazepine
Ds (1B) 477 (human) 4p-15.1-3 Hydroxybenzazepine Halobenzazepine
475 (rat)
D, family
Dy (2Aa) 443 (human) 11q-22-23 Aminotetralin Benzamide
444 (rat) Ergoline Butyrophenone
(-)-Hydroxyaporphine ~ Phenothiazine
D,s (2Af) 414 (human) 11q Ergolin Benzamide
415 (rat) (-)-Hydroxyaporphin Butyrophenone
D; (2B) 400 (human) 3q-13.1 (+)-7-OH-DPAT Benzamide
446 (rat) (+)-PD-128-907 S-14297
Dihydrexidine
Pramipexol
Dy (2C) 387+ (several variants ~ 11p-15.5 Ergoline (+)-Aporphine
in human) Clozapine
368 (rat) Olanzapine

cyclase. The D2 group consists of D2, D3 and D4 receptors (Table3.4) and each
of these receptor types exists in different isoforms. The dopaminergic autorecep-
tors belonged to the family of D2 receptors.

Molecular topology

A very short third intracellular loop and a long C-terminal tail characterize the
topology of receptors of the D1 group, while a long third cytoplasmic loop and
a short C-terminal tail specifies members of the D2 family. This long third cyto-
plasmic loop is regarded to be essential for the interaction of the receptor with
G proteins.

The human D1 family (D1 and D5 receptors) is encoded by genes located on
chromosomes 5 and 4. Two D5-like pseudogenes are located on human chromo-
somes 1 and 2. These pseudogenes encode for a truncated and inactive form of
the D5 receptor (154 amino acids, instead of 477 amino acids).

Specification of the dopamine receptor
D1 receptors

The D1 receptors appear to be most abundant in the mammalian forebrain. In
addition, they are expressed (in decreasing concentrations): in the striatum, the
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amygdala, the thalamus, the mesencephalon, the hypothalamus and the hind-
brain.

The D1 receptors have a distribution pattern which differs from that of the
D2 receptors (see below). The absence of D1 receptors in adults is an indication
that this receptor type lacks a role as an autoreceptor. However, it can not be ex-
cluded that they function as autoreceptors during embryonic development.

The D1 receptors, like the D5 receptors (the second member of the D1 fami-
ly), stimulate the activity of the adenylate cyclase. This is the most significant
respect in which they differ from members of the D2 family (Fig.3.9B,C).

The D1 receptor is composed of 446 amino acids (Table3.4) and is a G pro-
tein-coupled receptor. The gene, which encodes for the D1 receptor protein, is
located on human chromosome5q35.

Several selective D1 receptor antagonists have been developed. Most of them
are halogenated phenylbenzazepines, such as the compounds SCH-23390 and
SCH-39166.

D2 receptors

The D2 receptors, like the D1 receptors, are widely distributed within the brain.
Their relative abundance (in decreasing concentration) is as follows: striatum,
mesencephalon, spinal cord, hypothalamus and hippocampus.

The D2 receptor gene was first cloned from rat tissue in 1988 by Bunzow and
coworkers. A year later, the human D2 gene was cloned. The human gene,
which encodes the D2 receptor, is located on chromosome 11q23. Molecular
analysis of different cloned D2 receptor peptides indicates that the D2 receptors
differ slightly, even within a single species. The difference is the facultative
presence of a stretch of 29 amino acids in the third intracellular loop of the re-
ceptor peptide, leading to a variance of these isoforms between amino acids 415
and 444. The variants are generated by alternative splicing of the same gene (Ta-
ble 3.4) during maturation of the corresponding pre-mRNA.

These isoforms are termed “long” or “short’ forms (D2L and D2S, or D2A
and D2B) which both inhibit adenylate cyclase activity and undergo agonist-in-
duced desensitization.

The distribution of the D2L and D2S receptors is not uniform within in the
central nervous system. D2 receptors of the short isoform are relatively more
abundant in the posterior cerebral cortex, the amygdala, the hypothalamus and
the brain stem as compared to the D2 receptors of the long form. However,
more D2L receptors are found in extrapyramidal basal ganglia.

D2 receptors seem to exist in a monomeric as well as in a dimeric form, a
feature, which enhances the diversity of the D2 receptor type. Both D1 and D2
receptors are expressed in the striatum, which raises the possibility of coexpres-
sion of D1 and D2 receptors in individual striatal neurons.

D3 receptors
The D3 receptor has structural and pharmacological similarities with the D2 re-
ceptor. D3 receptors are widely distributed in the basal forebrain, the olfactory



3.2 Dopamine

tubercle, nucleus accumbens, striatum and substantia nigra, but they are infre-
quent in limbic and extrapyramidal regions, where D2 receptors have been
found in high densities.

The locus of the human D3 receptor gene is on chromosome 3q13. The hu-
man receptors of the D3 type are composed of 400 amino acids and the D3 re-
ceptor of rats consists of 446 amino acids (Table 3.4).

Like the receptors of type D2, the D3 receptors occur in different isoforms
(D3gry, and a short and long splice variant), however, it seems likely that not all
of the variants form functional receptors.

The most significant difference distinguishing the D3 receptors from the
other dopaminergic receptors is their lack of interaction with G proteins. How-
ever, the signal transduction pathway of this receptor is still unknown. Based
on the structural similarities with the D2 receptors, it is discussed that D3 re-
ceptors are capable of inhibiting the formation of cAMP.

D4 receptors
A further member of the D2 receptor family is the D4 receptor. The gene locus of
the human D4 receptor is located on chromosome 11q15. D4 receptors occur in
several isoforms differing in the length of their amino acid sequences (Table 3.4).

In the brain, the mRNA for D4 receptors is expressed in the frontal cerebral
cortex, the hippocampus, the thalamus, the striatum, basal ganglia and the cere-
bellum.

Like the other dopaminergic receptors of the D2 family, the D4 receptors inhi-
bit the activity of adenylate cyclase.

In contrast to the D1, D2 and D3 receptors which have little affinity to cloza-
pine (a dopamine receptor antagonist), the D4 receptors display moderate affini-
ty to this substance.

D5 receptors
A further dopaminergic receptor has been cloned, which shares great structural
homology with the D1 receptor. This dopaminergic receptor was classified fol-
lowing the order of its discovery, as D5 receptor. This receptor is composed of
476 amino acids (Table 3.4). Like the D1 receptors, the D5 receptors are coupled
to G proteins, activate adenylate cyclase and reveal a high affinity for dopamine.
This receptor type has a very restricted distribution within the brain. The D5
receptors are expressed exlusively in the hippocampus and in the thalamus (par-
afacial nucleus).

3.2.6
Biological Effects

The differential distribution of the diverse dopaminergic systems indicates that
dopamine influences a variety of brain functions. For instance, dopamine is in-
volved in the modulation of arterial blood-flow, higher brain functions like cog-
nition and learning and in anxiety-related behavior. Therefore it is not surpris-
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ing that the dopaminergic systems serve as a target for antipsychotic drugs, i.e.
in schizophrenia treatment. The classic domain for dopamine substitution, how-
ever, is Parkinsonism, where a degeneration of dopaminergic neurons in the
substantia nigra is causal for the disease.

The nigro-striatal system is concerned with the initiation and maintenance of
motor behavior. The mesolimbic and mesocortical systems appear to be involved
in goal-directed and reward-mediated behavior and in motivation-dependent be-
havior. A dysfunction in these systems alters normal associative processes.

An enhancement of dopaminergic transmission in the mesolimbic system is
linked with reinforcing effects of psychostimulant drugs. The hypothalamic-hypo-
physeal axis in the form of the tuberoinfundibular system plays a major role in the
regulation of pituitary and hypothalamic peptides, for instance in the release of
prolactin. An increase in dopamine activity in this system results in an inhibition
of prolactin release. Thus, dopamine constitutes the prolaction-inhibiting factor.

It is thought that the dopaminergic tuberoinfundibular neurons are involved
in the regulation of a-MSH and f-endorphin and in the release of oxytocin and
vasopressin from the pituitary.

With respect to the autonomic centers of the hypothalamus, dopamine seems
to be an essential neurotransmitter, which impinges on arterial blood-flow regu-
lation. Feeding, as well as drinking activities initiated by the ventromedial and
lateral hypothalamic nuclei including the zona incerta, are also modulated by
dopamine.

3.2.7
Neurological Disorders and Neurodegenerative Diseases

As mentioned earlier, dopamine is an essential neurotransmitter in manifold ce-
rebral functions. Consequently, dysfunction in the dopaminergic transmission
influences a variety of neurological and psychiatric disorders. Some dysfunc-
tions may result in hyperactivity of the dopaminergic system. Such hyperactivity
leads to an accumulation of the neurotransmitter in the synaptic cleft and/or
hypersensitivity of dopaminergic receptors. Dopaminergic hyperactivities have
been found to be linked to some psychotic disorders, including hallucinations
and manic states.

Hypoactivity of the system seems to be primarily involved with motor dys-
function, deficits in motivation-dependent behavior and imbalance of emotional
perception. Thus one has to expect a combination of different clinical symptoms
if the balance of the dopaminergic system is afflicted.

The basal ganglia, including the striatum, play a crucial role in the control of
movement. The importance of dopamine in the striatum becomes evident in pa-
tients with Parkinson’s disease (PD). PD was originally described by James Par-
kinson in 1817 and is characterized by a trio of cardinal symptoms:

e bradykinesia (slowed movement)
e resting tremor

o rigidity.
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Normal motor function depends on the highly regulated synthesis and release
of dopamine by neurons projecting from the substantia nigra to the striatum.
Degeneration of the DAergic neurons located in the substantia nigra pars com-
pacta (SNpc) and a subsequent loss of DAergic nerve terminals in the striatum
are responsible for most of the movement disorders. There is a gradual decline
in dopaminergic neurons of the SNpc during aging, which is accompanied by a
reduction of the striatal DA content. In idiopathic PD, however, the symptoms
become apparent when about 70% of the striatal dopamine and more than 50%
of the nigral dopaminergic neurons are lost. Further pathological features of
this disease, besides the apparent loss of neurons, are dystrophic neurites
termed Lewy neurites, and characteristic round eosinophilic inclusions of about
5-25um in diameter, known as Lewy bodies, which consist of intracellular inclu-
sions of a-synuclein. The presence of Lewy bodies in association with nerve cell
loss in the substantia nigra and various other regions of the nervous system is
a diagnostic hallmark of PD.

The underlying mechanisms of most cases of PD are still unknown but, re-
cently, specific genetic defects were identified. In addition, environmental fac-
tors may also contribute to the disease. Epidemiologic studies indicated that a
number of factors, including pesticides, herbicides, industrial chemicals and
farming, may increase the risk of developing PD. Both lines of evidence, envi-
ronmental and genetic risk factors, point to a convergence between energy me-
tabolism and deficits in the disposal of damaged proteins in the pathogenesis of
PD. Thus, the pathogenesis is thought to be multifactorial, deriving from envi-
ronmental factors acting on genetically predisposed individuals with ageing.
However, the relationship between genetic and environmental factors is poorly
understood and most models of PD focus on single genes or toxins.

Current approaches in PD therapy include, among others:

e replenishment of dopamine by giving I-3,4-dihydroxyphenylalanine (Levadopa);

e increasing the action of remaining dopamine by reducing the destruction of
dopaminergic cells;

e mimicking the action of dopamine with appropriate dopamine receptor ago-
nists;

e electric stimulation of specific brain areas;

e manipulating the actions of neurotransmitter which interfere with the actions
of dopamine in the striatum;

e transplantation of appropriate neuronal tissue into the striatum.

However, all these treatments only ameliorate the symptoms of PD, but are un-
able to cure the disease. Thus, a major challenge will be to identify the molecu-
lar and cellular bases which are responsible for the destruction of dopaminergic
midbrain neurons.

Agents that selectively disrupt or destroy catecholaminergic systems, such as
6-hydroxydopamine (6-OHDA) and 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
(MPTP) have been used to develop animal models of Parkinson's disease, since
neurotoxins reproduce specific features of this disease (Fig.3.10).
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transporters and can then be accumulated

6-OHDA uses the same catecholaminergic transport system as norepineph-
rine and DA and produces specific degeneration of catecholaminergic neurons.
6-OHDA seems to be toxic to mitochondrial complex I and induces the genera-
tion of reactive oxygen species (ROS). 6-OHDA is usually injected unilaterally,
while the intact hemisphere serves as an internal control. This unilateral 6-
OHDA injection represents the so-called “hemiParkinson model”, which is char-
acterized by an asymmetric motor-circling behavior after administration of
DAergic drugs, due to the physiological imbalance between the lesioned and
unlesioned striatum. Therefore, animals rotate contralaterally to the hemisphere
in which dopamine receptor stimulation is stronger. This means that they turn
towards the side of the lesion after challenge with dopamine-releasing drugs
and away from it after treatment with L-DOPA or dopamine agonists. Rotation
behavior can be quantified and correlated with the degree of lesion, a major ad-
vantage of this model.

Most of the current evidence on the mechanisms of cell death in Parkinson’s
disease originate from studies using the MPTP model. MPTP is highly lipophi-
lic and readily crosses the blood-brain barrier. MPTP-mediated toxicity is in-
duced through conversion to the 1-methyl-4-phenyl-2,3-dihydropyridium ion
(MPP+) in astrocytes by monoamine oxidase B. To exert its toxicity MPP+ must
be transported into dopaminergic neurons by neurotransmitter transporters
and, once inside the neuron, it is thought that MPP+ acts by inhibiting the elec-
tron transport system of mitochondrial complex I.

The treatment of primates or rodents with the neurotoxin MPTP represents
an animal model which reflects many features of human Parkinson's disease.
In primates, depending on the application paradigm used, MPTP can produce
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an irreversible and severe Parkinsonian syndrome that replicates nearly all fea-
tures of Parkinson’s disease, including rigidity, tremor, slowness of movement
and even freezing.

A growing body of evidence has suggested that dopamine mechanisms are
significant for aspects of affective disorders. Since dopamine concentrates in tar-
get structures of the mesolimbic system, i.e. the amygdala, medial prefrontal
cortex and nucleus accumbens, it comes without surprise that this neurotrans-
mitter is considered to be of paramount importance for a number of fear-related
diseases such as phobia, panic attacks, posttraumatic stress disorders, obsessive
compulsive disorders, or generalized anxiety. Common psychiatric diseases
which entail fear symptoms, like depression and schizophrenia, are discerned
to be related to disturbances of dopamine and its receptor metabolism. Though
the ethiology of these disorders is far more complex, involving additional neuro-
transmitter systems like glutamate, GABA, serotonin, glycin and norepineph-
rine, the role of dopamine and its receptor complement in the treatment of psy-
chotic disorders is evident.

More recent studies also indicate that mild mental disorders, including atten-
tion-deficit/hyperactivity disorder (ADHD) and restless legs syndrome, also in-
volve the dopaminergic system.
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y-Amino Butyric Acid

3.3.1
General Aspects and History

y-Amino butyric acid — or GABA for short — is the most ubiquitous inhibitory
neurotransmitter in the brain. GABA was discovered in 1883 but it took until
the late 1950s before its inhibitory function was described (Bazemore et al.
1956). Subsequently, it became evident that this small amino acid is the princi-
pal inhibitory neurotransmitter in the central nervous system. GABA is widely
spread among the phyla, including invertebrates as well as vertebrates. In inver-
tebrates, it occurs in both the central and the peripheral nervous system.

Its abundance in the central nervous system of vertebrates becomes obvious
when one considers that GABA is expressed in about 30% of all synapses. It
was initially thought that GABA was confined to inhibitory interneurons and
was absent from projection neurons. Today, we know that there are many exam-
ples of GABAergic projection neurons as well.

The pharmacological potency of synaptic transmission by GABA becomes ap-
parent by recollecting that some of the most widely distributed sedatives, like
barbiturates and benzodiazepines, interact with GABA receptors and modulate
GABAergic effects.

3.3.2
Localization Within the Central Nervous System

The distribution and localization of the GABAergic system has been the subject
of extensive investigations by means of immunohistochemistry. A reliable mar-
ker for the identification of GABAergic neurons was achieved through the pro-
duction of antibodies which specifically recognize the critical biosynthetic en-
zyme for GABA synthesis, glutamic acid decarboxylase (GAD). Alternatively, in
situ hybridization with cDNA of GAD can be used for the identification of GA-
BAergic neurons.

In several places, GABAergic cells occur at high densities. A prominent exam-
ple is the striatum, where nearly 95% of the cell somata are GABAergic.

Additional brain areas, identified as exhibiting GABAergic cells in large
amounts and densities are the globus pallidus, the substantia nigra (pars reticu-
laris) and the cerebellum. GABAergic interneurons are most frequent in the
thalamus, the hippocampus and in the cerebral cortex.

The globus pallidus, besides its abundance of GABAergic neurons, receives
many GABAergic terminals, as is the case for the entopeduncular nucleus and
the superior colliculus.
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Biosynthesis and Degradation

GABA is synthesized almost exclusively from glutamate (Fig.3.11). The critical
step in GABA biosynthesis is the decarboxylation of glutamate by GAD. In addi-
tion to their localization in the central nervous system, GABA and GAD can oc-
cur also in the peripheral nervous system. The reaction, which is catalyzed by
glutamate decarboxylase, requires the presence of the co-factor pyridoxal phos-
phate (PLP, a form of vitamin B6). Removal of the co-factor causes a loss of
GAD activity, which can be recovered by the administration of the co-factor.

Glutamic acid decarboxylase exists in two different isoforms. Two genes ex-
press these isoforms (GAD65 and GADG67, according to their molecular mass).
The amino acid sequences indicate that both isoforms are almost identical, in-
cluding their reactive centers. However, the subcellular distribution of GAD65
and GADG7 is different, as is the case for their interaction with the co-factor
pyridoxal phosphate.

GADG7 possesses a preferential somato-dendritic localization and is saturable
with PLP. GADG67 is therefore more prone to elicit a tonic release of GABA and
is regulated by enzyme induction at the transcriptional level.

GABAergic
terminal

N Glutamine-
: syntha
- Glutamate

Mitochond on Mitochondrion

Fig. 3.11 Biosynthesis and degradation pathway of GABA.
The pathway involves a GABAergic nerve terminal and an
associated glial cell. Abbreviations: GABA-T=GABA
transaminase; GAD=glutamatic acid decarboxylase;

GAT =GABA transporter.
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In contrast, GADG65 exhibits a preferred axonal localization and is not satur-
able with PLP. Consequently, elevation of the PLP level in the terminals en-
hances the activity of GADG65. Such a mechanism can serve as a fast regulative
element for monitoring GABA levels in axon terminals.

The apparent prominent role of GAD in modulation of GABA levels becomes
obvious under pathological conditions, where GAD concentrations can differ
significantly from normal levels.

For instance, in models of temporal lobe epilepsy, the level of GAD65 and
GADG7 is reported to be upregulated in hippocampal GABAergic interneurons.

The role of the two isoforms of GAD is not fully understood. Since both
forms of GAD are expressed and regulated in different ways, it seems possible
that the existence of two isoforms offers a sensitive tool for fine-tuning the
GABA metabolism.

GABA is inactivated by transamination with a-ketoglutarate. This reaction is
under the control of the enzyme GABA transaminase (GABA-T). GABA-T cata-
lyzes the formation of succinic acid semialdehyde and glutamate. Succinic acid
semialdehyde is further metabolized to form succinic acid, which is also an in-
termediate of the Krebs cycle.

In many inhibitory neurons, both GAD and GABA-T are coexpressed but, un-
like GAD, GABA-T is associated with mitochondria.

334
GABA Transporters

GABA transporters (GAT) are located in the plasma membrane and mediate the
removal of GABA from the extracellular space in order to terminate synaptic
events evoked by released GABA. GABA transporters are found in GABAergic
neurons as well as in glia.

GABA transporters are classified into two groups, which differ in their sensi-
tivities to GABA. In the mouse, four different types of GABA transporters have
been identified (GAT-1, GAT-2, GAT-3 and GAT-4). The transporters GAT-1,
GAT-3, GAT-4 correspond to the transporters GAT-1, GAT-2, GAT-3 of rats.
GABA transporters, like many members of the neurotransmitter transporter
family, exhibit 12 transmembrane-spanning segments.

The uptake mechanism depends on Na* and CI". The chloride ion binds close
to the GABA binding site of the transporter and enhances its affinity for the
substrate. Cellular uptake is driven by the electrochemical gradient of Na*. One
cycle of GABA transport carries two Na* ions from the extracellular space into
the cell.

A reversal of the Na* gradient gives rise to an inverse effect, by which GABA
is released from neurons and glia.
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335
Receptors and Signal Transduction

GABA is released from the terminals of specific inhibitory neurons. GABA
binds to its receptors and produces an increase in membrane permeability to
CI” ions, which elicit a hyperpolarization of the postsynaptic membrane.

Three types of GABA receptors can be classified; and these are designated as
GABA,, GABAp and GABA( receptors. The three subtypes differ in their phar-
macological properties and physiological behavior (Table3.5).

GABA, receptors
GABA, receptors show a ubiquitous distribution throughout the central nervous
system and have been identified on both neurons and glia. Outside the central
nervous system, GABA, receptors are located on autonomic ganglia and on
some unmyelinated nerve fibers.

The binding of GABA to the GABA, receptor increases the permeability to
chloride ions, which causes a hyperpolarization of the postsynaptic membrane.

The GABA, receptor was first cloned and sequenced in 1987 by Schofield
and coworkers. The GABA, receptor is a hetero-oligomeric receptor and be-
longs to the superfamily of ligand-gated ion channels (Fig.3.12). The GABA, re-
ceptor consists of different subunits. To date, four different types of subunits (a,
p, y and o) have been described, each of which encloses different members.
They are depicted in Table 3.6.

Table 3.5 Properties of the different GABA receptor subtypes.
The list of agonists and antagonists is not complete, but
includes some of the most commonly used substances.
Abbreviations: CACA= cis-aminocrotonic acid;
CAMP=cis-2-(aminomethyl) cyclopropylcarboxylic acid;
3-APS=3-aminopropanesulfonic acid;
TBPS=t-butylbicyclophosphorothionate.

Receptor lon channel  Second Agonists Antagonists ~ Modulators
gating messenger
GABA, Direct - GABA, Bicuculline, Benzodia-
muscimol, picrotoxin, zepines,
3-APS TBPS barbiturates,
steroids, Zn?",
PKA, PKC
GABAg Indirect via ~ cAMP level  (-)-baclofen, CGP 36742, -
G-protein GABA CGP 54626,
CGP 55845
GABAC Direct - GABA, CACA, picrotoxin PKC

CAMP




3.3 y-Amino Butyric Acid | 79

Table 3.6 Properties of recombinant GABA, receptors. Most
of the subunits have been cloned in mammals. The number
of amino acids of the predicted sequence is displayed, as well
as the length of the mRNA.

Subunit Amino acids mRNA (kb)
Alpha

al 428 3.8,4.2
a2 423 3.0

a3 465 4.2

a4 521 4.0

a5 433 2.8

a6 434 3.2
Beta

Bl 449 12.0

f2 450 8.0

p3 448 2.5,6.0
Gamma

71 430 38

y2S 428 28,42
2L 436 -

73 450 -
Delta

1 433 2.0

Alternative splicing of the RNAs of some subunits causes a further diversifi-
cation of GABA, receptors. The splicing mechanism can generate long and
short forms of the subunits. Coexpression of members of the a-, -, y-subunits
seems to be necessary for the assembly of the functional, neuronal GABA,4 re-
ceptor.

In addition, functional GABA, receptors can also be formed by binary com-
plexes (for example a- and f-subunits), but it seems unlikely that these forms
are present in vivo.

The most common model of the GABA, receptor consists of a pentameric
structure, which forms an ion pore and is selective for CI” (Fig. 3.12). The penta-
meric structure is composed of two a-subunits, one f-subunit and one p-sub-
unit. The fifth unit in the pentamer is variable and can be provided either by
one of the a- or y-subunits or a J-subunit. Variation in the oligomers leads to
pharmacologically different GABA, receptor subtypes. GABA4 receptors, which
contain al-, a2-, a3- or a5-subunits, are sensitive to diazepam (a benzodiazepine
derivative), whereas receptors containing a6-subunits are diazepam-insensitive.

However, the precise stochiometry and composition of GABA, receptors is
still under investigation.

The GABA, receptors have been characterized by their pharmacology. Classic
agonists of these receptors include GABA itself, as well as muscimol.
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Fig. 3.12 Schematic drawing of the GABA, domains. This general design is common for
receptor which comprises an ionotropic all ionotropic receptors. The heteromeric
receptor. The receptor is composed of five complex consists of 2a, 2ff and one
subunits which form four transmembrane y subunit.

Bicuculline is a specific antagonist of the GABA, receptor. Picrotoxin is a
non-competitive antagonist as well as t-butylbicyclophosphrothionate (TBTS).

The functional behavior of GABA, receptors can also be influenced by certain
ions, like Zn**, H* and some polycations. With the exception of La** and H*,
most of these ions lead to inhibition of the GABA, receptor.

La** enhances GABA, receptor-mediated effects, while variations in H* con-
centrations have different effects, ranging from inhibition to enhancement of
GABA, receptor-mediated functions.

More recent studies indicate that naturally occurring pregnane steroids, so-
called neurosteroids, can potentially and specifically enhance GABA, receptor
activity in a direct (non-genomic) manner and have anxiolytic, analgesic, anti-
convulsant, sedative, hypnotic and anaesthetic properties. Among these are pro-
gesterone and deoxycorticosterone metabolites, which act as potent stereoselec-
tive positive allosteric modulators on GABA, receptors.

The GABA, receptor possesses three different binding sites. The first binding
site binds the neurotransmitter GABA. A second binding site on the receptor is
a specific binding site for benzodiazepines and a third binding site is specific
for barbiturates (Fig.3.13).
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Fig. 3.13 The GABA, receptor and its binding and modulatory
sites. The left drawing depicts the closed state and the right
drawing the open state of the channel.

GABAg receptors

The first GABAg receptor was cloned in 1997 and, soon after, a second GABAg
was identified. Cloning of both receptors provided evidence that native GABAp
receptors are heterodimers of two subunits, GABAg;) and GABAp,). Isoforms
of the GABAg(;) gene (Gabbrl) have also been described, GABAg 1, and GA-
BAgn), which seem to be conserved in different species, including humans.
Rats show an age-related pattern of expression with high levels of GABAg, at
birth and increasing levels in adults. Both isoforms have been found to be tran-
scribed by different promoters and further evidence showed that the promoters
are regulated differentially by cAMP-response element-binding protein (CREB),
activating transcrioption factor 4(CREB2) and depolarization-sensitive upstream
stimulatory factor. Heterodimerization with GABAg,, of both isoforms at pre-
synaptic and postsynaptic sites are likely to occur.

Additional splice variants of Gabbrl have been identified (GABAg(i.g), but
their functional significance is unclear.

Functional expression of the GABAy receptors provided evidence that the GA-
BAg receptor belongs to the class of metabotropic receptors and thus is a mem-
ber of the superfamily of G protein-coupled receptors (GPCRs). The cloning
work on GABAp receptor gained a substantial breakthrough in our understand-
ing of GPCRs. In general, it is now well accepted that GPCRs can exist in het-
erodimers and that concerted efforts in cloning work on the GABAg receptor
fundamentally changed our view on the structure and functioning of this im-
portant class of metabotropic receptors. Figure3.14 depicts some of the essential
structural features of the GABAjg receptor complex.
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In contrast to GABA,, the metabotropic GABAjy receptor is insensitive to the
GABA, receptor antagonist bicuculline. Baclofen is a specific agonist of GABAg
receptors, while compounds like CGP 36742, CGP 54626 and CGP 55845 are
selective antagonists.

GABAg receptors are not directly associated with ion channels and their sig-
nal transduction is mediated through G protein-coupled processes (G, or G;).
The G, protein can bind to a Ca®* or a K* channel. Figure3.15 depicts a scheme
for the receptor-ligand binding induced cascade of G protein interaction in the
case of the GABAj receptor.

Presynaptically located GABAp receptors modulate neurotransmitter release
by depressing Ca** influx through voltage-activated Ca®* channels of the N type
(Cay2.2). Both types of presynaptic GABAp receptors are expressed: autorecep-
tors that control GABA release and heteroreceptors that inhibit all other neuro-
transmitter release. Presynaptic inhibition at GABAergic synapses is considered
to be involved in the induction of LTP. Postsynaptic GABAj receptors induce a
slow inhibitory postsynaptic current through activation of inwardly rectifying K*
channels (GIRK or Kir3). The physiological effect of Kir3 channel activation is a
K" efflux, resulting in hyperpolarization.

GABAg receptors are particularly prominent in the cerebral cortex, the thala-
mus, the superior colliculus, the cerebellum and the dorsal horn of the spinal
chord. In the peripheral nervous system, they have been identified on auto-
nomic ganglia, unmyelinated fibers and some smooth muscle cells.
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Fig. 3.15 Diagrammatic presentation of the
cAMP cycle in the case of GABAg receptor
activation. Binding of the transmitter alters
confirmation of the receptor and exposes the
binding site for G protein-coupling (A). The
transmitter—receptor complex associates with
the G protein complex (Gs), thereby

activating it for GDP-GTP exchange (B).
Release of GDP and binding of GTP causes
the dissociation of the a-subunit from the G,
complex and exposes a binding site for
adenylyl cyclase (C). Activated adenylyl
cyclase produces cAMP for further substrate
phosphorylation (D).
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GABAC( receptors
An analogue of GABA, cis-aminocrotonic acid (CACA), is able to bind to a
GABA receptor, which is different from either GABA, or GABAg receptors.
However, this receptor is insensitive to bicuculline or baclofen. Following this
specific pharmacology, the receptor was classified as the third or GABA( recep-
tor subtype. The GABA( receptor is coupled to a ClI” selective ion channel. GA-
BA. receptors are hetero-oligomers, which exhibit another subunit family, the
so-called p-subunits (p1 and p2).

An allosteric modulation side for benzodiazepines or barbiturates seems to be
absent from the GABA( receptor, but picrotoxin acts as an antagonist.

Attempts have failed to demonstrate GABA( receptors in the forebrain, but
they have been identified in the pituitary and in horizontal and bipolar neurons
of the retina.

336
Biological Effects

General aspects

GABA mediates inhibitory effects on the postsynaptic membrane. These effects
are a consequence of the hyperpolarization of the neuron. In cases of high in-
tracellular concentrations of chloride, GABA can also reduce the membrane po-
tential and thus lead to a depolarization of the neuron. This has been described
in immature neurons and in mature dorsal root ganglion cells (DRG). The
mechanisms responsible for this reverse effect were recently elucidated. The ex-
citatory effect of GABA seems to depend on the presence of cation—chloride co-
transporters that tighty control the chloride gradient across neurons. Apparently
the differential expression of two chloride cotransporters during development is
responsible for the bipolar behavior of the GABA, receptor. Immature neurons
express a higher level of the Na™~K"-2Cl" cotransporter (NKCC1) which results
in a high concentration of intracellular CI". GABA, receptor activity thus leads
to an efflux of CI” and subsequent depolarization. In mature neurons, expres-
sion of a second CI” cotransporter (KCC2) prevails which lowers CI” below that
achieved by passive diffusion. This results in a low intracellular CI” concentra-
tion. Consequently, GABA, activation causes a ClI” influx and hyerpolarization.

It is assumed that most of the physiologically relevant functions of GABA are
mediated by GABA, receptors and that these receptors are involved in postsy-
naptic inhibition of signal transduction in mature brains.

Iontophoretic activation of GABA, receptors results in fast opening (about
1ms) of the associated chloride channel. The influx of chloride into the neuron
hyperpolarizes the cell membrane of the postsynaptic neuron and inhibits the
cell. Activation of this receptor type gives rise to the classic inhibitory postsynap-
tic potentials.

Binding of GABA to either the GABA, or the GABAg receptors depends on
the presence of calcium and magnesium.
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Since GABAg receptors are located mainly presynaptically, binding of GABA
(or baclofen) to these receptors inhibits the release of neurotransmitters from
the terminals. Such an effect has been shown to occur in several dopaminergic,
glutamatergic, noradrenergic, as well as serotoninergic neurons, indicating that
GABAg receptors can function as heteroceptors.

GABA is present not only in the central nervous system, but also in the pe-
ripheral nervous system, including the enteric nervous system of the gastroin-
testinal tract.

In the enteric nervous system, GABA shows some effects which are similar
to those occurring in other parts of the peripheral nervous system, but also
shows other effects which are notably different. Like the cell bodies of other
autonomic and sensory neurons, the cell bodies of enteric neurons possess bicu-
culline- and picrotoxin-sensitive GABA receptors. However, some evidence sug-
gests that, unlike other parts of the peripheral nervous system, the enteric gan-
glia may also contain a population of GABAergic neurons. It was assumed for a
long time that such neurons in vertebrates are exclusively present in the brain
and spinal cord.

GABA, and memory storage

Neuronal processes suggested GABA, receptors being involved in memory stor-
age and long-term potentiation (LTP). LTP are blocked at the time of their initia-
tion by antagonists of glutamate, NMDA, or by GABA, receptor agonists. The
GABA, receptor antagonists picrotoxin and bicuculline, for instance, enhance
memory functions, whereas benzodiazepines and the GABA, agonist muscimol
depress memory functions. The discovery of naturally occurring benzodiaze-
pines in the brain prompted a recent investigation of whether these compounds
could act as physiological regulators of the GABA, receptors involved in mem-
ory modulation. Different forms of learning cause a rapid reduction of benzo-
diazepine-like immunoreactivity in the septum area, amygdala and hippocam-
pus; and microinjection of the benzodiazepine antagonist flumazenil into these
regions, at the time that consolidation is taking place, enhances memory.

Ivan Izquierdo and Jorge Medina (1991) suggested that these findings indicate
that benzodiazepines released into the septum, amygdala and hippocampus do in-
deed downregulate memory storage processes. Moreover, benzodiazepine release
could be modulated by the anxiety and/or stress associated with learning.

3.3.7
Neurological Disorders and Neurogenerative Diseases

Specific functional and pharmacological aspects

Anxiety response

Blockade of GABAergic inhibition in the basolateral amygdala (BLA) of rats elic-
its physiologic changes associated with a defense reaction. In the BLA, injection
of the GABA, receptor antagonists bicuculline or picrotoxin produces anxio-
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genic-like effects. This suggests that endogenous GABA binds to GABA, recep-
tors in the basolateral amygdala and inhibits anxiety responses.

Alterations in GABAergic transmission can result in severe disturbances in
brain activity and a deficit in GABAergic transmission can lead to epileptogen-
esis.

GABA and seizure induction
The administration of certain GABA, receptor antagonists can produce seizures
and convulsions in animals.

Studies of experimental epilepsy in animals have shown a significant reduc-
tion in numbers of GABAergic terminals in different brain areas as well as a
significant loss of inhibitory interneurons. Concurrently, the remaining hippo-
campal GABAergic neurons show an up-regulation of GADG65 and GADG7,
which can be interpreted as a compensation effect.

Neuroactive compounds, which reduce the GABAergic transmission, can pro-
mote seizures and convulsions. These effects can be explained in different ways:
e The compounds influence the biosynthesis of GABA by inhibiting the activity

of glutamic acid decarboxylase or, alternatively, they inhibit the formation of

its co-factor PLP.

e They interact directly with the GABA receptors and inhibit them.

e They change the permeability of the plasma membrane for chloride ions by a
perturbation of the channel.

e They inhibit the release of GABA from the nerve terminals. One example for
this mode of action is the tetanus toxin.

In contrast, inhibitors of the GABA transporters as well as benzodiazepines and
barbiturates, which facilitate  GABAergic transmission, show anticonvulsive
properties.

Several studies show that administration of GABAjp receptor antagonists can
elicit absences. This indicates that activation of GABAg receptors is also in-
volved in some specific forms of epilepsy. Baclofen currently is the only GABAg
medication and is used to treat spasticity and skeletal muscle rigidity in patients
with spinal cord injury, multiple sclerosis, amyotrophic lateral sclerosis, and ce-
rebral palsy.

Moreover, some metabolic alterations in GABA levels in the brain occur coin-
cidentally with some degenerative brain diseases, which include Huntington’s
chorea (associated with a degeneration of GABAergic nigro-striatal neurons)
and Parkinsonism.

GABA and benzodiazepines
Benzodiazepines and barbiturates bind to GABA, receptors. Their binding sites
differ from that of GABA. The principal effect of both drugs is a change in CI”
conductance (see Fig.3.13).

Barbiturates are used therapeutically as sedatives and hypnotics. Benzodiaze-
pines are used to treat a variety of clinical symptoms, including anxiety, convul-
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sion and muscle tension. However, like barbiturates, their most common use is
as sedatives and hypnotics.

Benzodiazepines, like chlordiazepoxid (Librium) or diazepam (Valium) were
introduced into clinical practice at the beginning of 1960.

More than 50 different benzodiazepine derivatives have since been engi-
neered, revealing a wide range of physiological and pharmacological properties.

The benzodiazepines show anticonvulsive, anxiolytic, sedative and muscle-re-
laxant properties. They are also used for the treatment of anxiety and sleep dis-
orders. Since they exhibit anticonvulsant properties, the possibility was consider-
ed that benzodiazepines might be useful as anti-epileptic drugs. However, since
clinical trials have shown that patients develop tolerance to the anticonvulsive
effects, the benefits of benzodiazepines in the treatment of epilepsy are limited.

Benzodiazepines have been classified into three groups, according to their ef-
fects on GABA transmission. Some benzodiazepines work like antagonists,
others like agonists.

Typical anxiolytic compounds like diazepam show agonistic effects on GABA4
receptors. Their binding to the allosteric site of the receptor enhances the affini-
ty of the GABA-binding site for GABA, which results in an enhancement of
chloride influx.

Flumazenil, in contrast, (Fig. 3.16) mediates antagonist-like effects by blocking
the effects of agonists, but shows no direct effect itself.

The agonistic-like properties mediate the classic effects of the benzodiaze-
pines; however some compounds initiate completely contrary effects. These
compounds with diametrically opposite effects were termed inverse agonists.
Most of these compounds belong to the f-carboline group.

One member of this group is ethyl-f-carboline-3-carboxylate (f-CCE), which
has a high affinity for the benzodiazepine specific binding site. However, it
shows no anticonvulsive behavior, like the classic benzodiazepines, but exhibits
proconvulsive effects (Fig.3.17).

beta-CCE
(partial inverse
agonist)

Antagonists Flumazenil =

CL218872

Strength of action

. . Zolpiclone
Agonists Diazepam (partial agonist)

Benzodiazepine Beta-carboline

Fig. 3.16 Benzodiazepines and f-carboline act like antagonists, agonists or inverse agonists.
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Fig. 3.17 Structure of some benzodiazepines which work as
agonists, antagonists or as inverse agonists.

Neurosteroids: endogenous regulators of the GABA, receptor
Brain-derived pregnane steroids can potently and specifically enhance GABAA
receptor function (see Fig.3.13). This effect occurs fast in a non-genomic (di-
rect) manner, different from the steroid hormones that are produced in periph-
eral endocrine glands, cross the blood-brain barrier and produce changes at the
genomic level. The latter effects develop slowly and can persist long after the
disappearance of the steroids from the brain. Selye (1942) was the first to show
that pregnane steroids possess rapid sedation and anaesthetic effects. 5a-Preg-
nan-3a-OL-20-one (3a, 5a-THPROG), 5f-pregnan-3a-ol-20-one (3a, 54-THPROG)
and the deoxycorticosterone metabolite 5a pregnan-3a,21-diol-20-one are potent
selective allosteric modulators of the GABA4 receptor. Patch-clamp studies indi-
cate that these steroids promote the open state of the GABA-gated ion channel.
At concentrations of 2100nM, these steroids directly activate the GABA, recep-
tor—channel complex. This GABA-mimetic effect is sufficient to suppress excita-
tory neurotransmission. Besides their anaesthetic effects, lower doses produce
anxiolytic, analgesic, anticonvulsant, sedative and hypnotic effects. Neuroster-
oids can either be synthesized locally by neurons and glial cells which express
enzymes that are required for de-novo synthesis or they can be recruited from
peripheral steroid sources. Their general action seems to be the fine-tuning of
the GABA, receptor activity.

Recent evidence suggests that neurosteroids are involved in brain develop-
ment and plasticity. This was concluded from the relative high levels of neuro-
steroids just before parturition. Further evidence indicates that the steroid
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3a,50-THPRO is important in the Niemann-Pick type C (NP-C) neurodegenera-
tive disorder. In a transgenic mouse model which carries an insertion in the
NPC; gene, which is responsible for the NP-C phenotype, characteristic neuro-
pathological features occur: Purkinje cell degeneration, demyelination and loss
of motor function. Interestingly, the neurosteroid 3a,5¢-THPRO cannot be de-
tected in the brains of these mice. Neonatal application of this neurosteroid
doubles the lifespan, delays the appearance of neurological symptoms and in-
creases the Purkinje cell survival.

Patients with Alzheimer’s disease and Parkinsonism also show reduced levels
of 3a,5a-THPRO, compared with age-matched controls.
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3.4
Glutamate and Aspartate

3.4.1
General Aspects and History

The amino acids L-glutamate and L-aspartate are the most abundant excitatory
neurotransmitter in the central nervous system. Numerous studies have con-
firmed the excitatory effects of both amino acids and corroborated their role as
key excitatory amino acids in brain tissues. Several related amino acids, like
homocysteic acid and N-acetylaspartylglutamate, may also serve a neurotrans-
mitter function. As in the case of GABA, the excitatory amino acid neurotrans-
mitters participate in intermediary metabolism as well as in neuronal signal
transmission, so that there is often a problem of distinguishing between their
neurotransmitter and metabolic functions. The following experimentally col-
lected data clearly document the excitatory role of glutamate and aspartate:
e Stimulation of afferent fibers in the hippocampal formation is coupled to cal-
cium-dependent release of glutamate or aspartate.
e High-affinity recapture systems are present in nerve terminals.
e Nerve terminals contain glutamate or aspartate as well as the enzymes neces-
sary for synthesis of both excitatory amino acids.
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e Postsynaptic depolarization elicited through the excitatory amino acids can be
inhibited by specific antagonists.

Specific receptors, capable of binding the excitatory amino acids are present
in the central nervous system.

Iontophoretically injected glutamate enhances postsynaptic responses.

e These responses are comparable to the effects of endogenous glutamate.

342
Localization Within the Central Nervous System

Since glutamate is the best known member of the excitatory amino acid neuro-
transmitter family, we will concentrate our survey on this amino acid. Glutama-
tergic neurons are particularly prominent in the cerebral cortex. They project to
a variety of subcortical structures: these include the hippocampus, the basolat-
eral complex of the amygdala, the substantia nigra, the nucleus accumbens, the
superior colliculus, the caudate nucleus, the red nucleus (nucleus ruber) and
the pons.

Various intrinsic glutamatergic pathways have been described in the hippo-
campus and also glutamatergic projections from the hippocampal formation to
the hypothalamus, the nucleus accumbens and the lateral septum. Glutamater-
gic neurons are located in some additional brain areas: their location and pro-
jection are depicted in Fig.3.18.

Fig. 3.18 Schematic representation of the colliculus; Cx=cortex; GCL=granular cell layer
glutamatergic pathways in the central of the cerebellum; Hl=hippocampus;
nervous system. Abbreviations: Acb=nucleus Nru=nucleus ruber (red nucleus); Pn=pons
accumbens; BO =olfactory bulb; nuclei; Pir=piriform cortex; SL=lateral

CPu=caudate-putamen; Cs=superior septum; SN =substantia nigra; Th=thalamus.
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343
Biosynthesis and Degradation

Brain glutamate and aspartate are derived solely by local synthesis, as neither
amino acid can cross the blood-brain barrier. Glutamate is formed through the
Krebs cycle by the activity of glutamate dehydrogenase or by transamination of
a-ketoglutarate. The neurotransmitter glutamate is synthesized in nerve termi-
nals and accumulates in synaptic vesicles. Interestingly, glutamate serves as the
donor for GABA, the most potent inhibitory amino acid neurotransmitter,
through decarboxylation by glutamic acid decarboxylase (see Section 3.3). Re-
leased glutamate is restored to presynaptic terminals by a specific re-uptake
mechanism or cleared from the synaptic region by high-affinity membrane
transporters through adjacent astrocytes. The pathway through astrocytes serves
a recycling function since the imported glutamate is metabolized into glutamine
— under the enzymatic control of glutamine synthetase — and released for subse-
quent uptake into neuronal terminals. The glutamine in the neurons is then
transformed into glutamate.

344
Transporters

Sets of specific transporters regulate this uptake from the extracellular space
into neurons or glia. To date, a family of four different members of the excita-
tory amino acid transporters (EAAT) has been identified: EAAT1-4, EAAT-1,
EAAT2 and EAAT3. These transporters have a molecular mass between 57kDa
and 64kDA. All four types of glutamate transporter are expressed in the brain
but are distributed differentially: EAAT1 and EAAT?2 transporters appear to oc-
cur exclusively in glia, whereas EAAT3 seems to be the neuronal transporter.
These three transporters share a putative amino acid homology of about 50%
among themselves, but little homology with other neurotransmitter transpor-
ters.

The cellular uptake of glutamate is driven by the electrochemical gradients of
Na* and K" and is accompanied by pH and voltage changes. Some specific up-
take blockers, e.g. dihydrokainate (DHK), f-threohydroxyaspartate (f-THA) and
L-trans-3,4-pyrolidine-dicarboxylate (L-trans-2,4-PDC) are able to block the func-
tion of glutamate transporters.

The transporters are essential in terminating the excitatory signal and they
lower the extracellular glutamate levels below thresholds that could induce exci-
totoxic damage (see below). Furthermore, they are a prerequisite to the recycling
of the transmitter. A reduction in the transport capacity is associated with a con-
comitant increase in neurotoxicity. A prominent example where neuronal degen-
eration is accompanied by a reduction of glutamate transporters is the amyo-
trophic lateral sclerosis (ALS). This is characterized by cellular death of motor
neurons in the spinal cord, although other factors, such as impairment of
superoxyde dismutase seem to play a key role in the initiation of this disease.
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3.45
Receptors and Signal Transduction

The differential distribution of the excitatory amino acids goes hand in hand
with a diversity of receptors.

The excitatory amino acid receptors include ionotropic (ligand-gated ion chan-
nels) and metabotropic (receptors involving second messenger systems) receptor
subtypes (Table3.7). Since some prominent pharmacologically active substances
have been used to classify the subtypes of excitatory amino acid receptors it
seems important to look at the essential molecular features which make a drug
capable of interacting with the receptors.

Such a drug should exhibit:

e one acidic group (usually a carboxyl group)

e an amino group on the same carbon as the acidic group

e a second group (polar or acidic) located two or four carbon units apart from
the other acidic group. Apparently, this conformation is necessary to allow in-
teraction with the active center of the receptors.

The naturally occurring agonists of the excitatory amino acid receptors are glu-
tamate and aspartate. Pharmacologically selective agonists are substances like
kainate, quisqualate, N-methyl-D-aspartate (NMDA) and a-amino-3-hydroxy-5-
methyl-4-isoxazolepropionate (AMPA). As can be seen in Fig.3.19, the endoge-
nous excitatory amino acid and the drugs share the molecular features for re-
ceptor affinity described above.

The glutamate receptors, which could occur as homomeric or heteromeric
structures (Table3.8) are classified according to the binding of the most com-
mon agonists (1), or alternatively according to their functional properties (2), re-
flecting the pharmacology of the receptors. Four groups are differentiated: the
NMDA receptors, the AMPA receptors, the kainate receptors and receptors
which are activated by quisqualat.

Based on their general functional properties, two groups can be distin-
guished: the group of ionotropic receptors and the group of metabotropic recep-
tors. The receptors which are activated by quisqualate belong to the group of
metabotropic receptors. They involve second-messenger systems in signal trans-
duction and they are coupled to G proteins. The remaining receptors (NMDA
receptors, AMPA receptors and kainate receptors) constitute ligand-gated cation-
selective ion channels and thus belong to the ionotropic receptor family
(Fig. 3.20).

The ionotropic receptors include a glutamate-sensitive ion channel that opens
upon activation and allows the influx of Na* and K* and/or Ca**, which subse-
quently elecit fast excitatory responses, measurable in the form of excitatory
postsynaptic potentials (EPSP). However, the effects of the ionotropic receptors
are not confined to these fast postsynaptic responses, but include post- and pre-
synaptic processes that are involved in long-lasting changes in synaptic activity
(see below).
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Table 3.7 Glutamatergic receptors and their general
properties. The table indicates the different receptor types
and their properties. Some common agonists and antagonists
are shown. Abbreviations: L-AP4=L-2-amino-4-phospho-
nobutanoic acid; 2-AP5=D-2-amino-5-phosphonopentanoic
acid; 2-AP7=D-2-amino-7-phosphonoheptanoic acid;
CCG=2-carboxycyclopropylglycine; CGP39653 =2-amino-4-
propyl-5-phosphonopentenoic acid; 4C3HPG = (S)-4-carboxy-3-
hydroxyphenylglycine; CNQX=6-cyano-7-nitroquinoxaline-2,3-
dione; 4CPG = (S)-4-carboxyphenylglycine;
CPP={3-[(+)-carboxypiperazin-4-yl|prop-1-yl} phosphonic acid;
5,7-di-Cl-Kyn=5,7-dicholorokynurenic acid; DNQX=6,7-dinitro-
quinoxaline-2,3-dione; GAMS =glutamylaminomethylsulfonate;
3HPG=(S)-3-hydroxyphenylglycine; |]ST=Joro spider toxin;
MK-801 = (+)-5-methyl-10,11-dihydro-5H-dibenzo[a,d]cyclo-
hepten-5,10-imine; NBQX=2,3-dihydroxy-6-nitro-7-sulfamoyl-
benzo[f]quinoxaline.

lonotropic receptor Metabotropic
receptor
Receptor subtype  NMDA AMPA Kainate mGluR
Selective NMDA AMPA Kainate Quisqualate,
agonists L-AP4
Functional Activation of Activation of Na* Activation of Na* Activation of
characteristics Na*, K* and Ca** and K* channels and K* channels phospholipase C;

Other agonists

Competitive
antagonists

Allosteric
modulators

Antagonists on
allosteric binding
sites

Inhibitors of the
ion channel

channels

Ibotenate,
quinolinate

2-AP5, 2-AP7,
CPP, CGP39653

Glycin, D-serin,
spermin
5,7-diCl-Kyn,
HA-966, CNQX

PCP, MK-801,
Ketamine

Quisqualate,
kainate, domoate

CNQX, NBQX,
DNQX

Benzothiazide

Jorospider toxine
(JST)

Domoat,
acromelic acids
A and B

GAMS,
glutamyl-glycine

Concanavalin A
(Con A)

inhibition of
adenylate cyclase
Quisqualat,
L-serine
O-phosphate,
ibotenat, CCG
Phenylglycine
analogs (3HPG,
4CPG, 4C3HPG)
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Fig. 3.19 Structures of the endogenous agonists aspartate
and glutamate and of the receptor subtype-selective agonists
NMDA, AMPA and kainate.

Table 3.8 Some characteristics of the exitatory amino acid receptors.

Receptor gene/ Structur

Characteristics

subunit

NMDA

NR1 Homo- or heteromer Eight splice-variants of a single gene
AMPA

GluR1-4 Homo- or heteromer Splice-variants, named "flip” and "flop”
Kainate

GluR5 Homo- or heteromer Low-affinity kainate-binding site
GluR6

GluR7 Heteromer only Low-affinity kainate-binding site
KA-1 Heteromer only High-affinity kainate-binding site
KA-2

Metabotropic

mGluR1-8 Homomer only Does not form an ion channel
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The family of excitatory amino acid receptors

|

lonotropic Metabotropic
NMDA-Type AMPA-Type KA-Type ﬂg{:g
NR-1 GIuR1 GIuR5 ‘mGIuR3
NR-2A GIuR2 GIuR6 mGIuR4
NR-2B GIuR3 GIuR7 ‘mGIuR5
NR-2C GluR4 KA1 mGIuR7
KA2 ‘mGIuR8
Fig. 3.20 The family of excitatory amino acid receptors linked to the activation of
receptors and their subfamilies. The class of phospholipase C (PLC) or the inhibition of
the ionotropic receptors includes NMDA, adenylate cyclase. Each receptor type is
AMPA and kainate receptors. The class of known to be composed of different
the metabotropic receptors includes subtypes.

The metabotropic receptors are coupled to G proteins. The activation of the
metabotropic receptors impinges on a second messenger cascade which pro-
duces a delayed synaptic response.

NMDA receptors

The NMDA receptors seem to be most prominent in mammals. NMDA recep-

tors are selectively activated by the drug NMDA and they are less selectively acti-

vated by glutamate, aspartate or homocysteate (HC).

The NMDA receptors respond to glutamate in a relatively slow fashion (in
comparison to the other ionotropic excitatory amino acid receptors). This slow
responsiveness is thought to be due to the fact that Mg** tonically inhibits
NMDA receptors.

The current topological model of the NMDA receptor consists of a complex of
five transmembrane proteins with different specific binding sites associated
with an ion channel which is permeable to Ca**, Na* and K* (Fig.3.21).

The different binding sites of the NMDA receptors can be divided into four
categories:

e A main binding site for agonists like NMDA, glutamate and competitive an-
tagonists, including D-2-amino-5-phosphonopentanoic acid (AP5), cis-4-(phos-
phonomethyl)piperidine-2-carboxylic acid (CGS 19755), and 3-[(+)-2-carboxypi-
perazin-4-yl] propyl-1-phosphonic acid (CPP).

¢ A ligand-gated ion channel. This channel can be blocked at two specific sites:
a voltage-dependent cation site, which is blocked by Mg?* and a binding site,
which is a target for some substances acting as non-competitive NMDA an-
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Fig. 3.21 NMDA receptor with its binding
and modulatory sites. Part (A) depicts the
closed receptor with Mg?* block. Upon
glutamate binding and Mg release, the

and K* efflux (B). The different modulatory
binding sites are indicated at the
extracellular extremities of the receptor and
the subunits at the cytoplasmic aspect.

channel is open for Ca®* and Na* entrance

tagonists: 1-(1-(2-thienyl)cyclohexyl)piperidine (TCP) and (5-methyl-10,11-dihy-
dro-5H-dienzocyclohepten-5,10-imine maleate (MK-801).

e Different regulatory binding sites such as an allosteric binding site for glycine
and a polyamine site as well as Mg** and Zn®" selective sites. These sites ex-
ert either negative or positive control over the function of the NMDA recep-
tors.

The NMDA receptors play an important role in the excitatory amino acid in-
duced transmission and in synaptogenesis. Under resting potential conditions,
the NMDA receptors are not activated and the ion channel is blocked by Mg*".
On depolarization, the magnesium block is released and the channel opens,
thereby allowing the exchange of ions through the channel pore. The opening
of the NMDA receptor ion channel increases the permeability for Na*, K and
Ca”". One essential consequence of the entry of extracellular calcium through
the channel is the activation of a variety of processes which alter the properties
of the neuron. Excess of intracellular Ca** is also toxic to neurons; and hyperac-
tivation of the NMDA receptor is thought to play an important role in several
neurodegenerative disorders (see below).

Experiments using cDNA cloning have revealed the molecular diversity of
NMDA receptor channels. The identification of multiple subunits with distinct
distributions, properties and regulation implies that NMDA receptor channels
are heterogeneous in their pharmacological properties, depending on the brain
region and the developmental stage.
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The deduced primary structures of the NMDA receptors share a homology of
about 22-26% with the AMPA/kainate receptors. According to hydropathicity
analyses, the ionotropic NMDA receptor forms four transmembrane segments.
The second transmembrane section seems to be responsible for the formation
of the ion channel and is flanked by negatively charged groups. In the original
model, the transmembrane domains were proposed to be organized in a man-
ner similar to the nicotinic ACh receptor, with the N-terminus and the C-termi-
nus residing extracellularly and the loop between the third and fourth trans-
membrane domains extending into the cytoplasm. The currently proposed mod-
el differs insofar as the second membrane-spanning segment is considered to
form a kink within the membrane and runs back into the cytoplasm akin to the
model proposed for the pore-forming domain of voltage-activated K* channels.
Both alternative models affect the consideration of which parts of the receptor
are accessible for intracellular processing like phosphorylation or glycosylation.
The intracellular domains provide consensus sequences, which are targets for
protein kinase C and calmodulin-dependent kinases.

The NMDA receptors are heteromeric complexes, which consist of two differ-
ent subunits:

e NRI subunits: The NR1 family is encoded by a single gene, but alternative
splicing generates at least eight different splice variants: NR1-1a, NR1-1b,
NR1-2a, NR1-2b, NR1-3a, NR1-3b, NR1-4a, NR1-4b. A further isoform, NR1-5,
seems to be biologically inactive. The NR1 subunits, when expressed in Xeno-
pus oocytes, are able to form functionally active homomeric NMDA receptors.

e NR2 subunits: The predicted amino acid sequence of the NR2 subunits shares
a homology of about 15% with the NR1 subunits. The NR2 subfamily is en-
coded by four different genes (NR2A-NR2D) and gives rise to five isoforms,
which are named NR2-a, NR2-b, NR2-c, NR2-d1 and NR2-d2. The NR2 sub-
units, when expressed in oocytes, are unable to form a functional homomeric
receptor.

The NR1 subunit seems to be an essential constituent of functional NMDA re-
ceptors and the subunit NR2 (NR2a-NR2d) is associated with one or more sub-
units of the NR1 type. The NR1 subunits are considered to form the molecular
backbone of the receptor, while the subunit NR2 is assumed to be responsible
for its physiological and pharmacological properties.

NMDA receptors are found in high densities in the cerebral cortex, the hippo-
campus, the basal ganglia, the hypothalamus and the olfactory bulb. The distri-
bution pattern of NMDA receptors seems to be consistent with the expression
of heteromeric receptors made up of one NR1 subunit and different NR2 sub-
units. The mRNA of the NR1 subunit is expressed throughout the brain, while
the mRNA of the NR2 subunits exhibits a more restricted spatial and temporal
expression.

Historically, the ionotropic glutamate receptors have been described as either
NMDA or non-NMDA subtypes, depending on their abiliy to bind NMDA.
AMPA and kainate receptors have been grouped to the non-NMDA receptor
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family. Unlike the NMDA receptors, the non-NMDA receptors mediate fast exci-
tatory synaptic transmission and they are primarily associated with voltage-inde-
pendent channels.

AMPA receptors

AMPA receptors are ionotropic receptors and they belong to the group of non-
NMDA-receptors. From the pharmacological point of view, they are not as well
characterized as the NMDA receptors.

The AMPA receptors can be activated by the agonists a-amino-3-hydroxy-5-
methyl-4-isoxazolleproprionat (AMPA), quisqualate and glutamate. Despite the
absence of a specific antagonist for the AMPA receptors, several substances
show relatively selective effects. Among these substances are glutamyl-ami-
noethyl-sulfonate (GAMS), glutamylglycine (DGG) and 6-cyano-7-nitroquinoxa-
line-2,3-dion (CNQX).

The AMPA receptors are associated with a cation-selective ion channel which
is permeable for monovalent cations, like Na* and K. Under certain combina-
torial conditions of the receptor subunits, it also becomes permeable to Ca**.

Molecular biological techniques have allowed the cloning of several cDNAs cod-
ing for at least four different subtypes of AMPA receptors. These subtypes were
named GluR,, GluRg, GluRc, GluRp, or alternatively GluR1, GluR2, GluR3,
GluR4. The different subfamilies of glutamate receptors share a homology in their
predicted amino acid sequence of about 70% and each subunit is about 900 amino
acids in length. The ensemble of the subunits which form the receptor and its as-
sociated ion channel provides, to a considerable degree, a combinatorial freedom
that strongly influences the functional properties of the channel.

Like GABA, or nicotinic receptors, a combination of different subunits can
form a functional receptor. Functional AMPA receptor channels can be as-
sembled by expression of one type of subunit or by co-expression of two or four
subunits. However, the homomeric receptors differ in their permeability to
Ca®*. For instance, when homomeric channels consisting of GluR2 subunits are
functionally expressed in Xenopus oocytes, they exhibit little current in the pres-
ence of an agonist, unlike the large inwardly rectifying currents obtained when
GluR1 or GluR3 are expressed.

Apparently, homomeric GluR2 channels form poorly conducting receptors.
However, when GluR2 is coexpressed with either GluR1 or GluR3, the proper-
ties of the channel are distinctly different. In this case, the channel shows little
rectification and a nearly linear I/V plot. Closer examination reveals that GluR1
and GluR3, either independently or under coexpression conditions, show chan-
nels permeable to Ca’*, unlike channels which contain GluR2 subunits. In this
case, any subunit combination makes the receptor impermeable to Ca’**. Ob-
viously, the physiological properties of the glutamate receptors can be quite dif-
ferent and elicit different responses depending on the subunit composition ex-
pressed in a particular type of neuron.

In addition, all subtypes can occur in two forms. These two forms are prod-
ucts of alternative splicing and they can be distinguished by the presence or the
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absence of a segment in the last transmembrane domain. These two splice vari-
ants are named “flip” and “flop” and they have different effects upon the ki-
netics and the amplitude of agonist-induced responses of the channels. Chan-
nels formed by the GluR-D “flip” variant, for example, show a slower desensiti-
zation kinetic than receptors formed by GluR-D “flop” variant.

Furthermore, both variants show different expression patterns in the adult
and in the developing brain. An additional variation of the functional properties
of recombinant AMPA receptors can be achieved by posttranscriptional RNA
editing of the subtypes. RNA editing specifically permutates the encoded amino
acid residues by deletion or insertion of single nucleotides, which usually leads
to modified functional properties of the protein. In glutamate receptors, conver-
sion of specific adenosine (A) residues to inosine (I) causes either a CAG — CIG
conversion, with the consequence that arginine is changed to a glycine residue,
or an AGA — IGA conversion having the same consequence. The most dramatic
functional effects of RNA editing have been shown with edited sites located
within the ion permeation pathway. When a glutamine (Q) residue at position
586 (for example present in all AMPA receptor protein except GluR2) is altered
to an arginine (R) via RNA editing — a change that has been coined the Q/R
site — the permation pore shuts off the calcium permeability and causes a linear
current-voltage relationship instead of the normally inwardly rectifying relation-
ship. AMPA receptors show an alteration of the GluR2/R3 expression during
development [increasing to a peak between postnatal day (PND) 10 and PND 15
and then decreasing to a plateau at PND 30]; and this expression is subject to
changes in the adult brain under pathological conditions. It is believed that an
altered expression of GluR2 mRNA precedes neuronal degeneration.

The AMPA receptors are widely distributed in the central nervous system and
their pattern is different from that of the NMDA receptors. High densities of
AMPA receptors have been identified in the neocortex, the hippocampus, the
lateral septum, the basolateral nucleus and the lateral nucleus of the amygdala,
the caudate-putamen, the nucleus accumbens, the bulbus olfactorius and in the
molecular layers of the cerebellum.

In the hippocampal formation, AMPA receptors are located preferentially in
the pyramidal layer of the cerebral cortex, where they are primarily found, like
NMDA receptors, in layer II and layer III.

GluR1-4 are widely distributed in the brain; however, the expression pattern
and relative abundance of the different GluR subunits differ among various
brain areas. In the hippocampus, for example, GluR1-3 mRNAs are highly ex-
pressed in the fields CA1, CA2 and CA3 and in the granule cells of the dentate
gyrus. A low expression of GluR2—4 has been shown in the striatum, accompa-
nied by a high expression of GluR1. The cerebral cortex exhibits high levels of
GluR2 and GluR3, but shows low expression of GluR4.

GluR2 and GluR4 are abundant in the cerebellum and in the “Bergmann’
glia.
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Kainate receptors

Kainate receptors can be activated by kainate and glutamate. The substances
glutamylaminomethylsulfonate (GAMS), 6-cyano-7-nitroquinoxaline-2,3-dione
(CNQX) and 5-nitro-6,7,8,9-tetrahydrobenzo[GJindole-2,3-dione-3-oxime (NS102)
show weak antagonizing effects on the kainate receptor, but no specific antago-
nists have been found yet.

Selective antagonists are currently not available. For this reason, it was
thought for a long time that AMPA and kainate receptors were identical (and
were thus termed the AMPA/kainate receptor).

Like the AMPA receptors, the kainate receptors are associated with an ion
channel which is permeable for the monovalent cations Na" and K" and for
Ca*.

High-affinity kainate receptors are formed by different subunits, which belong
to two structural classes. These two classes consist of the subtypes GIuR5,
GluR6, GluR7 and KA-1 and KA-2. Sequence homology of both classes is less
than 50%.

One class comprises GluRS5, GluR6 and GluR7, which share a homology of
about 80% with one another, but they share a homology of only 40% with the sub-
units of the AMPA receptors. The homomeric expression of GluR5 or GluR6, but
not GluR?7, yields functional channels with a low affinity for kainate.

In addition, GluR5 and GluR6 occur in two isoforms. These differ in their
Q/R site (see above) due to RNA editing.

The second class comprises KA-1 and KA-2. Homomeric expression of both
subtypes yields channels exhibiting a high affinity for kainate, but the homo-
meric expression does not qualify for agonist-sensitive ion channels.

Functional channels with affinity for kainate are also formed by coexpression
of KA-1 or KA-2 in combination with GluR5 or GluR6.

Kainate receptors have been found in the neocortex, the piriform cortex and
the hippocampal formation as well as in the caudate-putamen, the reticular nu-
cleus of the thalamus and in other brain areas. The distribution patterns of kai-
nate receptors depend on the configuration of the subtype. By in situ hybridiza-
tion it has been demonstrated that the mRNAs of different kainate receptor sub-
units are differentially expressed.

The GluR5 mRNA is localized in the piriform and cingulate cortex, the medi-
al nucleus of the amygdala, the medial habenula and in the Purkinje layer of
the cerebellum.

The mRNA coding for GluR6 is found in the hippocampus, the caudate-puta-
men and in the granular layer of the cerebellum, while the distribution of KA-1
seems to be limited to the hippocampal formation (region CA3 and dentate
gyrus).

The KA-2 subunit is extensively distributed in the brain with the exception of
some thalamic brain nuclei. High levels of KA-2 mRNA are present in the cere-
bral cortex, the hippocampal formation and the cerebellum.

The precise function of the kainate receptors has not been clarified in detail.
It has been shown that the high-affinity binding sites for kainate are located
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preferentially on presynaptic membranes. It is possible, therefore, that these re-
ceptors are mainly involved in modulating the release of excitatory amino acids
and additional neurotransmitters or neuromodulators.

The metabotropic glutamate receptors

The metabotropic glutamate receptors (Qp) are coupled to G proteins and the sig-
nal transduction involves different second-messenger systems. The metabotropic
receptors generate slow postsynaptic responses after an adequate stimulus.

The metabotropic glutamate receptors reveal a considerable diversity in signal
transduction pathways. They either interact with the adenylate cyclase system or
with the protein kinase C system. Additionally, they are capable of activating the
phospolipase C-DAG-IP3 pathway.

Moreover, a direct coupling of G proteins to cation channels may also occur,
since activation of the metabotropic receptors can influence voltage-gated K*
and Ca®* channels.

The metabotropic receptors are activated by glutamate, quisqualate, 1-amino-
cyclopentane-(1S,3R)-dicarboxylic acid (ACPD) or L-serine-O-phosphate and ibo-
tenic acid. However, they are resistent to activation by NMDA, AMPA or kai-
nate.

Eight different metabotropic glutamate receptors (mGluR1-mGluR8) have been
described. They share about 40% homology with each other and they all belong to
the family of receptors sharing the seven membrane-spanning motif (Fig. 3.22).
The eight receptors have been classified into three groups based on their linkage
to second-messenger systems and their pharmacology: group I (mGluR1 and
mGluR5) act via the phospholipase C system, whereas group II (mGluR2 and
mGluR3) and group III (mGluR4, mGluR6, mGluR7 and mGluR8) inhibit adeny-
late cyclase. Groups II and III differ in their affinity to several agonists. Metabo-
tropic receptors of group II can be activated by CCG, whereas receptors of group
IIT bind the agonists L-serine-O-phosphate and 2-AP4.

The metabotropic glutamate receptors are widely expressed throughout the
central nervous system, but the different subtypes are differentially distributed.

The mGlIuR1 receptors were found in high densities in the following areas:
the hippocampus, the thalamus, the lateral septum, the olfactory bulb and in
the Purkinje cells of the cerebellum. They appear to be localized postsynapti-
cally.

The mGluR2 receptors have been shown in the entorhinal cortex, the parasu-
bicular cortex, the dentate gyrus, the accessory olfactory bulbs and in Golgi cells
of the cerebellum, where they seem to be primarily located at presynaptic sites.

The mGluR3 receptors are more widely distributed than mGluR2 in the
brain. They have been demonstrated in the cerebral cortex, the dentate gyrus,
the nucleus reticularis of the thalamus, the caudate-putamen and in the su-
praoptic nucleus. In addition, mGIuR3 receptors have been found in glia.

Expression of mGluR4 receptors is prominent in the dentate gyrus, the hip-
pocampal area CA3, the entorhinal cortex, the lateral septum, the thalamus, the
olfactory bulb, the pontine nucleus and in the granule cells of the cerebellum.
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Fig. 3.22 The metabotropic glutamate receptors and their putative amino acid sequences.

The mGluR5 receptors occur in the cerebral cortex, the hippocampus (areas
CA1-CA4, subiculum, dentate gyrus), the lateral septum, the caudate-putamen,
the nucleus accumbens and in the olfactory bulb.

The mGIuR6 receptors seem to be absent from brain tissues, but are ex-
pressed in bipolar cells of the retina.

Expression of mGluR7 has been found in the cerebral cortex, the hippocam-
pus, the thalamus, the caudate-putamen and in the olfactory bulb.

The mGluR8 receptors are more locally restricted and occur in the olfactory
bulb, the olfactory tubercle and in the mammillary bodies.

The functional significance of the metabotropic receptors has been subject of
extensive investigations. They are considered to contribute to delayed neuronal
responses and to synaptic plasticity. Since application of agonists of metabotro-
pic glutamate receptors can potentiate long-term potentiation (LTP), it is be-
lieved that these receptors are involved in processes coupled to learning and
memory storage.

3.4.6
Biological Effects

Glutamate is involved in fast synaptic transmission, eliciting a postsynaptic de-
polarization, as indicated above.

Besides the fast excitatory effect, which occurs in the millisecond range, gluta-
mate can produce long-lasting activity-dependent changes of neuronal excitabil-
ity, as is the case in long-term potentiation (LTP) of synaptic transmission.

Additional functional features comprise:
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e neuroendocrine regulatory functions by influencing the secretion of pituitary
hormones, which play a role in the reproductive cycle;

e participation in neuronal migration in some brain areas during development;

e involvement in the reception and processing of environmental stimuli and
motor behavior.

By enumerating the diverse function of glutamate, it becomes obvious that the
function of glutamatergic synapses is not confined to serving as electrochemical
relays for fast interneuronal signal transmission, but that they also participate
in processes related to storage of information. The remarkable capacity of the
brain to translate transient experience into almost infinite numbers of mem-
ories has been attributed to long-lasting, activity-dependent changes in synaptic
activity. This storage is believed to be electrophysiologically translated as a modi-
fication of synaptic strength, either by an augmentation of synaptic efficacy
(which is obvious in long-term potentiation; LTP) or by its reduction (obvious in
long-term depression; LTD).

In the central nervous system, long-lasting synaptic modifications of the LIP
type are best studied in the hippocampus, specifically on the synapses of the
Schaffer collateral and commissural axons and the apical dendrites of CA1 pyra-
midal cells.

Long-term potentiation (LTP) is defined as an increase in the efficacy of the
synaptic responses, which can be experimentally induced by repetitive electrical
stimulation or by the application of some drugs, particularly NMDA. After LTP
is triggered rapidly (within seconds), it can last for hours within in vitro pre-
parations and for days in vivo.

Glutamate appears to play a crucial role in these processes since glutamate re-
lease can be observed during LTP production throughout the mammalian brain,
including the cerebral cortex. It is well accepted that postsynaptic NMDA recep-
tors play an important role in the generation of LTP. Application of NMDA re-
ceptor antagonists, like AP7 and APS5, prior to the tetanic stimulation, can com-
pletely inhibit the induction of LTP. Preventing the rise in postsynaptic Ca**
with Ca®" chelators also blocks LTP, whereas directly raising the postsynaptic
Ca®* concentration by photolysis of caged Ca®* can mimic LTP. In agreement
with these functional observations is the fact that NMDA receptors are found in
brain areas which are believed to be involved in memory formation and learn-
ing.

LTP may also involve a long-lasting increase in the release of transmitters
(presynaptic effect) as well as the sensitization of postsynaptic membranes to
the transmitter.

The detailed electrophysiological and molecular mechanisms underlying LTP
are an actively debated topic. An important role in the activation mechanism of
the NMDA receptor is conveyed by the calcium/calmodulin-dependent kinase II
(CaMKII). Evidence from clinical studies and knockout animals show that LTP
induced by glutamate contributes substantially to specific forms of memory stor-
age, in particular spatial memory formation.
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Furthermore, in vitro studies have shown that glutamate exerts positive effects
on the survival, growth and development of neurons in the cerebellum and that
glutamate can stimulate the outgrowth of dendrites of pyramidal cells in the
hippocampus. These data are in agreement with findings on the density of
NMDA receptors within the caudate-putamen and the hippocampus, which
show a significantly higher expression in the young compared to adult animals.

The allosteric binding sites (like the glycine-binding site: see previous section,
under NMDA receptors) have a higher density in adult animals. This indicates
that there is a specific morphogenetic regulation of different components of the
NMDA receptor during development.

The NMDA receptor as a target for D-amino acids

The existence of two glycine-binding sites, strychnine-sensitive and strychnine-
insensitive (see Section 3.5), in mammalian brain centers have been demon-
strated by radioligand-binding techniques. Glycine has been found to increase
the NMDA response in a strychnine-independent manner. It also increases the
frequency of channel opening without altering their conductance or mean open
time in the presence of NMDA under patch clamp conditions. Occupation of
the NMDA glycine site seems to be an absolute requirement for receptor activa-
tion. Support for the absolute requirement of glycine site agonist for NMDA re-
ceptor activation comes from blocking experiments exploiting the selective gly-
cine site antagonist 7-chlorokynurenate (7-Cl-Kyn), which results in a complete
block of NMDA responses after exposure to glycine. D-serine, the D-isomer of
the non-essential amino acid L-serine, was found to act in a similar manner.
The EDs, values of D-serine were found to be even lower in functional expres-
sion systems using various heteromeric combinations of NMDA receptor sub-
units. In support of the concept that D-serine constitutes an endogeous co-acti-
vator at the glutamatergic NMDA receptor is the finding that: (1) D-serine is
confined predominantly to forebrain structure, the hippocampus and the stria-
tum in the adult brain and (2) the developmental expression pattern corre-
sponds well with those of the NMDA receptor. Interestingly the D-isomer of L-
aspartate, D-aspartate, has also been found to activate the NMDA receptor at its
glutamate-binding site. Unlike D-serine, the concentration of D-aspartate yields
highest levels during early embryogenesis and declines dramatically during late
gestation, indicating that this D-amino acid may play a role in developmental
processes rather than being an important physiological effector in the mature
brain. Since the NMDA subtype of glutamate receptors is essential for many de-
velopmental, learning and memory storage processes in mammals, the exis-
tence of endogenous agonists acting at its glycine-binding site are of consider-
able importance in respect to pathological disorders where the glutamatergic
system is involved (see below).
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347
Neurological Disorders and Neurodegenerative Diseases

The biological effects of excitatory amino acids as described above are consistent
with the idea of glutamate being a Janus-faced neurotransmitter: on one hand,
it provides beneficial effects in the regulation of neuronal growth and differen-
tiation; on the other, excitatory amino acids can be harmful to brain tissue. This
happens when large amounts of glutamate or aspartate are released into the ex-
tracellular space with the consequence of hyperactivation of glutamate receptors,
an effect which has been termed “excitotoxicity”.

This can be observed in ischemia, hypoglycemia, epileptic seizures and in
neurodegenerative diseases such as Alzheimer’s disease, Parkinsonism and
amyotropic lateral sclerosis.

The excitotoxic effect is related to the massive entry of Ca®" into the cells as a
consequence of the sustained activation of glutamate receptors. An excessive
raise in intracellular Ca®* accounts for multiple cytotoxic damage to the neurons
such as perturbation of cytoskeletal proteins and activation of proteases and
phospholipases. In addition to their proteolytic and lipolytic acitivity these en-
zymes result in the formation of free radicals which damage the cells. It is gen-
erally believed that the most important mechanism mediating the toxic influx
of Ca®* into neurons, is the ionotropic channel of the NMDA receptors.

The following arguments support this view:

e Cerebral ischemia is coupled to a massive increase in the extracellular concen-
trations of aspartate and glutamate.

e Prior to the accumulation of excitatory amino acids in the extracellular space,
stimulation of AMPA receptors takes place; this is followed by a depolariza-
tion of neurons, which in turn allows the activation of NMDA receptors.

o Treatment with competitive antagonists, like APV, CPP, CGS 19755 or non-
competitive antagonists (phencyclidine, MK-801) of the NMDA receptor, can
protect neurons from the neurotoxic effects.

In fact, some experimental data provide evidence for the neuroprotective effects
of NMDA antagonists, thus corroborating this concept. For instance, cell death,
induced by a transient ischemia of the middle cerebral artery occurs after a de-
lay of 24-48h. Administration of NMDA antagonists shortly after induction of
the ischemic stress can reduce the number of damaged cells. One such drug is
MK801. For this reason, the use of NMDA receptor antagonists could be advan-
tageous in the therapy of ischemic insults, traumatic lesions and epilepsy. Clini-
cal trials have yet to substantiate these therapeutic possibilities.

NMDA receptors have also been implicated in the pathophysiology of schizo-
phrenia. In particular, the glycine modulatory site of the NMDA receptors is
considered to participate in clinical manifestation of schizophrenia and is cur-
rently a favored theraupeutic target. The glycine site at the NMDAR affects
channel open time and desensitization rate in the presence of agonist (gluta-
mate), but does not, of itself, induce channel opening. The glycine binding site
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is also sensitive for D-serine and D-cycloserine; and it represents the strych-
nine-insensitive target of the glycine receptors. The strongest clinical data vali-
dating glutamatergic mechanisms behind schizophrenic symptoms come from
studies with NMDAR glycine-site agonists, which function as positive allosteric
modulators of the NMDAR complex. Clinical trials with NMDA receptor ago-
nists (glycine, D-serine and D-cycloserine) together with typical antipsychotic
drugs revealed large effect size improvements in negative and cognitive symp-
toms of schizophrenia.

Other neuropsychiatric disorders may also represent appropriate targets for
glutamatergic agents. Stimulation may be beneficial in disorders associated with
primary memory deficits, whereas inhibition may exert positive effects in disor-
ders with neurodegeneration. Effects of glutamatergic agents have been studied
more extensively with regard to Alzheimer’s disease (AD), anxiety and posttrau-
matic stress disorder (PTSD). NMDAR antagonists have been used to attempt
to slow down excitotoxic neurodegeneration in AD. Memantine, a weak
NMDAR channel blocker, has shown safety and efficacy in slowing the decline
in moderate to advanced AD. The effect of memantine has been contributed to
mimicking the voltage-dependent Mg”* blockade of the NMDAR, which is
found to be reduced during the progression of AD. Thus memantine seems to
take over the physiological role of Mg”*.

Benzodiazepines and barbiturates are by far the most common group of
drugs for the treatment of anxiety. The rational behind this therapeutic para-
digm is to increase the inhibitory impact of GABAergic transmission. On the
simplest level, a similar neurochemical effect could be achieved by reducing ex-
citatory glutamatergic neurotransmission. AMPA receptor agonists, or group II/
IIT metabotropic agonists could in theory achieve such an effect. Preclinical
studies gained some promising outcome of some of the available drugs, but
further follow-up studies need to be done in order to substantiate the therapeu-
tic efficacy of this concept.

A further focus of glutamatergic therapies is related to neuropathic pain.
Here the NMDA receptor and, in particular, glycine-site antagonists have shown
much promise in this arena.
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3.5
Glycine

3.5.1
General Aspects and History

In mammals, glycine belongs to the non-essential amino acids. Glycine is capa-
ble of crossing the blood-brain barrier and thus can be transported from the
blood into the spinal cord and brain.

Like glutamate and GABA, glycine is part of the common protein metabolism
and shares with these amino acids the same difficulties in separating its meta-
bolic and neurotransmitter function.

Until the early 1960s, glycine was considered to be of minor importance in
synaptic transmission because of its simple structure and its ubiquitous distri-
bution as a member of protein and nucleotide metabolism. Between 1960 and
1970, however, it became apparent that glycine is a potent neurotransmitter in
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the spinal chord and brain stem. Today, GABA and glycine are known to be the
main inhibitory transmitters in the central nervous system acting through iono-
tropic receptors. More recently, glycine has been found to play a role in the
functional modulation of N-methyl-D-aspartate (NMDA) receptors (see Section
3.4).

3.5.2
Localization Within the Central Nervous System

Glycine is present at very high concentrations in the spinal cord, the pons and
the medulla oblongata, as well as in suprabulbar regions of the central nervous
system. At somewhat lower concentrations, glycine has been found in the cere-
bellum, the forebrain and the retina.

Colocalization of glycine with other neurotransmitters is also known. For ex-
ample, glycine coexists with GABA in some interneurons of the dorsal horn of
the spinal chord.

3.5.3
Biosynthesis and Degradation

The precise metabolic pathway for glycine in the transmitter pool is not fully
understood. However, ample evidence suggests that most of the glycine in the
central nervous system is synthesized from glucose via serine in mitochondria.
It is presumed that the enzyme serine hydroxymethyltransferase is responsible
for converting serine to glycine. An alternative, possible pathway for the synthe-
sis of glycine is from isocitrate by the activity of the enzyme isocitrate lyase and
subsequent transamination by glycine a-ketoglutarate aminotransferase.

The degradation of the neurotransmitter glycine still remains unclear, but it
has been shown that glycine can be metabolized to f