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Preface

Whether judged in molecular, cellular, systemic, behavioral, or cogni-
tive terms, the human nervous system is a stupendous piece of bio-
logical machinery. Given its accomplishments—all the artifacts of
human culture, for instance—there is good reason for wanting to
understand how the brain and the rest of the nervous system works.
The debilitating and costly effects of neurological and psychiatric dis-
ease add a further sense of urgency to this quest. The aim of this book
is to highlight the intellectual challenges and excitement—as well as
the uncertainties—of what many see as the last great frontier of bio-
logical science. The information presented should serve as a starting
point for undergraduates, medical students, graduate students in the
neurosciences, and others who want to understand how the human
nervous system operates. Like any other great challenge, neuro-
science should be, and is, full of debate, dissension, and considerable
fun. All these ingredients have gone into the construction of the third
edition of this book; we hope they will be conveyed in equal measure
to readers at all levels.
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Chapter 1

Overview

Neuroscience encompasses a broad range of questions about how nervous
systems are organized, and how they function to generate behavior. These
questions can be explored using the analytical tools of genetics, molecular
and cell biology, systems anatomy and physiology, behavioral biology, and
psychology. The major challenge for a student of neuroscience is to integrate
the diverse knowledge derived from these various levels of analysis into a
more or less coherent understanding of brain structure and function (one
has to qualify this statement because so many questions remain unan-
swered). Many of the issues that have been explored successfully concern
how the principal cells of any nervous system—neurons and glia—perform
their basic functions in anatomical, electrophysiological, and molecular
terms. The varieties of neurons and supporting glial cells that have been
identified are assembled into ensembles called neural circuits, and these cir-
cuits are the primary components of neural systems that process specific
types of information. Neural systems comprise neurons and circuits in a
number of discrete anatomical locations in the brain. These systems subserve
one of three general functions. Sensory systems represent information about
the state of the organism and its environment, motor systems organize and
generate actions; and associational systems link the sensory and motor sides
of the nervous system, providing the basis for “higher-order” functions such
as perception, attention, cognition, emotions, rational thinking, and other
complex brain functions that lie at the core of understanding human beings,
their history and their future.

Genetics, Genomics, and the Brain

The recently completed sequencing of the genome in humans, mice, the fruit
fly Drosophila melanogaster, and the nematode worm Caenorhabditis elegans is
perhaps the logical starting point for studying the brain and the rest of the
nervous system; after all, this inherited information is also the starting point
of each individual organism. The relative ease of obtaining, analyzing, and
correlating gene sequences with neurobiological observations has facilitated
a wealth of new insights into the basic biology of the nervous system. In par-
allel with studies of normal nervous systems, the genetic analysis of human
pedigrees with various brain diseases has led to a widespread sense that it
will soon be possible to understand and treat disorders long considered
beyond the reach of science and medicine.

A gene consists of DNA sequences called exons that are transcribed into a
messenger RNA and subsequently a protein. The set of exons that defines
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Figure 1.1 Estimates of the number of
genes in the human genome, as well as
in the genomes of the mouse, the fruit
fly Drosophila melanogaster, and the
nematode worm Caenorhabditis elegans.

(o 1

0 10,000 20,000 30,000 40,000 50,000
Number of genes

the transcript of any gene is flanked by upstream (or 5") and downstream (or
3) regulatory sequences that control gene expression. In addition, sequences
between exons—called introns—further influence transcription. Of the
approximately 35,000 genes in the human genome, a majority are expressed
in the developing and adult brain; the same is true in mice, flies, and
worms—the species commonly used in modern genetics (and increasingly in
neuroscience) (Figure 1.1). Nevertheless, very few genes are uniquely ex-
pressed in neurons, indicating that nerve cells share most of the basic struc-
tural and functional properties of other cells. Accordingly, most “brain-
specific” genetic information must reside in the remainder of nucleic acid
sequences—regulatory sequences and introns—that control the timing,
quantity, variability and cellular specificity of gene expression.

One of the most promising dividends of sequencing the human genome
has been the realization that one or a few genes, when altered (mutated), can
begin to explain some aspects of neurological and psychiatric diseases.
Before the “postgenomic era” (which began following completion of the
sequencing of the human genome), many of the most devastating brain dis-
eases remained largely mysterious because there was little sense of how or
why the normal biology of the nervous system was compromised. The iden-
tification of genes correlated with disorders such as Huntington’s disease,
Parkinson’s disease, Alzheimer’s disease, major depression, and schizophre-
nia has provided a promising start to understanding these pathological
processes in a much deeper way (and thus devising rational therapies).

Genetic and genomic information alone do not completely explain how
the brain normally works or how disease processes disrupt its function. To
achieve these goals it is equally essential to understand the cell biology,
anatomy, and physiology of the brain in health as well as disease.

The Cellular Components of the Nervous System

Early in the nineteenth century, the cell was recognized as the fundamental
unit of all living organisms. It was not until well into the twentieth century,
however, that neuroscientists agreed that nervous tissue, like all other
organs, is made up of these fundamental units. The major reason was that
the first generation of “modern” neurobiologists in the nineteenth century
had difficulty resolving the unitary nature of nerve cells with the micro-
scopes and cell staining techniques that were then available. This inade-
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quacy was exacerbated by the extraordinarily complex shapes and extensive
branches of individual nerve cells, which further obscured their resemblance
to the geometrically simpler cells of other tissues (Figures 1.2-1.4). As a
result, some biologists of that era concluded that each nerve cell was con-
nected to its neighbors by protoplasmic links, forming a continuous nerve
cell network, or reticulum. The “reticular theory” of nerve cell communica-
tion, which was championed by the Italian neuropathologist Camillo Golgi
(for whom the Golgi apparatus in cells is named), eventually fell from favor
and was replaced by what came to be known as the “neuron doctrine.” The
major proponents of this new perspective were the Spanish neuroanatomist
Santiago Ramoén y Cajal and the British physiologist Charles Sherrington.
The contrasting views represented by Golgi and Cajal occasioned a spir-
ited debate in the early twentieth century that set the course of modern neu-
roscience. Based on light microscopic examination of nervous tissue stained
with silver salts according to a method pioneered by Golgi, Cajal argued
persuasively that nerve cells are discrete entities, and that they communicate

Dendrites {

Figure 1.2 Examples of the rich variety
of nerve cell morphologies found in the
human nervous system. Tracings are
from actual nerve cells stained by
impregnation with silver salts (the so-
called Golgi technique, the method used
in the classical studies of Golgi and
Cajal). Asterisks indicate that the axon
runs on much farther than shown. Note
that some cells, like the retinal bipolar
cell, have a very short axon, and that
others, like the retinal amacrine cell,
have no axon at all. The drawings are
not all at the same scale.
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with one another by means of specialized contacts that Sherrington called
“synapses.” The work that framed this debate was recognized by the award
of the Nobel Prize for Physiology or Medicine in 1906 to both Golgi and
Cajal ( the joint award suggests some ongoing concern about just who was
correct, despite Cajal’s overwhelming evidence). The subsequent work of
Sherrington and others demonstrating the transfer of electrical signals at
synaptic junctions between nerve cells provided strong support of the “neu-
ron doctrine,” but challenges to the autonomy of individual neurons
remained. It was not until the advent of electron microscopy in the 1950s
that any lingering doubts about the discreteness of neurons were resolved.
The high-magnification, high-resolution pictures that could be obtained with
the electron microscope clearly established that nerve cells are functionally
independent units; such pictures also identified the specialized cellular junc-
tions that Sherrington had named synapses (see Figures 1.3 and 1.4).

The histological studies of Cajal, Golgi, and a host of successors led to the
further consensus that the cells of the nervous system can be divided into
two broad categories: nerve cells (or neurons), and supporting cells called
neuroglia (or simply glia; see Figure 1.5). Nerve cells are specialized for elec-
trical signaling over long distances, and understanding this process repre-
sents one of the more dramatic success stories in modern biology (and the
subject of Unit I of this book). Supporting cells, in contrast, are not capable of
electrical signaling; nevertheless, they have several essential functions in the
developing and adult brain.

Neurons

Neurons and glia share the complement of organelles found in all cells,
including the endoplasmic reticulum and Golgi apparatus, mitochondria,
and a variety of vesicular structures. In neurons, however, these organelles
are often more prominent in distinct regions of the cell. In addition to the
distribution of organelles and subcellular components, neurons and glia are
in some measure different from other cells in the specialized fibrillar or
tubular proteins that constitute the cytoskeleton (Figures 1.3 and 1.4).
Although many of these proteins—isoforms of actin, tubulin, and myosin, as
well as several others—are found in other cells, their distinctive organization
in neurons is critical for the stability and function of neuronal processes and
synaptic junctions. The filaments, tubules, vesicular motors, and scaffolding
proteins of neurons orchestrate the growth of axons and dendrites; the traf-
ficking and appropiate positioning of membrane components, organelles,
and vesicles; and the active processes of exocytosis and endocytosis that
underlie synaptic communication. Understanding the ways in which these
molecular components are used to insure the proper development and func-
tion of neurons and glia remains a primary focus of modern neurobiology.
The basic cellular organization of neurons resembles that of other cells;
however, they are clearly distinguished by specialization for intercellular
communication. This attribute is apparent in their overall morphology, in the
specific organization of their membrane components for electrical signaling,
and in the structural and functional intricacies of the synaptic contacts
between neurons (see Figures 1.3 and 1.4). The most obvious sign of neu-
ronal specialization for communication via electrical signaling is the exten-
sive branching of neurons. The most salient aspect of this branching for typ-
ical nerve cells is the elaborate arborization of dendrites that arise from the
neuronal cell body (also called dendritic branches or dendritic processes). Den-
drites are the primary target for synaptic input from other neurons and are
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(A) (B) Axon (C) Synaptic endings (terminal boutons)

Figure 1.3 The major light and electron microscopical features of neurons. (A) Dia-
gram of nerve cells and their component parts. (B) Axon initial segment (blue)
entering a myelin sheath (gold). (C) Terminal boutons (blue) loaded with synaptic
vesicles (arrowheads) forming synapses (arrows) with a dendrite (purple).

(D) Transverse section of axons (blue) ensheathed by the processes of oligodendro-
cytes (gold). (E) Apical dendrites (purple) of cortical pyramidal cells. (F) Nerve cell
bodies (purple) occupied by large round nuclei. (G) Portion of a myelinated axon
(blue) illustrating the intervals between adjacent segments of myelin (gold) referred
to as nodes of Ranvier (arrows). (Micrographs from Peters et al., 1991.)
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Figure 1.4 Distinctive arrangement of
cytoskeletal elements in neurons. (A)
The cell body, axons, and dendrites are
distinguished by the distribution of
tubulin (green throughout cell) versus
other cytoskeletal elements—in this
case, Tau (red), a microtubule-binding
protein found only in axons. (B) The
strikingly distinct localization of actin
(red) to the growing tips of axonal and
dendritic processes is shown here in
cultured neuron taken from the hip-
pocampus. (C) In contrast, in a cultured
epithelial cell, actin (red) is distributed
in fibrils that occupy most of the cell
body. (D) In astroglial cells in culture,
actin (red) is also seen in fibrillar bun-
dles. (E) Tubulin (green) is seen
throughout the cell body and dendrites
of neurons. (F) Although tubulin is a
major component of dendrites, extend-
ing into spines, the head of the spine is
enriched in actin (red). (G) The tubulin
component of the cytoskeleton in non-
neuronal cells is arrayed in filamentous
networks. (H-K) Synapses have a dis-
tinct arrangement of cytoskeletal ele-
ments, receptors, and scaffold proteins.
(H) Two axons (green; tubulin) from
motor neurons are seen issuing two
branches each to four muscle fibers. The
red shows the clustering of postsynaptic
receptors (in this case for the neuro-
transmitter acetylcholine). (I) A higher
power view of a single motor neuron
synapse shows the relationship between
the axon (green) and the postsynaptic
receptors (red). (J) The extracellular
space between the axon and its target
muscle is shown in green. (K) The clus-
tering of scaffolding proteins (in this
case, dystrophin) that localize receptors
and link them to other cytoskeletal ele-
ments is shown in green. (A courtesy of
Y. N. Jan; B courtesy of E. Dent and F.
Gertler; C courtesy of D. Arneman and
C. Otey; D courtesy of A. Gonzales and
R. Cheney; E from Sheng, 2003; F from
Matus, 2000; G courtesy of T. Salmon et
al.; H-K courtesy of R. Sealock.)
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also distinguished by their high content of ribosomes as well as specific
cytoskeletal proteins that reflect their function in receiving and integrating
information from other neurons. The spectrum of neuronal geometries
ranges from a small minority of cells that lack dendrites altogether to neu-
rons with dendritic arborizations that rival the complexity of a mature tree
(see Figure 1.2). The number of inputs that a particular neuron receives
depends on the complexity of its dendritic arbor: nerve cells that lack den-
drites are innervated by (thus, receive electrical signals from) just one or a
few other nerve cells, whereas those with increasingly elaborate dendrites
are innervated by a commensurately larger number of other neurons.

The synaptic contacts made on dendrites (and, less frequently, on neu-
ronal cell bodies) comprise a special elaboration of the secretory apparatus
found in most polarized epithelial cells. Typically, the presynaptic terminal
is immediately adjacent to a postsynaptic specialization of the target cell
(see Figure 1.3). For the majority of synapses, there is no physical continuity
between these pre- and postsynaptic elements. Instead, pre- and postsynap-
tic components communicate via secretion of molecules from the presynap-
tic terminal that bind to receptors in the postsynaptic specialization. These
molecules must traverse an interval of extracellular space between pre- and
postsynaptic elements called the synaptic cleft. The synaptic cleft, however,
is not simply a space to be traversed; rather, it is the site of extracellular pro-
teins that influence the diffusion, binding, and degradation of molecules
secreted by the presynaptic terminal (see Figure 1.4). The number of synap-
tic inputs received by each nerve cell in the human nervous system varies
from 1 to about 100,000. This range reflects a fundamental purpose of nerve
cells, namely to integrate information from other neurons. The number of
synaptic contacts from different presynaptic neurons onto any particular cell
is therefore an especially important determinant of neuronal function.

The information conveyed by synapses on the neuronal dendrites is inte-
grated and “read out” at the origin of the axon, the portion of the nerve cell
specialized for signal conduction to the next site of synaptic interaction (see
Figures 1.2 and 1.3). The axon is a unique extension from the neuronal cell
body that may travel a few hundred micrometers (um; usually called
microns) or much farther, depending on the type of neuron and the size of
the species. Moreover, the axon also has a distinct cytoskeleton whose ele-
ments are central for its functional integrity (see Figure 1.4). Many nerve
cells in the human brain (as well as that of other species) have axons no
more than a few millimeters long, and a few have no axons at all.

Relatively short axons are a feature of local circuit neurons or interneu-
rons throughout the brain. The axons of projection neurons, however, extend
to distant targets. For example, the axons that run from the human spinal
cord to the foot are about a meter long. The electrical event that carries sig-
nals over such distances is called the action potential, which is a self-regen-
erating wave of electrical activity that propagates from its point of initiation
at the cell body (called the axon hillock) to the terminus of the axon where
synaptic contacts are made. The target cells of neurons include other nerve
cells in the brain, spinal cord, and autonomic ganglia, and the cells of mus-
cles and glands throughout the body:.

The chemical and electrical process by which the information encoded by
action potentials is passed on at synaptic contacts to the next cell in a path-
way is called synaptic transmission. Presynaptic terminals (also called syn-
aptic endings, axon terminals, or terminal boutons) and their postsynaptic spe-
cializations are typically chemical synapses, the most abundant type of
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Figure 1.5 Varieties of neuroglial
cells. Tracings of an astrocyte (A), an
oligodendrocyte (B), and a microglial
cell (C) visualized using the Golgi
method. The images are at approxi-
mately the same scale. (D) Astrocytes in
tissue culture, labeled (red) with an
antibody against an astrocyte-specific
protein. (E) Oligodendroglial cells in
tissue culture labeled with an antibody
against an oligodendroglial-specific
protein. (F) Peripheral axon are en-
sheathed by myelin (labeled red) except
at a distinct region called the node of
Ranvier. The green label indicates ion
channels concentrated in the node; the
blue label indicates a molecularly dis-
tinct region called the paranode. (G)
Microglial cells from the spinal cord,
labeled with a cell type-specific anti-
body. Inset: Higher-magnification
image of a single microglial cell labeled
with a macrophage-selective marker.
(A—C after Jones and Cowan, 1983; D, E
courtesy of A.-S. LaMantia; F courtesy
of M. Bhat; G courtesy of A. Light; inset
courtesy of G. Matsushima.)
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synapse in the nervous system. Another type, the electrical synapse, is far
more rare (see Chapter 5). The secretory organelles in the presynaptic termi-
nal of chemical synapses are synaptic vesicles (see Figure 1.3), which are
generally spherical structures filled with neurotransmitter molecules. The
positioning of synaptic vesicles at the presynaptic membrane and their
fusion to initiate neurotransmitter release is regulated by a number of pro-
teins either within or associated with the vesicle. The neurotransmitters
released from synaptic vesicles modify the electrical properties of the target
cell by binding to neurotransmitter receptors (Figure 1.4), which are local-
ized primarily at the postsynaptic specialization.

The intricate and concerted activity of neurotransmitters, receptors,
related cytoskeletal elements, and signal transduction molecules are thus the
basis for nerve cells communicating with one another, and with effector cells
in muscles and glands.

Neuroglial Cells

Neuroglial cells—also referred to as glial cells or simply glia—are quite dif-
ferent from nerve cells. Glia are more numerous than neurons in the brain,
outnumbering them by a ratio of perhaps 3 to 1. The major distinction is that
glia do not participate directly in synaptic interactions and electrical signal-
ing, although their supportive functions help define synaptic contacts and
maintain the signaling abilities of neurons. Although glial cells also have
complex processes extending from their cell bodies, these are generally less
prominent than neuronal branches, and do not serve the same purposes as
axons and dendrites (Figure 1.5).

(A) Astrocyte

(B) Oligodendrocyte (C) Microglial cell

Q) (©)
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The term glia (from the Greek word meaning “glue”) reflects the nine-
teenth-century presumption that these cells held the nervous system
together in some way. The word has survived, despite the lack of any evi-
dence that binding nerve cells together is among the many functions of glial
cells. Glial roles that are well-established include maintaining the ionic
milieu of nerve cells, modulating the rate of nerve signal propagation, mod-
ulating synaptic action by controlling the uptake of neurotransmitters at or
near the synaptic cleft, providing a scaffold for some aspects of neural devel-
opment, and aiding in (or impeding, in some instances) recovery from
neural injury.

There are three types of glial cells in the mature central nervous system:
astrocytes, oligodendrocytes, and microglial cells (see Figure 1.5). Astro-
cytes, which are restricted to the brain and spinal cord, have elaborate local
processes that give these cells a starlike appearance (hence the prefix
“astro”). A major function of astrocytes is to maintain, in a variety of ways,
an appropriate chemical environment for neuronal signaling. Oligodendro-
cytes, which are also restricted to the central nervous system, lay down a
laminated, lipid-rich wrapping called myelin around some, but not all,
axons. Myelin has important effects on the speed of the transmission of elec-
trical signals (see Chapter 3). In the peripheral nervous system, the cells that
elaborate myelin are called Schwann cells.

Finally, microglial cells are derived primarily from hematopoietic precur-
sor cells (although some may be derived directly from neural precursor
cells). They share many properties with macrophages found in other tissues,
and are primarily scavenger cells that remove cellular debris from sites of
injury or normal cell turnover. In addition, microglia, like their macrophage
counterparts, secrete signaling molecules—particularly a wide range of
cytokines that are also produced by cells of the immune system—that can
modulate local inflammation and influence cell survival or death. Indeed,
some neurobiologists prefer to categorize microglia as a type of macrophage.
Following brain damage, the number of microglia at the site of injury
increases dramatically. Some of these cells proliferate from microglia resident
in the brain, while others come from macrophages that migrate to the injured
area and enter the brain via local disruptions in the cerebral vasculature.

Cellular Diversity in the Nervous System

Although the cellular constituents of the human nervous system are in many
ways similar to those of other organs, they are unusual in their extraordi-
nary numbers: the human brain is estimated to contain 100 billion neurons
and several times as many supporting cells. More importantly, the nervous
system has a greater range of distinct cell types—whether categorized by
morphology, molecular identity, or physiological activity—than any other
organ system (a fact that presumably explains why so many different genes
are expressed in the nervous system; see above). The cellular diversity of any
nervous system—including our own—undoubtedly underlies the the capac-
ity of the system to form increasingly complicated networks to mediate
increasingly sophisticated behaviors.

For much of the twentieth century, neuroscientists relied on the same set
of techniques developed by Cajal and Golgi to describe and categorize the
diversity of cell types in the nervous system. From the late 1970s onward,
however, new technologies made possible by the advances in cell and mole-
cular biology provided investigators with many additional tools to discern
the properties of neurons (Figure 1.6). Whereas general cell staining methods
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showed mainly differences in cell size and distribution, antibody stains and
probes for messenger RNA added greatly to the appreciation of distinctive
types of neurons and glia in various regions of the nervous system. At the
same time, new tract tracing methods using a wide variety of tracing sub-
stances allowed the interconnections among specific groups of neurons to be
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« Figure 1.6  Structural diversity in the nervous system demonstrated with cellular
and molecular markers. First row: Cellular organization of different brain regions
demonstrated with Nissl stains, which label nerve and glial cell bodies. (A) The
cerebral cortex at the boundary between the primary and secondary visual areas. (B)
The olfactory bulbs. (C) Differences in cell density in cerebral cortical layers. (D)
Individual Nissl-stained neurons and glia at higher magnification. Second row: Clas-
sical and modern approaches to seeing individual neurons and their processes. (E)
Golgi-labeled cortical pyramidal cells. (F) Golgi-labeled cerebellar Purkinje cells. (G)
Cortical interneuron labeled by intracellular injection of a fluorescent dye. (H) Reti-
nal neurons labeled by intracellular injection of fluorescent dye. Third row: Cellular
and molecular approaches to seeing neural connections and systems. (I) At top, an
antibody that detects synaptic proteins in the olfactory bulb; at bottom, a fluorescent
label shows the location of cell bodies. (J) Synaptic zones and the location of Purk-
inje cell bodies in the cerebellar cortex labeled with synapse-specific antibodies
(green) and a cell body marker (blue). (K) The projection from one eye to the lateral
geniculate nucleus in the thalamus, traced with radioactive amino acids (the bright
label shows the axon terminals from the eye in distinct layers of the nucleus). (L)
The map of the body surface of a rat in the somatic sensory cortex, shown with a
marker that distinguishes zones of higher synapse density and metabolic activity.
Fourth row: Peripheral neurons and their projections. (M) An autonomic neuron
labeled by intracellular injection of an enzyme marker. (N) Motor axons (green) and
neuromuscular synapses (orange) in transgenic mice genetically engineered to
express fluorescent proteins. (O) The projection of dorsal root ganglia to the spinal
cord, demonstrated by an enzymatic tracer. (P) Axons of olfactory receptor neurons
from the nose labeled in the olfactory bulb with a vital fluorescent dye. (G courtesy
of L. C. Katz; H courtesy of C. J. Shatz; N,O courtesy of W. Snider and J. Lichtman;
all others courtesy of A.-S. LaMantia and D. Purves.)

explored much more fully. Tracers can be introduced into either living or
fixed tissue, and are transported along nerve cell processes to reveal their
origin and termination. More recently, genetic and neuroanatomical meth-
ods have been combined to visualize the expression of fluorescent or other
tracer molecules under the control of regulatory sequences of neural genes.
This approach, which shows individual cells in fixed or living tissue in
remarkable detail, allows nerve cells to be identified by both their transcrip-
tional state and their structure. Finally, ways of determining the molecular
identity and morphology of nerve cells can be combined with measurements
of their physiological activity, thus illuminating structure—function relation-
ships. Examples of these various approaches are shown in Figure 1.6.

Neural Circuits

Neurons never function in isolation; they are organized into ensembles or
neural circuits that process specific kinds of information and provide the
foundation of sensation, perception and behavior. The synaptic connections
that define such circuits are typically made in a dense tangle of dendrites,
axons terminals, and glial cell processes that together constitute what is
called neuropil (the suffix -pil comes from the Greek word pilos, meaning
“felt”; see Figure 1.3). The neuropil is thus the region between nerve cell
bodies where most synaptic connectivity occurs.

Although the arrangement of neural circuits varies greatly according to
the function being served, some features are characteristic of all such ensem-
bles. Preeminent is the direction of information flow in any particular circuit,
which is obviously essential to understanding its purpose. Nerve cells that
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Figure 1.7 A simple reflex circuit, the
knee-jerk response (more formally, the
myotatic reflex), illustrates several
points about the functional organization
of neural circuits. Stimulation of periph-
eral sensors (a muscle stretch receptor in
this case) initiates receptor potentials
that trigger action potentials that travel
centrally along the afferent axons of the
sensory neurons. This information stim-
ulates spinal motor neurons by means
of synaptic contacts. The action poten-
tials triggered by the synaptic potential
in motor neurons travel peripherally in
efferent axons, giving rise to muscle con-
traction and a behavioral response. One
of the purposes of this particular reflex
is to help maintain an upright posture in
the face of unexpected changes.
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inhibited
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carry information foward the brain or spinal cord (or farther centrally within
the spinal cord and brain) are called afferent neurons; nerve cells that carry
information away from the brain or spinal cord (or away from the circuit in
question) are called efferent neurons. Interneurons or local circuit neurons
only participate in the local aspects of a circuit, based on the short distances
over which their axons extend. These three functional classes—afferent neu-
rons, efferent neurons, and interneurons—are the basic constituents of all
neural circuits.

A simple example of a neural circuit is the ensemble of cells that subserves
the myotatic spinal reflex (the “knee-jerk” reflex; Figure 1.7). The afferent
neurons of the reflex are sensory neurons whose cell bodies lie the dorsal
root ganglia and whose peripheral axons terminate in sensory endings in
skeletal muscles (the ganglia that serve this same of function for much of the
head and neck are called cranial nerve ganglia; see Appendix A). The central
axons of these afferent sensory neurons enter the the spinal cord where they
terminate on a variety of central neurons concerned with the regualtion of
muscle tone, most obviously the motor neurons that determine the activity of
the related muscles. These neurons constitute the efferent neurons as well as
interneurons of the circuit. One group of these efferent neurons in the ventral
horn of the spinal cord projects to the flexor muscles in the limb, and the
other to extensor muscles. Spinal cord interneurons are the third element of
this circuit. The interneurons receive synaptic contacts from sensory afferent
neurons and make synapses on the efferent motor neurons that project to the
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flexor muscles; therefore they are capable of modulating the input-output
linkage. The excitatory synaptic connections between the sensory afferents
and the extensor efferent motor neurons cause the extensor muscles to con-
tract; at the same time, the interneurons activated by the afferents are
inhibitory, and their activation diminishes electrical activity in flexor efferent
motor neurons and causes the flexor muscles to become less active (Figure
1.8). The result is a complementary activation and inactivation of the syner-
gist and antagonist muscles that control the position of the leg.

A more detailed picture of the events underlying the myotatic or any other
circuit can be obtained by electrophysiological recording (Figure 1.9). There
are two basic approaches to measuring the electrical activity of a nerve cell:
extracellular recording (also referred to as single-unit recording), where an
electrode is placed near the nerve cell of interest to detect its activity; and
intracellular recording, where the electrode is placed inside the cell. Extracel-
lular recordings primarily detect action potentials, the all-or-nothing changes
in the potential across nerve cell membranes that convey information from
one point to another in the nervous system. This sort of recording is particu-
larly useful for detecting temporal patterns of action potential activity and
relating those patterns to stimulation by other inputs, or to specific behavioral
events. Intracellular recordings can detect the smaller, graded potential
changes that trigger action potentials, and thus allow a more detailed analy-
sis of communication between neurons within a circuit. These graded trig-
gering potentials can arise at either sensory receptors or synapses and are
called receptor potentials or synaptic potentials, respectively.

For the myotatic circuit, electrical activity can be measured both extracellu-
larly and intracellularly, thus defining the functional relationships between
neurons in the circuit. The pattern of action potential activity can be measured
for each element of the circuit (afferents, efferents, and interneurons) before,
during, and after a stimulus (see Figure 1.8). By comparing the onset, dura-
tion, and frequency of action potential activity in each cell, a functional picture
of the circuit emerges. As a result of the stimulus, the sensory neuron is trig-
gered to fire at higher frequency (i.e., more action potentials per unit time).
This increase triggers a higher frequency of action potentials in both the exten-
sor motor neurons and the interneurons. Concurrently, the inhibitory synapses
made by the interneurons onto the flexor motor neurons cause the frequency
of action potentials in these cells to decline. Using intracellular recording, it is
possible to observe directly the potential changes underlying the synaptic con-
nections of the myotatic reflex circuit (see Figure 1.9).
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Figure 1.9 Intracellularly recorded
responses underlying the myotatic
reflex. (A) Action potential measured in
a sensory neuron. (B) Postsynaptic trig-
gering potential recorded in an extensor
motor neuron. (C) Postsynaptic trigger-
ing potential in an interneuron. (D)
Postsynaptic inhibitory potential in a
flexor motor neuron. Such intracellular
recordings are the basis for understand-
ing the cellular mechanisms of action
potential generation, and the sensory
receptor and synaptic potentials that
trigger these conducted signals.
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Overall Organization of the Human Nervous System

When considered together, circuits that process similar types of information
comprise neural systems that serve broader behavioral purposes. The most
general functional distinction divides such collections into sensory systems
that acquire and process information from the environment (e.g., the visual
system or the auditory system, see Unit II), and motor systems that respond
to such information by generating movements and other behavior (see Unit
III). There are, however, large numbers of cells and circuits that lie between
these relatively well-defined input and output systems. These are collec-
tively referred to as associational systems, and they mediate the most com-
plex and least well-characterized brain functions (see Unit V).

In addition to these broad functional distinctions, neuroscientists and
neurologists have conventionally divided the vertebrate nervous system
anatomically into central and peripheral components (Figure 1.10). The cen-
tral nervous system, typically referred to as the CNS, comprises the brain
(cerebral hemispheres, diencephalon, cerebellum, and brainstem) and the
spinal cord (see Appendix A for more information about the gross anatomi-
cal features of the CNS). The peripheral nervous system (PNS) includes the
sensory neurons that link sensory receptors on the body surface or deeper
within it with relevant processing circuits in the central nervous system. The
motor portion of the peripheral nervous system in turn consists of two com-
ponents. The motor axons that connect the brain and spinal cord to skeletal
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muscles make up the somatic motor division of the peripheral nervous sys-
tem, whereas the cells and axons that innervate smooth muscles, cardiac
muscle, and glands make up the visceral or autonomic motor division.

Those nerve cell bodies that reside in the peripheral nervous system are
located in ganglia, which are simply local accumulations of nerve cell bodies
(and supporting cells). Peripheral axons are gathered into bundles called
nerves, many of which are enveloped by the glial cells of the peripheral ner-
vous system called Schwann cells. In the central nervous system, nerve cells
are arranged in two different ways. Nuclei are local accumulations of neu-
rons having roughly similar connections and functions; such collections are
found throughout the cerebrum, brainstem and spinal cord. In contrast, cor-
tex (plural, cortices) describes sheet-like arrays of nerve cells (again, consult
Appendix A for additional information and illustrations). The cortices of the
cerebral hemispheres and of the cerebellum provide the clearest example of
this organizational principle.

Axons in the central nervous system are gathered into tracts that are more
or less analogous to nerves in the periphery. Tracts that cross the midline of
the brain are referred to as commissures. Two gross histological terms dis-
tinguish regions rich in neuronal cell bodies versus regions rich in axons.
Gray matter refers to any accumulation of cell bodies and neuropil in the
brain and spinal cord (e.g., nuclei or cortices), whereas white matter, named
for its relatively light appearance resulting from the lipid content of myelin,
refers to axon tracts and commissures.

Cerebral hemispheres, diencephalon,
cerebellum, brainstem, and spinal cord
(analysis and integration of
sensory and motor information)
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Figure 1.10 The major components of
the nervous system and their functional
relationships. (A) The CNS (brain and
spinal cord) and PNS (spinal and cranial
nerves). (B) Diagram of the major com-
ponents of the central and peripheral
nervous systems and their functional
relationships. Stimuli from the environ-
ment convey information to processing
circuits within the brain and spinal cord,
which in turn interpret their significance
and send signals to peripheral effectors
that move the body and adjust the
workings of its internal organs.
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The organization of the visceral motor division of the peripheral nervous
system is a bit more complicated (see Chapter 20). Visceral motor neurons in
the brainstem and spinal cord, the so-called preganglionic neurons, form
synapses with peripheral motor neurons that lie in the autonomic ganglia.
The motor neurons in autonomic ganglia innervate smooth muscle, glands,
and cardiac muscle, thus controlling most involuntary (visceral) behavior. In
the sympathetic division of the autonomic motor system, the ganglia lie
along or in front of the vertebral column and send their axons to a variety of
peripheral targets. In the parasympathetic division, the ganglia are found
within the organs they innervate. Another component of the visceral motor
system, called the enteric system, is made up of small ganglia as well as
individual neurons scattered throughout the wall of the gut. These neurons
influence gastric motility and secretion.

Neuroanatomical Terminology

Describing the organization of any neural system requires a rudimentary
understanding of anatomical terminology. The terms used to specify location
in the central nervous system are the same as those used for the gross
anatomical description of the rest of the body (Figure 1.11). Thus, anterior
and posterior indicate front and back (head and tail); rostral and caudal,
toward the head and tail; dorsal and ventral, top and bottom (back and belly);
and medial and lateral, at the midline or to the side. Nevertheless, the com-
parison between these coordinates in the body versus the brain can be con-
fusing. For the entire body these anatomical terms refer to the long axis,
which is straight. The long axis of the central nervous system, however, has
a bend in it. In humans and other bipeds, a compensatory tilting of the ros-
tral-caudal axis for the brain is necessary to properly compare body axes to
brain axes. Once this adjustment has been made, the other axes for the brain
can be easily assigned.

The proper assignment of the anatomical axes then dictates the standard
planes for histological sections or live images (see Box A) used to study the
internal anatomy of the brain (see Figure 1.11B). Horizontal sections (also
referred to as axial or transverse sections) are taken parallel to the rostral—-
caudal axis of the brain; thus, in an individual standing upright, such sections
are parallel to the ground. Sections taken in the plane dividing the two hemi-
spheres are sagittal, and can be further categorized as midsagittal and
parasagittal, according to whether the section is near the midline (midsagittal)

Figure 1.11 A flexure in the long axis of the nervous system arose as humans >
evolved upright posture, leading to an approximately 120° angle between the long
axis of the brainstem and that of the forebrain The consequences of this flexure for
anatomical terminology are indicated in (A). The terms anterior, posterior, superior,
and inferior refer to the long axis of the body, which is straight. Therefore, these terms
indicate the same direction for both the forebrain and the brainstem. In contrast, the
terms dorsal, ventral, rostral, and caudal refer to the long axis of the central nervous
system. The dorsal direction is toward the back for the brainstem and spinal cord,
but toward the top of the head for the forebrain. The opposite direction is ventral.
The rostral direction is toward the top of the head for the brainstem and spinal cord,
but toward the face for the forebrain. The opposite direction is caudal. (B) The major
planes of section used in cutting or imaging the brain. (C) The subdivisions and com-
ponents of the central nervous system. (Note that the position of the brackets on the
left side of the figure refers to the vertebrae, not the spinal segments.)
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or more lateral (parasagittal). Sections in the plane of the face are called coro-
nal or frontal. Different terms are usually used to refer to sections of the
spinal cord. The plane of section orthogonal to the long axis of the cord is
called transverse, whereas sections parallel to the long axis of the cord are
called longitudinal. In a transverse section through the human spinal cord,
the dorsal and ventral axes and the anterior and posterior axes indicate the
same directions (see Figure 1.11). Tedious though this terminology may be, it
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is essential for understanding the basic subdivisions of the nervous system
(Figure 1.11C).

The Subdivisions of the Central Nervous System

The central nervous system (defined as the brain and spinal cord) is usually
considered to have seven basic parts: the spinal cord, the medulla, the pons,
the cerebellum, the midbrain, the diencephalon, and the cerebral hemi-
spheres (see Figures 1.10 and 1.11C). Running through all of these subdivi-
sons are fluid-filled spaces called ventricles (a detailed account of the ven-
tricular system can be found in Appendix B). These ventricles are the
remnants of the continuous lumen initially enclosed by the neural plate as it
rounded to become the neural tube during early development (see Chapter
21). Variations in the shape and size of the mature ventricular space are char-
acteristic of each adult brain region. The medulla, pons, and midbrain are
collectively called the brainstem and they surround the 4th ventricle
(medulla and pons) and cerebral aqueduct (midbrain). The diencephalon
and cerebral hemispheres are collectively called the forebrain, and they
enclose the 3rd and lateral ventricles, respectively. Within the brainstem are
the cranial nerve nuclei that either receive input from the cranial sensory
ganglia mentioned earlier via the cranial sensory nerves, or give rise to
axons that constitute the cranial motor nerves (see Appendix A).

The brainstem is also a conduit for several major tracts in the central ner-
vous system that relay sensory information from the spinal cord and brain-
stem to the forebrain, or relay motor commands from forebrain back to
motor neurons in the brainstem and spinal cord. Accordingly, detailed
knowledge of the consequences of damage to the brainstem provides neu-
rologists and other clinicians an essential tool in the localization and diagno-
sis of brain injury. The brainstem contains numerous additional nuclei that
are involved in a myriad of important functions including the control of
heart rate, respiration, blood pressure, and level of consciousness. Finally,
one of the most prominent features of the brainstem is the cerebellum,
which extends over much of its dorsal aspect. The cerebellum is essential for
the coordination and planning of movements (see Chapter 18) as well as
learning motor tasks and storing that information (see Chapter 30).

There are several anatomical subdivisions of the forebrain. The most obvi-
ous anatomical structures are the prominent cerebral hemispheres (Figure
1.12). In humans, the cerebral hemispheres (the outermost portions of which
are continuous, highly folded sheets of cortex) are proportionally larger than
in any other mammal, and are characterized by the gyri (singular, gyrus) or
crests of folded cortical tissue, and sulci (singular, sulcus) the grooves that
divide gyri from one another (as pictured on the cover of this book, for
example). Although gyral and sulcal patterns vary from individual to indi-
vidual, there are some fairly consistent landmarks that help divide the hemi-
spheres into four lobes. The names of the lobes are derived from the cranial
bones that overlie them: occipital, temporal, parietal, and frontal. A key fea-
ture of the surface anatomy of the cerebrum is the central sulcus located

Figure 1.12 Gross anatomy of the forebrain (A) Cerebral hemisphere surface
anatomy, showing the four lobes of the brain and the major sulci and gyri. The ven-
tricular system and basal ganglia can also be seen in this phantom view. (B) Mid-
sagittal view showing the location of the hippocampus, amygdala, thalamus and
hypothalamus.



Studying the Nervous Systems of Humans and Other Animals 19

(A) Central sulcus

©

P tral Parietal
recentra Postcentral Frontal lobe
Cerebral gyrus
hemisphere Parieto-
occipital
sulcus
Occipital
Temporal lobe
lobe
Lateral Frontal Parietal
(Sylvian) fissure lobe lobe
Preoccipital
notch
Cerebellum ™~ Spinal
®) ,
. Occipital
C1.11'1gulate Central Temporal lobe
Diencephalon suiens lobe
Parieto-
occipital sulcus
Cingulate
gyrus (D)
Calcarine Level of section Level of section
Corpus sulcus shown in (E) shown in (F)
Callosum\ —l J7
Anterior
commissure
Midbrain
X Cerebellum
Brainstem 4 Pons
Medulla Spinal cord
(E) (F)
Corpus Internal Corpus Thalamus BasalAgangha
Cerebral cortex ~ callosum capsule Later.al callosum C{audate )
(gray matter) ventricle Putamen
Globus
matter Internal . p lidus
Caudate capsule J
Third ‘
Putamen ventricle ‘
Tail of
caudate '
nucleus
Temporal Laterél
lobe J ventricle
4 . (temporal
) Optic hornI;
Anterior chiasm
commissure Basal forebrain .
Amygdala nuclei Hippocampus




20 Chapter One

roughly halfway between the rostral and caudal poles of the hemispheres
(Figure 1.12A). This prominent sulcus divides the frontal lobe at the rostral
end of the hemisphere from the more caudal parietal lobe. Prominent on
either side of the central sulcus are the pre- and postcentral gyri. These gyri
are also functionally significant in that the precentral gyrus contains the pri-
mary motor cortex important for the control of movement, and the postcen-
tral gyrus contains the primary somatic sensory cortex which is important
for the bodily senses (see below).

The remaining subdivisions of the forebrain lie deeper in the cerebral
hemispheres (Figure 1.12B). The most prominent of these is the collection of
deep structures involved in motor and cognitive processes collectively
referred to as the basal ganglia. Other particularly important structures are
the hippocampus and amygdala in the temporal lobes (these are vital sub-
strates for memory and emotional behavior, respectively), and the olfactory
bulbs (the central stations for processing chemosensory information arising
from receptor neurons in the nasal cavity) on the anterior-inferior aspect of
the frontal lobes. Finally, the thalamus lies in the diencephalon and is a crit-
ical relay for sensory information (although it has many other functions as
well); the hypothalamus, which as the name implies lies below the thala-
mus, is the central organizing structure for the regulation of the body’s
many homeostatic functions (e.g., feeding, drinking, thermoregulation).

This rudimentary description of some prominent anatomical landmarks
provides a framework for understanding how neurons resident in a number
of widely distributed and distinct brain structures communicate with one
another to define neural systems dedicated to encoding, processing and
relaying specific sorts of information about aspects of the organism’s envi-
ronment, and then initiating and coordinating appropriate behavioral
responses.

Organizational Principles of Neural Systems

These complex perceptual and motor capacities of the brain reflect the inte-
grated function of various neural systems. The processing of somatic sensory
information (arising from receptors in the skin, subcutaneous tissues, and
the musculoskeletal system that respond to physical deformation at the
body surface or displacement of muscles and joints) provides a convenient
example. These widely distributed structures that participate in generating
somatic sensations are referred to as the somatic sensory system (Figure
1.13). The components in the peripheral nervous system include the recep-
tors distributed throughout the skin as well as in muscles and tendons, the
related neurons in dorsal root ganglia, and neurons in some cranial ganglia.
The central nervous system components include neurons in the spinal cord,
as well as the long tracts of their axons that originate in the spinal cord,
travel through the brainstem, and ultimately terminate in distinct relay
nuclei in the thalamus in the diencephalon. The still-higher targets of the
thalamic neurons are the cortical areas around the postcentral gyrus that are
collectively referred to as the somatic sensory cortex. Thus, the somatic sen-
sory system includes specific populations of neurons in practically every
subdivision of the nervous system.

Two further principles of neural system organization are evident in the
somatic sensory system: topographic organization and the prevalence of
parallel pathways (see Figure 1.13). As the name implies, topography refers
to a mapping function—in this case a map of the body surface that can be
discerned within the various structures that constitute the somatic sensory



Studying the Nervous Systems of Humans and Other Animals 21

Cerebral cortex (B)
Somatic sensory

cortex \
5 "._El

(A) Thalamus

sylvius

Brainstem

Trigeminal

Trigeminal ganglion

ganglia

Spinal
cord

Cervical <

§%> Dorsal root
@ﬂ ganglia (DRG)

system. Thus, adjacent areas on the body surface are mapped to
adjacent regions in nuclei, in white matter tracts, and in the thal-
amic and cortical targets of the system. Beginning in the periph-
ery, the cells in each dorsal root ganglion define a discrete der-
matome (the area of the skin innervated by the processes of cells
from a single dorsal root). In the spinal cord, from caudal to ros-
tral, the dermatomes are represented in corresponding regions
of the spinal cord from sacral (back) to lumbar (legs) to thoracic
(chest) and cervical (arms and shoulders) (see Figures 1.13 and
1.11C). This so-called somatotopy is maintained in the somatic
sensory tracts in spinal cord and brainstem that convey infor-
mation to the relevant forebrain structures of the somatic sen-
sory system (Figure 1.14).

Parallel pathways refer to the segregation of nerve cell axons
that process the distinct stimulus attributes that comprise a par-
ticular sensory, motor, or cognitive modality. For somatic sensa-
tion, the stimulus attributes relayed via parallel pathways are
pain, temperature, touch, pressure, and proprioception (the sense
of joint or limb position). From the dorsal root ganglia, through
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Figure 1.13 The anatomical and functional organi-
zation of the somatic sensory system. Central ner-
vous system components of the somatic sensory sys-
tem are found in the spinal cord, brainstem,
thalamus, and cerebral cortex. (A) Somatosensory
information from the body surface is mapped onto
dorsal root ganglia (DRG), schematically depicted
here as attachments to the spinal cord. The various
shades of purple indicate correspondence between
regions of the body and the DRG that relay informa-
tion from the body surface to the central nervous
system. Information from the head and neck is
relayed to the CNS via the trigeminal ganglia. (B)
Somatosensory information travels from the peri-
pheral sensory receptors via parallel pathways for
mechanical sensation and for the sensation of pain
and temperature. These parallel pathways relay
through the spinal cord and brainstem, ultimately
sending sensory information to the thalamus, from
which it is relayed to the somatic sensory cortex in
the postcentral gyrus (indicated in blue in the image
of the whole brain; MRI courtesy of L. E. White, J.
Vovoydic, and S. M. Williams).
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the spinal cord and brainstem, and on to the somatic sensory cortex, these
submodalities are kept largely segregated. Thus anatomically, biochemically,
and physiologically distinct neurons transduce, encode, and relay pain, tem-
perature, and mechanical information. Although this information is subse-
quently integrated to provide unitary perception of the relevant stimuli, neu-
rons and circuits in the somatic sensory system are clearly specialized to
process discrete aspects of somatic sensation.

This basic outline of the organization of the somatic system is representa-
tive of the principles pertinent to understanding any neural system. It will in
every case be pertinent to consider the anatomical distribution of neural cir-
cuits dedicated to a particular function, how the function is represented or
“mapped” onto the neural elements within the system, and how distinct
stimulus attributes are segregated within subsets of neurons that comprise
the system. Such details provide a framework for understanding how activ-
ity within the system provides a representation of relevant stimulus, the
required motor response, and higher order cognitive correlates.

Somatic sensory
cortex \
L

Shoulder Neck Trunk

Medial

Figure 1.14 Somatotopic organization of sensory information. (Top) The locations
of primary and secondary somatosensory cortical areas on the lateral surface of the
brain. (Bottom) Cortical representation of different regions of skin.
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Functional Analysis of Neural Systems

A wide range of physiological methods is now available to evaluate the elec-
trical (and metabolic) activity of the neuronal circuits that make up a neural
system. Two approaches, however, have been particularly useful in defining
how neural systems represent information. The most widely used method is
single-cell, or single-unit electrophysiological recording with microelec-
trodes (see above; this method often records from several nearby cells in
addition to the one selected, providing further useful information). The use
of microelectrodes to record action potential activity provides a cell-by-cell
analysis of the organization topographic maps (Figure 1.15), and can give
specific insight into the type of stimulus to which the neuron is “tuned” (i.e.,
the stimulus that elicits a maximal change in action potential activity from
the baseline state). Single-unit analysis is often used to define a neuron’s
receptive field—the region in sensory space (e.g., the body surface, or a spe-
cialized structure such as the retina) within which a specific stimulus elicits
the greatest action potential response. This approach to understanding
neural systems was introduced by Stephen Kuffler and Vernon Mountcastle
in the early 1950s and has now been used by several generations of neuro-
scientists to evaluate the relationship between stimuli and neuronal re-
sponses in both sensory and motor systems. Electrical recording techniques
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Figure 1.15 Single-unit electrophysiological recording from cortical pyramidal
neuron, showing the firing pattern in response to a specific peripheral stimulus.
(A) Typical experimental set-up. (B) Defining neuronal receptive fields.
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at the single-cell level have now been extended and refined to include single
and simultaneous multiple cell analysis in animals performing complex cog-
nitive tasks, intracellular recordings in intact animals, and the use of patch
electrodes to detect and monitor the activity of the individual membrane
molecules that ultimately underlie neural signaling (see Unit I).

The second major area in which remarkable technical advances have been
made is functional brain imaging in human subjects (and to a lesser extent
animals), which has revolutionized the functional understanding of neural
systems over the last two decades (Box A). Unlike electrical methods of
recording neural activity, which are invasive in the sense of having to expose
the brain and insert electrodes into it, functional imaging is noninvasive and
thus applicable to both patients and normal human subjects. Moreover, func-
tional imaging allows the simultaneous evaluation of multiple brain struc-
tures (which is possible but obviously difficult with electrical recording
methods). The tasks that can be evaluated with functional imaging permit a
far more ambitious and integrative approach to studying the operations of a
neural system.

Over the last 20 years, these noninvasive methods have allowed neurosci-
entists to evaluate the representation of an enormous number of complex
human behaviors, and at the same time have provided diagnostic tools that
are used more and more routinely. Many of the resulting observations have
confirmed inferences about functional localization and the organization of
neural systems that were originally based on the study of neurological
patients who exhibited altered behavior after stroke or other forms of brain
injury. Others findings, however, have given new insights into the way
neural systems function in the human brain.

Analyzing Complex Behavior

Many of the most widely heralded advances in modern neuroscience have
involved reducing the complexity of the brain to more readily analyzed
components—i.e., genes, molecules, or cells. Nevertheless, the brain func-
tions as a whole, and the study of more complex (and, some might argue,
more interesting) brain functions such as perception, language, emotion,
memory, and consciousness remain a central challenge for contemporary
neuroscientists. In recognition of this challenge, over the last 20 years or so a
field called cognitive neuroscience has emerged that is specifically devoted
to understanding these issues (see Unit V). This evolution has also rejuve-
nated the field of neuroethology (which is devoted to observing complex
behaviors of animals in their native environments—for example, social com-
munication in birds and non-human primates), and has encouraged the
development of tasks to better evaluate the genesis of complex behaviors in
human subjects. When used in combination with functional imaging, well
designed behavioral tasks can facilitate identification of brain networks
devoted to specific complex functions, including language skills, mathemat-
ical and musical ability, emotional responses, aesthetic judgments, and
abstract thinking. Carefully constructed behavioral tasks can also be used to
study the pathology of complex brain diseases that compromise cognition,
such Alzheimer’s disease, schizophrenia, and depression.

In short, new or revitalized efforts to study higher brain functions with
increasingly powerful techniques offer ways of beginning to understand
even the most complex aspects of human behavior.
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Box A

Brain Imaging Techniques

In the 1970s, computerized tomography,
or CT, opened a new era in noninvasive
imaging by introducing the use of com-
puter processing technology to help
probe the living brain. Prior to CT, the
only brain imaging technique available
was standard X-ray film, which has poor
soft tissue contrast and involves rela-
tively high radiation exposure.

The CT approach uses a narrow X-ray
beam and a row of very sensitive detec-
tors placed on opposite sides of the head
to probe just a small portion of tissue at a
time with limited radiation exposure (see
Figure A). In order to make an image, the
X-ray tube and detectors rotate around
the head to collect radiodensity informa-
tion from every orientation around a nar-
row slice. Computer processing tech-
niques then calculate the radiodensity of
each point within the slice plane, produc-
ing a tomographic image (formo means
“cut” or “slice”). If the patient is slowly
moved through the scanner while the X-
ray tube rotates in this way, a three-

X-ray
source

dimensional radiodensity matrix can be
created, allowing images to be computed
for any plane through the brain. CT scans
can readily distinguish gray matter and
white matter, differentiate the ventricles
quite well, and show many other brain
structures with a spatial resolution of sev-
eral millimeters.

Brain imaging took another large step
forward in the 1980s with the develop-
ment of magnetic resonance imaging
(MRI). MRI is based on the fact that the
nuclei of some atoms act as spinning
magnets, and that if they are placed in a
strong magnetic field they will line up
with the field and spin at a frequency
that is dependent on the field strength. If
they then receive a brief radiofrequency
pulse tuned to their spinning frequency
they are knocked out of alignment with
the field, and subsequently emit energy
in an oscillatory fashion as they gradu-
ally realign themselves with the field. The
strength of the emitted signal depends on
how many nuclei are involved in this

X-ray
detector

(A) In computerized tomography, the X-ray source and detectors are moved around the
patient’s head. The inset shows a horizontal CT section of a normal adult brain.

process. To get spatial information in
MRI, the magnetic field is distorted
slightly by imposing magnetic gradients
along three different spatial axes so that
only nuclei at certain locations are tuned
to the detector’s frequency at any given
time. Almost all MRI scanners use detec-
tors tuned to the radio frequencies of
spinning hydrogen nuclei in water mole-
cules, and thus create images based on
the distribution of water in different tis-
sues. Careful manipulation of magnetic
field gradients and radiofrequency pulses
make it possible to construct extraordi-
narily detailed images of the brain at any
location and orientation with sub-mil-
limeter resolution.

The strong magnetic field and radio-
frequency pulses used in MRI scanning
are harmless, making this technique
completely noninvasive (although metal
objects in or near a scanner are a safety
concern) (see Figure B). MRI is also
extremely versatile because, by changing
the scanning parameters, images based
on a wide variety of different contrast
mechanisms can be generated. For exam-
ple, conventional MR images take advan-
tage of the fact that hydrogen in different
types of tissue (e.g., gray matter, white
matter, cerebrospinal fluid) have slightly
different realignment rates, meaning that
soft tissue contrast can be manipulated
simply by adjusting when the realigning
hydrogen signal is measured. Different
parameter settings can also be used to
generate images in which gray and
white matter are invisible but in which
the brain vasculature stands out in sharp
detail. Safety and versatility have made
MRI the technique of choice for imaging
brain structure in most applications.

Imaging functional variations in the
living brain has also become possible
with the recent development of tech-
niques for detecting small, localized

(continued)
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Box A (continued)

Brain Imaging Techniques

changes in metabolism or cerebral blood
flow. To conserve energy, the brain regu-
lates its blood flow such that active neu-
rons with relatively high metabolic
demands receive more blood than rela-
tively inactive neurons. Detecting and
mapping these local changes in cerebral
blood flow forms the basis for three
widely used functional brain imaging
techniques: positron emission tomogra-
phy (PET), single-photon emission
computerized tomography (SPECT),
and functional magnetic resonance
imaging (fMRI).

In PET scanning, unstable positron-
emitting isotopes are incorporated into
different reagents (including water, pre-
cursor molecules of specific neurotrans-
mitters, or glucose) and injected into the
bloodstream. Labeled oxygen and glu-
cose quickly accumulate in more meta-
bolically active areas, and labeled trans-
mitter probes are taken up selectively by
appropriate regions. As the unstable iso-
tope decays, it results in the emission of
two positrons moving in opposite direc-
tions. Gamma ray detectors placed
around the head register a “hit” only
when two detectors 180° apart react
simultaneously. Images of tissue isotope
density can then be generated (much the
way CT images are calculated) showing
the location of active regions with a spa-

(B) In MRI scanning, the head is placed in the center of a large magnet. A radiofrequency
antenna coil is placed around the head for exciting and recording the magnetic resonance sig-
nal. For fMRI, stimuli can be presented using virtual reality video goggles and stereo head-

phones while inside the scanner.

tial resolution of about 4 mm. Depending
on the probe injected, PET imaging can
be used to visualize activity-dependent
changes in blood flow, tissue metabolism,
or biochemical activity. SPECT imaging is
similar to PET in that it involves injection
or inhalation of a radiolabeled compound
(for example, 133Xe or ?[-labeled
iodoamphetamine), which produce pho-

tons that are detected by a gamma cam-
era moving rapidly around the head.
Functional MRI, a variant of MRI,
currently offers the best approach for
visualizing brain function based on local
metabolism. fMRI is predicated on the
fact that hemoglobin in blood slightly
distorts the magnetic resonance proper-
ties of hydrogen nuclei in its vicinity, and

Summary

The brain can be studied by methods that range from genetics and molecu-
lar biology to behavioral testing of normal human subjects. In addition to an
ever-increasing store of knowledge about the anatomical organization of the
nervous system, many of the brightest successes of modern neuroscience
have come from understanding nerve cells as the basic structural and func-
tional unit of the nervous system. Studies of the distinct cellular architecture
and molecular components of neurons and glia have revealed much about
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Right

Left

(C) MRI images of an adult patient with a brain tumor, with fMRI activity during a hand
motion task superimposed (left hand activity is shown in yellow, right hand activity in green).
At right is a three-dimensional surface reconstructed view of the same data.

the amount of magnetic distortion
changes depending on whether the
hemoglobin has oxygen bound to it.
When a brain area is activated by a spe-
cific task it begins to use more oxygen
and within seconds the brain microvas-
culature responds by increasing the flow
of oxygen-rich blood to the active area.
These changes in the concentration of
oxygen and blood flow lead to localized
blood oxygenation level-dependent
(BOLD) changes in the magnetic reso-
nance signal. Such fluctuations are
detected using statistical image process-

ing techniques to produce maps of task-
dependent brain function (see Figure C).
Because fMRI uses signals intrinsic to the
brain without any radioactivity, repeated
observations can be made on the same
individual—a major advantage over
imaging methods such as PET. The spa-
tial resolution (2-3 mm) and temporal
resolution (a few seconds) of fMRI are
also superior to other functional imaging
techniques. MRI has thus emerged as the
technology of choice for probing both the
structure and function of the living
human brain.
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Calcium signaling in a cerebel-
lar Purkinje neuron. An elec-
trode was used to fill the neu-
ron with a fluorescent calcium
indicator dye. This dye
revealed the release of intra-
cellular calcium ions (color)
produced by the actions of the
second messenger IP,. (Cour-
tesy of Elizabeth A. Finch and
George J. Augustine.)
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The brain is remarkably adept at acquiring, coordinating, and dis-
seminating information about the body and its environment. Such
information must be processed within milliseconds, yet it also can be
stored away as memories that endure for years. Neurons within the
central and peripheral nervous systems perform these functions by
generating sophisticated electrical and chemical signals. This unit
describes these signals and how they are produced. It explains how
one type of electrical signal, the action potential, allows information
to travel along the length of a nerve cell. It also explains how other
types of signals—both electrical and chemical—are generated at syn-
aptic connections between nerve cells. Synapses permit information
transfer by interconnecting neurons to form the circuitry on which
neural processing depends. Finally, it describes the intricate bio-
chemical signaling events that take place within neurons. Appreciat-
ing these fundamental forms of neuronal signaling provides a foun-
dation for appreciating the higher-level functions considered in the
rest of the book.

The cellular and molecular mechanisms that give neurons their
unique signaling abilities are also targets for disease processes that
compromise the function of the nervous system. A working knowl-
edge of the cellular and molecular biology of neurons is therefore
fundamental to understanding a variety of brain pathologies, and
for developing novel approaches to diagnosing and treating these all
too prevalent problems.



Chapter 2

Overview

Nerve cells generate electrical signals that transmit information. Although
neurons are not intrinsically good conductors of electricity, they have
evolved elaborate mechanisms for generating these signals based on the
flow of ions across their plasma membranes. Ordinarily, neurons generate a
negative potential, called the resting membrane potential, that can be mea-
sured by recording the voltage between the inside and outside of nerve cells.
The action potential transiently abolishes the negative resting potential and
makes the transmembrane potential positive. Action potentials are propa-
gated along the length of axons and are the fundamental signal that carries
information from one place to another in the nervous system. Still other
types of electrical signals are produced by the activation of synaptic contacts
between neurons or by the actions of external forms of energy on sensory
neurons. All of these electrical signals arise from ion fluxes brought about by
nerve cell membranes being selectively permeable to different ions, and
from the non-uniform distribution of these ions across the membrane.

Electrical Potentials across Nerve Cell Membranes

Neurons employ several different types of electrical signal to encode and
transfer information. The best way to observe these signals is to use an intra-
cellular microelectrode to measure the electrical potential across the neu-
ronal plasma membrane. A typical microelectrode is a piece of glass tubing
pulled to a very fine point (with an opening of less than 1 pm diameter) and
filled with a good electrical conductor, such as a concentrated salt solution.
This conductive core can then be connected to a voltmeter, such as an oscil-
loscope, to record the transmembrane voltage of the nerve cell.

The first type of electrical phenomenon can be observed as soon as a
microelectrode is inserted through the membrane of the neuron. Upon enter-
ing the cell, the microelectrode reports a negative potential, indicating that
neurons have a means of generating a constant voltage across their mem-
branes when at rest. This voltage, called the resting membrane potential,
depends on the type of neuron being examined, but it is always a fraction of
a volt (typically —40 to -90 mV).

The electrical signals produced by neurons are caused by responses to
stimuli, which then change the resting membrane potential. Receptor poten-
tials are due to the activation of sensory neurons by external stimuli, such as
light, sound, or heat. For example, touching the skin activates Pacinian cor-
puscles, receptor neurons that sense mechanical disturbances of the skin.
These neurons respond to touch with a receptor potential that changes the
resting potential for a fraction of a second (Figure 2.1A). These transient
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Figure 2.1 Types of neuronal electrical
signals. In all cases, microelectrodes are
used to measure changes in the resting
membrane potential during the indi-
cated signals. (A) A brief touch causes a
receptor potential in a Pacinian corpus-
cle in the skin. (B) Activation of a synap-
tic contact onto a hippocampal pyrami-
dal neuron elicits a synaptic potential.
(C) Stimulation of a spinal reflex pro-
duces an action potential in a spinal
motor neuron.
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changes in potential are the first step in generating the sensation of vibra-
tions (or “tickles”) of the skin in the somatic sensory system (Chapter 8).
Similar sorts of receptor potentials are observed in all other sensory neurons
during transduction of sensory signals (Unit II).

Another type of electrical signal is associated with communication
between neurons at synaptic contacts. Activation of these synapses generates
synaptic potentials, which allow transmission of information from one neu-
ron to another. An example of such a signal is shown in Figure 2.1B. In this
case, activation of a synaptic terminal innervating a hippocampal pyramidal
neuron causes a very brief change in the resting membrane potential in the
pyramidal neuron. Synaptic potentials serve as the means of exchanging
information in complex neural circuits in both the central and peripheral
nervous systems (Chapter 5).

The use of electrical signals—as in sending electricity over wires to pro-
vide power or information—presents a series of problems in electrical engi-
neering. A fundamental problem for neurons is that their axons, which can
be quite long (remember that a spinal motor neuron can extend for a meter
or more), are not good electrical conductors. Although neurons and wires



are both capable of passively conducting electricity, the electrical properties
of neurons compare poorly to an ordinary wire. To compensate for this defi-
ciency, neurons have evolved a “booster system” that allows them to con-
duct electrical signals over great distances despite their intrinsically poor
electrical characteristics. The electrical signals produced by this booster sys-
tem are called action potentials (which are also referred to as “spikes” or
“impulses”). An example of an action potential recorded from the axon of a
spinal motor neuron is shown in Figure 2.1C.

One way to elicit an action potential is to pass electrical current across the
membrane of the neuron. In normal circumstances, this current would be
generated by receptor potentials or by synaptic potentials. In the laboratory,
however, electrical current suitable for initiating an action potential can be
readily produced by inserting a second microelectrode into the same neuron
and then connecting the electrode to a battery (Figure 2.2A). If the current
delivered in this way makes the membrane potential more negative (hyper-
polarization), nothing very dramatic happens. The membrane potential sim-
ply changes in proportion to the magnitude of the injected current (central
part of Figure 2.2B). Such hyperpolarizing responses do not require any
unique property of neurons and are therefore called passive electrical
responses. A much more interesting phenomenon is seen if current of the
opposite polarity is delivered, so that the membrane potential of the nerve
cell becomes more positive than the resting potential (depolarization). In
this case, at a certain level of membrane potential, called the threshold
potential, an action potential occurs (see right side of Figure 2.2B).

The action potential, which is an active response generated by the neuron,
is a brief (about 1 ms) change from negative to positive in the transmem-
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Figure 2.2 Recording passive and
active electrical signals in a nerve cell.
(A) Two microelectrodes are inserted
into a neuron; one of these measures
membrane potential while the other
injects current into the neuron. (B) In-
serting the voltage-measuring micro-
electrode into the neuron reveals a nega-
tive potential, the resting membrane
potential. Injecting current through the
current-passing microelectrode alters
the neuronal membrane potential.
Hyperpolarizing current pulses produce
only passive changes in the membrane
potential. While small depolarizing cur-
rents also elict only passive responses,
depolarizations that cause the mem-
brane potential to meet or exceed
threshold additionally evoke action
potentials. Action potentials are active
responses in the sense that they are gen-
erated by changes in the permeability of
the neuronal membrane.
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Figure 2.3 Ion transporters and ion
channels are responsible for ionic move-
ments across neuronal membranes.
Transporters create ion concentration
differences by actively transporting ions
against their chemical gradients. Chan-
nels take advantage of these concentra-
tion gradients, allowing selected ions to
move, via diffusion, down their chemi-
cal gradients.

brane potential. Importantly, the amplitude of the action potential is inde-
pendent of the magnitude of the current used to evoke it; that is, larger cur-
rents do not elicit larger action potentials. The action potentials of a given
neuron are therefore said to be all-or-none, because they occur fully or not at
all. If the amplitude or duration of the stimulus current is increased suffi-
ciently, multiple action potentials occur, as can be seen in the responses to
the three different current intensities shown in Figure 2.2B (right side). It fol-
lows, therefore, that the intensity of a stimulus is encoded in the frequency
of action potentials rather than in their amplitude. This arrangement differs
dramatically from receptor potentials, whose amplitudes are graded in pro-
portion to the magnitude of the sensory stimulus, or synaptic potentials,
whose amplitude varies according to the number of synapses activated and
the previous amount of synaptic activity.

Because electrical signals are the basis of information transfer in the ner-
vous system, it is essential to understand how these signals arise. Remarkably,
all of the neuronal electrical signals described above are produced by similar
mechanisms that rely upon the movement of ions across the neuronal mem-
brane. The remainder of this chapter addresses the question of how nerve cells
use ions to generate electrical potentials. Chapter 3 explores more specifically
the means by which action potentials are produced and how these signals
solve the problem of long-distance electrical conduction within nerve cells.
Chapter 4 examines the properties of membrane molecules responsible for
electrical signaling. Finally, Chapters 5-7 consider how electrical signals are
transmitted from one nerve cell to another at synaptic contacts.

How lonic Movements Produce Electrical Signals

Electrical potentials are generated across the membranes of neurons—and,
indeed, all cells—because (1) there are differences in the concentrations of spe-
cific ions across nerve cell membranes, and (2) the membranes are selectively
permeable to some of these ions. These two facts depend in turn on two dif-
ferent kinds of proteins in the cell membrane (Figure 2.3). The ion concentra-
tion gradients are established by proteins known as active transporters,
which, as their name suggests, actively move ions into or out of cells against
their concentration gradients. The selective permeability of membranes is
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due largely to ion channels, proteins that allow only certain kinds of ions to
cross the membrane in the direction of their concentration gradients. Thus,
channels and transporters basically work against each other, and in so doing
they generate the resting membrane potential, action potentials, and the syn-
aptic potentials and receptor potentials that trigger action potentials. The
structure and function of these channels and transporters are described in
Chapter 4.

To appreciate the role of ion gradients and selective permeability in gener-
ating a membrane potential, consider a simple system in which an artificial
membrane separates two compartments containing solutions of ions. In such
a system, it is possible to determine the composition of the two solutions and,
thereby, control the ion gradients across the membrane. For example, take the
case of a membrane that is permeable only to potassium ions (K*). If the con-
centration of K* on each side of this membrane is equal, then no electrical
potential will be measured across it (Figure 2.4A). However, if the concentra-
tion of K* is not the same on the two sides, then an electrical potential will be
generated. For instance, if the concentration of K* on one side of the mem-
brane (compartment 1) is 10 times higher than the K* concentration on the
other side (compartment 2), then the electrical potential of compartment 1
will be negative relative to compartment 2 (Figure 2.4B). This difference in
electrical potential is generated because the potassium ions flow down their
concentration gradient and take their electrical charge (one positive charge
per ion) with them as they go. Because neuronal membranes contain pumps
that accumulate K* in the cell cytoplasm, and because potassium-permeable
channels in the plasma membrane allow a transmembrane flow of K¥, an
analogous situation exists in living nerve cells. A continual resting efflux of
K* is therefore responsible for the resting membrane potential.

In the hypothetical case just described, an equilibrium will quickly be
reached. As K* moves from compartment 1 to compartment 2 (the initial
conditions on the left of Figure 2.4B), a potential is generated that tends to
impede further flow of K*. This impediment results from the fact that the
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Figure 2.4 Electrochemical equilib-
rium. (A) A membrane permeable only
to K* (yellow spheres) separates com-
partments 1 and 2, which contain the
indicated concentrations of KCl. (B)
Increasing the KCl concentration in com-
partment 1 to 10 mM initially causes a
small movement of K* into compartment
2 (initial conditions) until the electromo-
tive force acting on K* balances the
concentration gradient, and the net
movement of K* becomes zero (at equi-
librium). (C) The relationship between
the transmembrane concentration gradi-
ent ([K*],/[K*];) and the membrane
potential. As predicted by the Nernst
equation, this relationship is linear when
plotted on semi-logarithmic coordinates,
with a slope of 58 mV per tenfold differ-
ence in the concentration gradient.
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potential gradient across the membrane tends to repel the positive potas-
sium ions that would otherwise move across the membrane. Thus, as com-
partment 2 becomes positive relative to compartment 1, the increasing posi-
tivity makes compartment 2 less attractive to the positively charged K*. The
net movement (or flux) of K* will stop at the point (at equilibrium on the
right of Figure 2.4B) where the potential change across the membrane (the
relative positivity of compartment 2) exactly offsets the concentration gradi-
ent (the tenfold excess of K* in compartment 1). At this electrochemical
equilibrium, there is an exact balance between two opposing forces: (1) the
concentration gradient that causes K* to move from compartment 1 to com-
partment 2, taking along positive charge, and (2) an opposing electrical gra-
dient that increasingly tends to stop K* from moving across the membrane
(Figure 2.4B). The number of ions that needs to flow to generate this electri-
cal potential is very small (approximately 10-'2 moles of K* per cm? of mem-
brane, or 102 K* ions). This last fact is significant in two ways. First, it
means that the concentrations of permeant ions on each side of the mem-
brane remain essentially constant, even after the flow of ions has generated
the potential. Second, the tiny fluxes of ions required to establish the mem-
brane potential do not disrupt chemical electroneutrality because each ion
has an oppositely charged counter-ion (chloride ions in the example shown
in Figure 2.4) to maintain the neutrality of the solutions on each side of the
membrane. The concentration of K* remains equal to the concentration of
CI" in the solutions in compartments 1 and 2, meaning that the separation of
charge that creates the potential difference is restricted to the immediate
vicinity of the membrane.

The Forces That Create Membrane Potentials

The electrical potential generated across the membrane at electrochemical
equilibrium, the equilibrium potential, can be predicted by a simple for-
mula called the Nernst equation. This relationship is generally expressed as

—Eln&
*aF [X]4

where E, is the equilibrium potential for any ion X, R is the gas constant, T is
the absolute temperature (in degrees on the Kelvin scale), z is the valence
(electrical charge) of the permeant ion, and F is the Faraday constant (the
amount of electrical charge contained in one mole of a univalent ion). The
brackets indicate the concentrations of ion X on each side of the membrane
and the symbol In indicates the natural logarithm of the concentration gradi-
ent. Because it is easier to perform calculations using base 10 logarithms and
to perform experiments at room temperature, this relationship is usually
simplified to

Ey= % log X],
XI:

where log indicates the base 10 logarithm of the concentration ratio. Thus,

for the example in Figure 2.4B, the potential across the membrane at electro-

chemical equilibrium is

K

E. =28 log—[ E log— = —58 mV
(K], 10

The equilibrium potential is conventionally defined in terms of the potential

difference between the reference compartment, side 2 in Figure 2.4, and the

other side. This approach is also applied to biological systems. In this case,



the outside of the cell is the conventional reference point (defined as zero
potential). Thus, when the concentration of K* is higher inside than out, an
inside-negative potential is measured across the K*-permeable neuronal
membrane.

For a simple hypothetical system with only one permeant ion species, the
Nernst equation allows the electrical potential across the membrane at equi-
librium to be predicted exactly. For example, if the concentration of K* on
side 1 is increased to 100 mM, the membrane potential will be —-116 mV.
More generally, if the membrane potential is plotted against the logarithm of
the K* concentration gradient ([K],/[K],), the Nernst equation predicts a lin-
ear relationship with a slope of 58 mV (actually 58/z) per tenfold change in
the K* gradient (Figure 2.4C).

To reinforce and extend the concept of electrochemical equilibrium, con-
sider some additional experiments on the influence of ionic species and ionic
permeability that could be performed on the simple model system in Figure
2.4. What would happen to the electrical potential across the membrane (the
potential of side 1 relative to side 2) if the potassium on side 2 were replaced
with 10 mM sodium (Na*) and the K* in compartment 1 were replaced by 1
mM Na*? No potential would be generated, because no Na* could flow
across the membrane (which was defined as being permeable only to K*).
However, if under these ionic conditions (10 times more Na* in compartment
2) the K*-permeable membrane were to be magically replaced by a mem-
brane permeable only to Na*, a potential of +58 mV would be measured at
equilibrium. If 10 mM calcium (Ca*") were present in compartment 2 and 1
mM Ca?* in compartment 1, and a Ca?*-selective membrane separated the
two sides, what would happen to the membrane potential? A potential of
+29 mV would develop, because the valence of calcium is +2. Finally, what
would happen to the membrane potential if 10 mM CI~ were present in com-
partment 1 and 1 mM CI” were present in compartment 2, with the two sides
separated by a CI™-permeable membrane? Because the valence of this anion
is —1, the potential would again be +58 mV.

The balance of chemical and electrical forces at equilibrium means that
the electrical potential can determine ionic fluxes across the membrane, just
as the ionic gradient can determine the membrane potential. To examine the
influence of membrane potential on ionic flux, imagine connecting a battery
across the two sides of the membrane to control the electrical potential across
the membrane without changing the distribution of ions on the two sides
(Figure 2.5). As long as the battery is off, things will be just as in Figure 2.4,
with the flow of K* from compartment 1 to compartment 2 causing a nega-
tive membrane potential (Figure 2.5A, left). However, if the battery is used to
make compartment 1 initially more negative relative to compartment 2, there
will be less K* flux, because the negative potential will tend to keep K* in
compartment 1. How negative will side 1 need to be before there is no net
flux of K*? The answer is =58 mV, the voltage needed to counter the tenfold
difference in K* concentrations on the two sides of the membrane (Figure
2.5A, center). If compartment 1 is initially made more negative than -58 mV,
then K* will actually flow from compartment 2 into compartment 1, because
the positive ions will be attracted to the more negative potential of compart-
ment 1 (Figure 2.5A, right). This example demonstrates that both the direc-
tion and magnitude of ion flux depend on the membrane potential. Thus, in
some circumstances the electrical potential can overcome an ionic concentra-
tion gradient.

The ability to alter ion flux experimentally by changing either the poten-
tial imposed on the membrane (Figure 2.5B) or the transmembrane concen-
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(A)
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Figure 2.5 Membrane potential influ-
ences ion fluxes. (A) Connecting a bat-
tery across the K*-permeable membrane
allows direct control of membrane
potential. When the battery is turned off
(left), K*ions (yellow) flow simply
according to their concentration gradi-
ent. Setting the initial membrane poten-
tial (V_,) at the equilibrium potential
for K* (center) yields no net flux of K*,
while making the membrane potential
more negative than the K* equilibrium
potential (right) causes K* to flow
against its concentration gradient. (B)
Relationship between membrane poten-
tial and direction of K* flux.

tration gradient for an ion (see Figure 2.4C) provides convenient tools for
studying ion fluxes across the plasma membranes of neurons, as will be evi-
dent in many of the experiments described in the following chapters.

Electrochemical Equilibrium in an Environment with
More Than One Permeant lon

Now consider a somewhat more complex situation in which Na* and K* are
unequally distributed across the membrane, as in Figure 2.6A. What would
happen if 10 mM K* and 1 mM Na* were present in compartment 1, and 1
mM K* and 10 mM Na* in compartment 2? If the membrane were perme-
able only to K*, the membrane potential would be -58 mV; if the membrane
were permeable only to Na*, the potential would be +58 mV. But what
would the potential be if the membrane were permeable to both K* and
Na*? In this case, the potential would depend on the relative permeability of
the membrane to K* and Na*. If it were more permeable to K*, the potential
would approach -58 mV, and if it were more permeable to Na*, the potential
would be closer to +58 mV. Because there is no permeability term in the
Nernst equation, which only considers the simple case of a single permeant
ion species, a more elaborate equation is needed that takes into account both
the concentration gradients of the permeant ions and the relative permeabil-
ity of the membrane to each permeant species.

Such an equation was developed by David Goldman in 1943. For the case
most relevant to neurons, in which K*, Na*, and CI™ are the primary perme-
ant ions, the Goldman equation is written

P¢[K], + Py, [Na], + Py [Cl]y

V =58 log
P¢[K]; + Pya[Na]; + Py [Cl],

where V is the voltage across the membrane (again, compartment 1 relative
to the reference compartment 2) and P indicates the permeability of the
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membrane to each ion of interest. The Goldman equation is thus an
extended version of the Nernst equation that takes into account the relative
permeabilities of each of the ions involved. The relationship between the two
equations becomes obvious in the situation where the membrane is perme-
able only to one ion, say, K*; in this case, the Goldman expression collapses
back to the simpler Nernst equation. In this context, it is important to note
that the valence factor (z) in the Nernst equation has been eliminated; this is
why the concentrations of negatively charged chloride ions, CI~, have been
inverted relative to the concentrations of the positively charged ions [remem-
ber that -log (A/B) = log (B/A)].

If the membrane in Figure 2.6A is permeable to K* and Na* only, the
terms involving CI~ drop out because P, is 0. In this case, solution of the
Goldman equation yields a potential of -58 mV when only K* is permeant,
+58 mV when only Na* is permeant, and some intermediate value if both
ions are permeant. For example, if K* and Na* were equally permeant, then
the potential would be 0 mV.

With respect to neural signaling, it is particularly pertinent to ask what
would happen if the membrane started out being permeable to K¥, and then
temporarily switched to become most permeable to Na*. In this circum-
stance, the membrane potential would start out at a negative level, become
positive while the Na* permeability remained high, and then fall back to a
negative level as the Na* permeability decreased again. As it turns out, this
last case essentially describes what goes on in a neuron during the genera-
tion of an action potential. In the resting state, P, of the neuronal plasma
membrane is much higher than P; since, as a result of the action of ion
transporters, there is always more K* inside the cell than outside (Table 2.1),
the resting potential is negative (Figure 2.6B). As the membrane potential is
depolarized (by synaptic action, for example), Py, increases. The transient
increase in Na* permeability causes the membrane potential to become even
more positive (red region in Figure 2.6B), because Na™* rushes in (there is
much more Na* outside a neuron than inside, again as a result of ion
pumps). Because of this positive feedback loop, an action potential occurs.
The rise in Na* permeability during the action potential is transient, how-
ever; as the membrane permeability to K* is restored, the membrane poten-
tial quickly returns to its resting level.
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Figure 2.6 Resting and action poten-
tials entail permeabilities to different
ions. (A) Hypothetical situation in
which a membrane variably permeable
to Na* (red) and K* (yellow) separates
two compartments that contain both
ions. For simplicity, CI” ions are not
shown in the diagram. (B) Schematic
representation of the membrane ionic
permeabilities associated with resting
and action potentials. At rest, neuronal
membranes are more permeable to K*
(yellow) than to Na* (red); accordingly,
the resting membrane potential is nega-
tive and approaches the equilibrium
potential for K*, Ei. During an action
potential, the membrane becomes very
permeable to Na* (red); thus the mem-
brane potential becomes positive and
approaches the equilibrium potential for
Na*, Ey,. The rise in Na* permeability is
transient, however, so that the mem-
brane again becomes primarily perme-
able to K* (yellow), causing the poten-
tial to return to its negative resting
value. Notice that at the equilibrium
potential for a given ion, there is no net
flux of that ion across the membrane.
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TABLE 2.1
Extracellular and Intracellular lon Concentrations

Concentration (imM)

Ion Intracellular Extracellular
Squid neuron

Potassium (K*) 400 20
Sodium (Na*) 50 440
Chloride (CI) 40-150 560
Calcium (Ca®*) 0.0001 10
Mammalian neuron

Potassium (K*) 140 5
Sodium (Na*) 5-15 145
Chloride (CI-) 4-30 110
Calcium (Ca**) 0.0001 1-2

Armed with an appreciation of these simple electrochemical principles, it
will be much easier to understand the following, more detailed account of
how neurons generate resting and action potentials.

The lonic Basis of the Resting Membrane Potential

The action of ion transporters creates substantial transmembrane gradients
for most ions. Table 2.1 summarizes the ion concentrations measured
directly in an exceptionally large nerve cell found in the nervous system of
the squid (Box A). Such measurements are the basis for stating that there is
much more K* inside the neuron than out, and much more Na* outside than
in. Similar concentration gradients occur in the neurons of most animals,
including humans. However, because the ionic strength of mammalian
blood is lower than that of sea-dwelling animals such as squid, in mammals
the concentrations of each ion are several times lower. These transporter-
dependent concentration gradients are, indirectly, the source of the resting
neuronal membrane potential and the action potential.

Once the ion concentration gradients across various neuronal membranes
are known, the Nernst equation can be used to calculate the equilibrium
potential for K* and other major ions. Since the resting membrane potential
of the squid neuron is approximately -65 mV, K* is the ion that is closest to
being in electrochemical equilibrium when the cell is at rest. This fact
implies that the resting membrane is more permeable to K* than to the other
ions listed in Table 2.1, and that this permeability is the source of resting
potentials.

It is possible to test this guess, as Alan Hodgkin and Bernard Katz did in
1949, by asking what happens to the resting membrane potential if the con-
centration of K* outside the neuron is altered. If the resting membrane were
permeable only to K*, then the Goldman equation (or even the simpler
Nernst equation) predicts that the membrane potential will vary in propor-
tion to the logarithm of the K* concentration gradient across the membrane.
Assuming that the internal K* concentration is unchanged during the exper-
iment, a plot of membrane potential against the logarithm of the external K*
concentration should yield a straight line with a slope of 58 mV per tenfold
change in external K* concentration at room temperature (see Figure 2.4C).
(The slope becomes about 61 mV at mammalian body temperatures.)
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Box A

The Remarkable Giant Nerve Cells of Squid

Many of the initial insights into how ion
concentration gradients and changes in
membrane permeability produce electri-
cal signals came from experiments per-
formed on the extraordinarily large
nerve cells of the squid. The axons of
these nerve cells can be up to 1 mm in
diameter—100 to 1000 times larger than
mammalian axons. Thus, squid axons
are large enough to allow experiments
that would be impossible on most other
nerve cells. For example, it is not difficult
to insert simple wire electrodes inside
these giant axons and make reliable elec-
trical measurements. The relative ease of
this approach yielded the first intracellu-
lar recordings of action potentials from
nerve cells and, as discussed in the next
chapter, the first experimental measure-

neuron

2nd-level
neuron

3rd-level
neuron N

(A)

ments of the ion currents that produce
action potentials. It also is practical to
extrude the cytoplasm from giant axons
and measure its ionic composition (see
Table 2.1). In addition, some giant nerve
cells form synaptic contacts with other
giant nerve cells, producing very large
synapses that have been extraordinarily
valuable in understanding the funda-
mental mechanisms of synaptic trans-
mission (see Chapter 5).

Giant neurons evidently evolved in
squid because they enhanced survival.
These neurons participate in a simple
neural circuit that activates the contrac-
tion of the mantle muscle, producing a
jet propulsion effect that allows the squid
to move away from predators at a
remarkably fast speed. As discussed in

Chapter 3, larger axonal diameter allows
faster conduction of action potentials.
Thus, presumably these huge nerve cells
help squid escape more successfully
from their numerous enemies.
Today—nearly 70 years after their dis-
covery by John Z. Young at University
College London—the giant nerve cells of
squid remain useful experimental sys-
tems for probing basic neuronal functions.
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(A) Diagram of a squid, showing the location of its giant nerve cells. Different colors indi-
cate the neuronal components of the escape circuitry. The first- and second-level neurons
originate in the brain, while the third-level neurons are in the stellate ganglion and inner-
vate muscle cells of the mantle. (B) Giant synapses within the stellate ganglion. The sec-
ond-level neuron forms a series of fingerlike processes, each of which makes an extraordi-
narily large synapse with a single third-level neuron. (C) Structure of a giant axon of a
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Figure 2.7 Experimental evidence that the resting membrane potential of a squid
giant axon is determined by the K* concentration gradient across the membrane.
(A) Increasing the external K* concentration makes the resting membrane potential
more positive. (B) Relationship between resting membrane potential and external
K* concentration, plotted on a semi-logarithmic scale. The straight line represents a
slope of 58 mV per tenfold change in concentration, as given by the Nernst equa-
tion. (After Hodgkin and Katz, 1949.)

When Hodgkin and Katz carried out this experiment on a living squid
neuron, they found that the resting membrane potential did indeed change
when the external K* concentration was modified, becoming less negative as
external K* concentration was raised (Figure 2.7A). When the external K*
concentration was raised high enough to equal the concentration of K*
inside the neuron, thus making the K* equilibrium potential 0 mV, the rest-
ing membrane potential was also approximately 0 mV. In short, the resting
membrane potential varied as predicted with the logarithm of the K* con-
centration, with a slope that approached 58 mV per tenfold change in K*
concentration (Figure 2.7B). The value obtained was not exactly 58 mV
because other ions, such as Cl~ and Na*, are also slightly permeable, and
thus influence the resting potential to a small degree. The contribution of
these other ions is particularly evident at low external K* levels, again as
predicted by the Goldman equation. In general, however, manipulation of
the external concentrations of these other ions has only a small effect,
emphasizing that K* permeability is indeed the primary source of the resting
membrane potential.

In summary, Hodgkin and Katz showed that the inside-negative resting
potential arises because (1) the membrane of the resting neuron is more per-
meable to K* than to any of the other ions present, and (2) there is more K*
inside the neuron than outside. The selective permeability to K* is caused by
K*-permeable membrane channels that are open in resting neurons, and the



large K* concentration gradient is, as noted, produced by membrane trans-
porters that selectively accumulate K* within neurons. Many subsequent
studies have confirmed the general validity of these principles.

The lonic Basis of Action Potentials

What causes the membrane potential of a neuron to depolarize during an
action potential? Although a general answer to this question has been given
(increased permeability to Na*), it is well worth examining some of the
experimental support for this concept. Given the data presented in Table 2.1,
one can use the Nernst equation to calculate that the equilibrium potential
for Na* (Ey,) in neurons, and indeed in most cells, is positive. Thus, if the
membrane were to become highly permeable to Na*, the membrane poten-
tial would approach E,j,. Based on these considerations, Hodgkin and Katz
hypothesized that the action potential arises because the neuronal mem-
brane becomes temporarily permeable to Na*.

Taking advantage of the same style of ion substitution experiment they
used to assess the resting potential, Hodgkin and Katz tested the role of Na*
in generating the action potential by asking what happens to the action
potential when Na* is removed from the external medium. They found that
lowering the external Na* concentration reduces both the rate of rise of the
action potential and its peak amplitude (Figure 2.8A—C). Indeed, when they
examined this Na* dependence quantitatively, they found a more-or-less lin-
ear relationship between the amplitude of the action potential and the loga-
rithm of the external Na* concentration (Figure 2.8D). The slope of this rela-
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Figure 2.8 The role of sodium in the
generation of an action potential in a
squid giant axon. (A) An action poten-
tial evoked with the normal ion concen-
trations inside and outside the cell. (B)
The amplitude and rate of rise of the
action potential diminish when external
sodium concentration is reduced to one-
third of normal, but (C) recover when
the Na* is replaced. (D) While the
amplitude of the action potential is
quite sensitive to the external concentra-
tion of Na*, the resting membrane
potential (E) is little affected by chang-
ing the concentration of this ion. (After
Hodgkin and Katz, 1949.)
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Box B

Action Potential Form and Nomenclature

The action potential of the squid giant
axon has a characteristic shape, or wave-
form, with a number of different phases
(Figure A). During the rising phase, the
membrane potential rapidly depolarizes.
In fact, action potentials cause the mem-
brane potential to depolarize so much
that the membrane potential transiently
becomes positive with respect to the
external medium, producing an over-
shoot. The overshoot of the action poten-
tial gives way to a falling phase in which
the membrane potential rapidly repolar-
izes. Repolarization takes the membrane
potential to levels even more negative
than the resting membrane potential for
a short time; this brief period of hyper-
polarization is called the undershoot.
Although the waveform of the squid
action potential is typical, the details of
the action potential form vary widely
from neuron to neuron in different ani-
mals. In myelinated axons of vertebrate
motor neurons (Figure B), the action
potential is virtually indistinguishable
from that of the squid axon. However,
the action potential recorded in the cell
body of this same motor neuron (Figure

C) looks rather different. Thus, the action
potential waveform can vary even within
the same neuron. More complex action
potentials are seen in other central neu-
rons. For example, action potentials
recorded from the cell bodies of neurons
in the mammalian inferior olive (a region
of the brainstem involved in motor con-
trol) last tens of milliseconds (Figure D).
These action potentials exhibit a pro-
nounced plateau during their falling
phase, and their undershoot lasts even
longer than that of the motor neuron.
One of the most dramatic types of action
potentials occurs in the cell bodies of
cerebellar Purkinje neurons (Figure E).
These potentials have several complex
phases that result from the summation of
multiple, discrete action potentials.

The variety of action potential wave-
forms could mean that each type of neu-
ron has a different mechanism of action
potential production. Fortunately, how-
ever, these diverse waveforms all result
from relatively minor variations in the
scheme used by the squid giant axon.
For example, plateaus in the repolariza-
tion phase result from the presence of

(A) The phases of an action potential of the squid giant axon. (B) Action potential recorded
from a myelinated axon of a frog motor neuron. (C) Action potential recorded from the cell
body of a frog motor neuron. The action potential is smaller and the undershoot prolonged in
comparison to the action potential recorded from the axon of this same neuron (B). (D) Action
potential recorded from the cell body of a neuron from the inferior olive of a guinea pig. This
action potential has a pronounced plateau during its falling phase. (E) Action potential
recorded from the cell body of a Purkinje neuron in the cerebellum of a guinea pig. (A after
Hodgkin and Huxley, 1939; B after Dodge and Frankenhaeuser, 1958; C after Barrett and Bar-
rett, 1976; D after Llinas and Yarom, 1981; E after Llinds and Sugimori, 1980.)
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ion channels that are permeable to Ca?",
and long-lasting undershoots result from
the presence of additional types of mem-
brane K* channels. The complex action
potential of the Purkinje cell results from
these extra features plus the fact that dif-
ferent types of action potentials are gen-
erated in various parts of the Purkinje
neuron—cell body, dendrites, and
axons—and are summed together in
recordings from the cell body. Thus, the
lessons learned from the squid axon are
applicable to, and indeed essential for,
understanding action potential genera-
tion in all neurons.
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tionship approached a value of 58 mV per tenfold change in Na* concentra-
tion, as expected for a membrane selectively permeable to Na*. In contrast,
lowering Na* concentration had very little effect on the resting membrane
potential (Figure 2.8E). Thus, while the resting neuronal membrane is only
slightly permeable to Na*, the membrane becomes extraordinarily perme-
able to Na* during the rising phase and overshoot phase of the action
potential (see Box B for an explanation of action potential nomenclature).
This temporary increase in Na* permeability results from the opening of
Na*-selective channels that are essentially closed in the resting state. Mem-
brane pumps maintain a large electrochemical gradient for Na*, which is in
much higher concentration outside the neuron than inside. When the Na*
channels open, Na* flows into the neuron, causing the membrane potential
to depolarize and approach Ey,.

The time that the membrane potential lingers near E, (about +58 mV)
during the overshoot phase of an action potential is brief because the
increased membrane permeability to Na* itself is short-lived. The membrane
potential rapidly repolarizes to resting levels and is actually followed by a
transient undershoot. As will be described in Chapter 3, these latter events
in the action potential are due to an inactivation of the Na* permeability and
an increase in the K* permeability of the membrane. During the undershoot,
the membrane potential is transiently hyperpolarized because K* permeabil-
ity becomes even greater than it is at rest. The action potential ends when
this phase of enhanced K* permeability subsides, and the membrane poten-
tial thus returns to its normal resting level.

The ion substitution experiments carried out by Hodgkin and Katz pro-
vided convincing evidence that the resting membrane potential results from
a high resting membrane permeability to K*, and that depolarization during
an action potential results from a transient rise in membrane Na* permeabil-
ity. Although these experiments identified the ions that flow during an
action potential, they did not establish how the neuronal membrane is able to
change its ionic permeability to generate the action potential, or what mech-
anisms trigger this critical change. The next chapter addresses these issues,
documenting the surprising conclusion that the neuronal membrane poten-
tial itself affects membrane permeability.

Summary

Nerve cells generate electrical signals to convey information over substantial
distances and to transmit it to other cells by means of synaptic connections.
These signals ultimately depend on changes in the resting electrical potential
across the neuronal membrane. A resting potential occurs because nerve cell
membranes are permeable to one or more ion species subject to an electro-
chemical gradient. More specifically, a negative membrane potential at rest
results from a net efflux of K* across neuronal membranes that are predomi-
nantly permeable to K*. In contrast, an action potential occurs when a tran-
sient rise in Na* permeability allows a net flow of Na* in the opposite direc-
tion across the membrane that is now predominantly permeable to Na*. The
brief rise in membrane Na* permeability is followed by a secondary, tran-
sient rise in membrane K* permeability that repolarizes the neuronal mem-
brane and produces a brief undershoot of the action potential. As a result of
these processes, the membrane is depolarized in an all-or-none fashion dur-
ing an action potential. When these active permeability changes subside, the
membrane potential returns to its resting level because of the high resting
membrane permeability to K*.
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Chapter 3

Overview

The action potential, the primary electrical signal generated by nerve cells,
reflects changes in membrane permeability to specific ions. Present under-
standing of these changes in ionic permeability is based on evidence
obtained by the voltage clamp technique, which permits detailed characteri-
zation of permeability changes as a function of membrane potential and
time. For most types of axons, these changes consist of a rapid and transient
rise in sodium (Na*) permeability, followed by a slower but more prolonged
rise in potassium (K*) permeability. Both permeabilities are voltage-depen-
dent, increasing as the membrane potential depolarizes. The kinetics and
voltage dependence of Na* and K* permeabilities provide a complete expla-
nation of action potential generation. Depolarizing the membrane potential
to the threshold level causes a rapid, self-sustaining increase in Na* perme-
ability that produces the rising phase of the action potential; however, the
Na* permeability increase is short-lived and is followed by a slower increase
in K* permeability that restores the membrane potential to its usual negative
resting level. A mathematical model that describes the behavior of these
ionic permeabilities predicts virtually all of the observed properties of action
potentials. Importantly, this same ionic mechanism permits action potentials
to be propagated along the length of neuronal axons, explaining how electri-
cal signals are conveyed throughout the nervous system.

lonic Currents Across Nerve Cell Membranes

The previous chapter introduced the idea that nerve cells generate electrical
signals by virtue of a membrane that is differentially permeable to various
ion species. In particular, a transient increase in the permeability of the neu-
ronal membrane to Na* initiates the action potential. This chapter considers
exactly how this increase in Na* permeability occurs. A key to understand-
ing this phenomenon is the observation that action potentials are initiated
only when the neuronal membrane potential becomes more positive than a
threshold level. This observation suggests that the mechanism responsible
for the increase in Na* permeability is sensitive to the membrane potential.
Therefore, if one could understand how a change in membrane potential
activates Na* permeability, it should be possible to explain how action
potentials are generated.

The fact that the Na* permeability that generates the membrane potential
change is itself sensitive to the membrane potential presents both conceptual
and practical obstacles to studying the mechanism of the action potential. A
practical problem is the difficulty of systematically varying the membrane
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Box A

The Voltage Clamp Method

Breakthroughs in scientific research often
rely on the development of new tech-
nologies. In the case of the action poten-
tial, detailed understanding came only
after of the invention of the voltage
clamp technique by Kenneth Cole in the
1940s. This device is called a voltage
clamp because it controls, or clamps,
membrane potential (or voltage) at any
level desired by the experimenter. The
method measures the membrane poten-
tial with a microelectrode (or other type
of electrode) placed inside the cell (1),
and electronically compares this voltage
to the voltage to be maintained (called
the command voltage) (2). The clamp cir-
cuitry then passes a current back into the
cell though another intracellular elec-

One internal electrode measures
membrane potential (V) and is
connected to the voltage clamp
amplifier

A 4

trode (3). This electronic feedback circuit
holds the membrane potential at the de-

sired level, even in the face of permeabil-
ity changes that would normally alter the

membrane potential (such as those gen-
erated during the action potential). Most
importantly, the device permits the
simultaneous measurement of the cur-
rent needed to keep the cell at a given
voltage (4). This current is exactly equal
to the amount of current flowing across
the neuronal membrane, allowing direct
measurement of these membrane cur-
rents. Therefore, the voltage clamp tech-
nique can indicate how membrane
potential influences ionic current flow
across the membrane. This information
gave Hodgkin and Huxley the key
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insights that led to their model for action
potential generation.

Today, the voltage clamp method
remains widely used to study ionic cur-
rents in neurons and other cells. The
most popular contemporary version of
this approach is the patch clamp tech-
nique, a method that can be applied to
virtually any cell and has a resolution
high enough to measure the minute elec-
trical currents flowing through single ion
channels (see Box A in Chapter 4).
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When Vyy, is different from the command
potential, the clamp amplifier injects current
into the axon through a second electrode.
This feedback arrangement causes the
membrane potential to become the same

as the command potential

@ The current flowing back
into the axon, and thus
Measure across its membrane,

current can be measured here

Voltage clamp technique for studying mem-
brane currents of a squid axon.

potential to study the permeability change, because such changes in mem-
brane potential will produce an action potential, which causes further,
uncontrolled changes in the membrane potential. Historically, then, it was
not really possible to understand action potentials until a technique was
developed that allowed experimenters to control membrane potential and
simultaneously measure the underlying permeability changes. This tech-



Voltage-Dependent Membrane Permeability 49

nique, the voltage clamp method (Box A), provides the information needed
to define the ionic permeability of the membrane at any level of membrane
potential.

In the late 1940s, Alan Hodgkin and Andrew Huxley working at the Uni-
versity of Cambridge used the voltage clamp technique to work out the per-
meability changes underlying the action potential. They again chose to use
the giant neuron of the squid because its large size (up to 1 mm in diameter;
see Box A in Chapter 2) allowed insertion of the electrodes necessary for
voltage clamping. They were the first investigators to test directly the
hypothesis that potential-sensitive Na* and K* permeability changes are
both necessary and sufficient for the production of action potentials.

Hodgkin and Huxley’s first goal was to determine whether neuronal
membranes do, in fact, have voltage-dependent permeabilities. To address
this issue, they asked whether ionic currents flow across the membrane
when its potential is changed. The result of one such experiment is shown in
Figure 3.1. Figure 3.1A illustrates the currents produced by a squid axon
when its membrane potential, V,, is hyperpolarized from the resting level of
—-65 mV to —130 mV. The initial response of the axon results from the redistri-
bution of charge across the axonal membrane. This capacitive current is
nearly instantaneous, ending within a fraction of a millisecond. Aside from
this brief event, very little current flows when the membrane is hyperpolar-
ized. However, when the membrane potential is depolarized from —65 mV to
0 mV, the response is quite different (Figure 3.1B). Following the capacitive
current, the axon produces a rapidly rising inward ionic current (inward
refers to a positive charge entering the cell—that is, cations in or anions out),
which gives way to a more slowly rising, delayed outward current. The fact
that membrane depolarization elicits these ionic currents establishes that the
membrane permeability of axons is indeed voltage-dependent.

Figure 3.1 Current flow across a squid

Two Types of Voltage-Dependent lonic Current axon membrane during a voltage clamp
experiment. (A) A 65 mV hyperpolariza-
The results shown in Figure 3.1 demonstrate that the ionic permeability of  tion of the membrane potential pro-
neuronal membranes is voltage-sensitive, but the experiments do not iden-  duces only a very brief capacitive cur-
tify how many types of permeability exist, or which ions are involved. As rent. (B) A 65 mV depolarization of the
discussed in Chapter 2 (see Figure 2.5), varying the potential across a mem- membrane potential also produces a
brane makes it possible to deduce the equilibrium potential for the ionic brief capacitive current, which is fol-

fluxes through the membrane, and thus to identify the ions that are flowing. ~lowed by a longer lasting but transient
phase of inward current and a delayed

but sustained outward current. (After
Hodgkin et al., 1952.)

(A) (B)
— 0 0
0=
g g 65 mV Depolarization
2 E 65 65
c
S Z ]:65 mV Hyperpolarization
~ -130 -130
g 1 +1
= + o7
B~ Capacitive
5 tward —
by g Outwar Outward current hE Delayed
e~
g E 0 0 outward current
Q
§ oo e Inward "~ Transient inward current
-1 -1

0 1 2 3 4 0 1 2 3 4
Time (ms) Time (ms)



50 Chapter Three

Membrane
potential (mV)

Membrane
current (mA /cm?)

Membrane current (mA /cm?)

-100 -50 0 50
Membrane potential (mV)

+65

+52

+26

4 6 8 0 2 4 6 8 0 2 4 6 8 0 2 4 6 8
Time (ms)

Figure 3.2 Current produced by membrane depolarizations to several different
potentials. The early current first increases, then decreases in magnitude as the
depolarization increases; note that this current is actually reversed in polarity at
potentials more positive than about +55 mV. In contrast, the late current increases
monotonically with increasing depolarization. (After Hodgkin et al., 1952.)

Because the voltage clamp method allows the membrane potential to be
changed while ionic currents are being measured, it was a straightforward
matter for Hodgkin and Huxley to determine ionic permeability by examin-
ing how the properties of the early inward and late outward currents
changed as the membrane potential was varied (Figure 3.2). As already
noted, no appreciable ionic currents flow at membrane potentials more neg-
ative than the resting potential. At more positive potentials, however, the
currents not only flow but change in magnitude. The early current has a U-
shaped dependence on membrane potential, increasing over a range of
depolarizations up to approximately 0 mV but decreasing as the potential is
depolarized further. In contrast, the late current increases monotonically
with increasingly positive membrane potentials. These different responses to
membrane potential can be seen more clearly when the magnitudes of the
two current components are plotted as a function of membrane potential, as
in Figure 3.3.

The voltage sensitivity of the early inward current gives an important
clue about the nature of the ions carrying the current, namely, that no cur-
rent flows when the membrane potential is clamped at +52 mV. For the
squid neurons studied by Hodgkin and Huxley, the external Na* concentra-
tion is 440 mM, and the internal Na* concentration is 50 mM. For this con-
centration gradient, the Nernst equation predicts that the equilibrium poten-

Figure 3.3 Relationship between current amplitude and membrane potential,
taken from experiments such as the one shown in Figure 3.2. Whereas the late out-
ward current increases steeply with increasing depolarization, the early inward cur-
rent first increases in magnitude, but then decreases and reverses to outward cur-
rent at about +55 mV (the sodium equilibrium potential). (After Hodgkin et al.,
1952.)
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Figure 3.4 Dependence of the early inward current on sodium. In the presence of o5
normal external concentrations of Na*, depolarization of a squid axon to 0 mV pro-
duces an inward initial current. However, removal of external Na* causes the initial
inward current to become outward, an effect that is reversed by restoration of exter-
nal Na*. (After Hodgkin and Huxley, 1952a.)

Membrane
potential (mV)
b
(6] ]

tial for Na* should be +55 mV. Recall further from Chapter 2 that at the Na* 460 mM Na*

equilibrium potential there is no net flux of Na* across the membrane, even
if the membrane is highly permeable to Na*. Thus, the experimental obser- 0

vation that no current flows at the membrane potential where Na* cannot B

flow is a strong indication that the early inward current is carried by entry of S
Na*into the axon. 4
An even more demanding way to test whether Na* carries the early "
inward current is to examine the behavior of this current after removing Nat-free
external Na*. Removing the Na* outside the axon makes E,, negative; if the
permeability to Na* is increased under these conditions, current should flow
0

outward as Na™ leaves the neuron, due to the reversed electrochemical gra-
dient. When Hodgkin and Huxley performed this experiment, they obtained
the result shown in Figure 3.4. Removing external Na* caused the early
inward current to reverse its polarity and become an outward current at a
membrane potential that gave rise to an inward current when external Na* +1
was present. This result demonstrates convincingly that the early inward
current measured when Na* is present in the external medium must be due
to Na* entering the neuron.

Notice that removal of external Na*in the experiment shown in Figure 3.4
has little effect on the outward current that flows after the neuron has been
kept at a depolarized membrane voltage for several milliseconds. This fur- _1
ther result shows that the late outward current must be due to the flow of an 0 2 4 6 8
ion other than Na™. Several lines of evidence presented by Hodgkin, Huxley, Time (ms)
and others showed that this late outward current is caused by K* exiting the
neuron. Perhaps the most compelling demonstration of K* involvement is
that the amount of K* efflux from the neuron, measured by loading the neu-
ron with radioactive K¥, is closely correlated with the magnitude of the late
outward current.

Taken together, these experiments using the voltage clamp show that
changing the membrane potential to a level more positive than the resting
potential produces two effects: an early influx of Na* into the neuron, fol-
lowed by a delayed efflux of K*. The early influx of Na* produces a transient
inward current, whereas the delayed efflux of K* produces a sustained out-
ward current. The differences in the time course and ionic selectivity of the
two fluxes suggest that two different ionic permeability mechanisms are acti-
vated by changes in membrane potential. Confirmation that there are indeed
two distinct mechanisms has come from pharmacological studies of drugs
that specifically affect these two currents (Figure 3.5). Tetrodotoxin, an alka-
loid neurotoxin found in certain puffer fish, tropical frogs, and salamanders,
blocks the Na* current without affecting the K* current. Conversely, tetra-
ethylammonium ions block K* currents without affecting Na* currents. The
differential sensitivity of Na* and K* currents to these drugs provides strong
additional evidence that Na* and K* flow through independent permeability
pathways. As discussed in Chapter 4, it is now known that these pathways
are ion channels that are selectively permeable to either Na* or K*. In fact,
tetrodotoxin, tetraethylammonium, and other drugs that interact with spe-

Early current
is outward

Membrane current (mA /cm?)

460 mM Na*

— Early current
is inward again
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Figure 3.5 Pharmacological separation
of Na* and K* currents into sodium and
potassium components. Panel (1) shows
the current that flows when the mem-
brane potential of a squid axon is depo-
larized to 0 mV in control conditions. (2)
Treatment with tetrodotoxin causes the
early Na* currents to disappear but
spares the late K* currents. (3) Addition
of tetraethylammonium blocks the K*
currents without affecting the Na* cur-
rents. (After Moore et al., 1967 and Arm-
strong and Binstock, 1965.)
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cific types of ion channels have been extraordinarily useful tools in charac-
terizing these channel molecules (see Chapter 4).

Two Voltage-Dependent Membrane Conductances

The next goal Hodgkin and Huxley set for themselves was to describe Na*
and K* permeability changes mathematically. To do this, they assumed that
the ionic currents are due to a change in membrane conductance, defined as
the reciprocal of the membrane resistance. Membrane conductance is thus
closely related, although not identical, to membrane permeability. When
evaluating ionic movements from an electrical standpoint, it is convenient to
describe them in terms of ionic conductances rather than ionic permeabili-
ties. For present purposes, permeability and conductance can be considered
synonymous. If membrane conductance (g) obeys Ohm’s Law (which states
that voltage is equal to the product of current and resistance), then the ionic
current that flows during an increase in membrane conductance is given by

Iion = &ion (Vm - Eion)
where I, is the ionic current, V. is the membrane potential, and E,  is the
equilibrium potential for the ion flowing through the conductance, g, .. The
difference between V_ and E, , is the electrochemical driving force acting on
the ion.

Hodgkin and Huxley used this simple relationship to calculate the depen-
dence of Na* and K* conductances on time and membrane potential. They
knew V_, which was set by their voltage clamp device (Figure 3.6A), and
could determine E, and Ey from the ionic concentrations on the two sides
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of the axonal membrane (see Table 2.1). The currents carried by Na* and
K*—I, and Iy—could be determined separately from recordings of the
membrane currents resulting from depolarization (Figure 3.6B) by measur-
ing the difference between currents recorded in the presence and absence of
external Na* (as shown in Figure 3.4). From these measurements, Hodgkin
and Huxley were able to calculate g, and g (Figure 3.6C,D), from which
they drew two fundamental conclusions. The first conclusion is that the Na*
and K* conductances change over time. For example, both Na*and K* con-
ductances require some time to activate, or turn on. In particular, the K* con-
ductance has a pronounced delay, requiring several milliseconds to reach its
maximum (Figure 3.6D), whereas the Na* conductance reaches its maximum
more rapidly (Figure 3.6C). The more rapid activation of the Na* conduc-
tance allows the resulting inward Na* current to precede the delayed out-
ward K* current (see Figure 3.6B). Although the Na* conductance rises
rapidly, it quickly declines, even though the membrane potential is kept at a
depolarized level. This fact shows that depolarization not only causes the
Na* conductance to activate, but also causes it to decrease over time, or inac-
tivate. The K* conductance of the squid axon does not inactivate in this way;
thus, while the Na* and K* conductances share the property of time-depen-
dent activation, only the Na* conductance inactivates. (Inactivating K*
conductances have since been discovered in other types of nerve cells; see
Chapter 4.) The time courses of the Na* and K* conductances are voltage-

2 4 6 8 0 2 4 6 8

Figure 3.6 Membrane conductance
changes underlying the action potential
are time- and voltage-dependent. Depo-
larizations to various membrane poten-
tials (A) elicit different membrane cur-
rents (B). Below are shown the Na* (C)
and K* (D) conductances calculated
from these currents. Both peak Na* con-
ductance and steady-state K* conduc-
tance increase as the membrane poten-
tial becomes more positive. In addition,
the activation of both conductances, as
well as the rate of inactivation of the
Na* conductance, occur more rapidly
with larger depolarizations. (After
Hodgkin and Huxley, 1952b.)
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Figure 3.7 Depolarization increases
Na* and K* conductances of the squid
giant axon. The peak magnitude of Na*
conductance and steady-state value of
K* conductance both increase steeply as
the membrane potential is depolarized.
(After Hodgkin and Huxley, 1952b.)
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dependent, with the speed of both activation and inactivation increasing at
more depolarized potentials. This finding accounts for more rapid time
courses of membrane currents measured at more depolarized potentials.

The second conclusion derived from Hodgkin and Huxley’s calculations
is that both the Na* and K* conductances are voltage-dependent—that is,
both conductances increase progressively as the neuron is depolarized. Fig-
ure 3.7 illustrates this by plotting the relationship between peak value of the
conductances (from Figure 3.6C,D) against the membrane potential. Note
the similar voltage dependence for each conductance; both conductances are
quite small at negative potentials, maximal at very positive potentials, and
exquisitely dependent on membrane voltage at intermediate potentials. The
observation that these conductances are sensitive to changes in membrane
potential shows that the mechanism underlying the conductances somehow
“senses” the voltage across the membrane.

All told, the voltage clamp experiments carried out by Hodgkin and Hux-
ley showed that the ionic currents that flow when the neuronal membrane is
depolarized are due to three different voltage-sensitive processes: (1) activa-
tion of Na* conductance, (2) activation of K* conductance, and (3) inactiva-
tion of Na* conductance.

Reconstruction of the Action Potential

From their experimental measurements, Hodgkin and Huxley were able to
construct a detailed mathematical model of the Na* and K* conductance
changes. The goal of these modeling efforts was to determine whether the
Na* and K* conductances alone are sufficient to produce an action potential.
Using this information, they could in fact generate the form and time course
of the action potential with remarkable accuracy (Figure 3.8A). Further, the
Hodgkin-Huxley model predicted other features of action potential behavior
in the squid axon, such as how the delay before action potential generation
changes in response to stimulating currents of different intensities (Figure
3.8B,C). The model also predicted that the axon membrane would become
refractory to further excitation for a brief period following an action poten-
tial, as was experimentally observed.

The Hodgkin-Huxley model also provided many insights into how action
potentials are generated. Figure 3.8A shows a reconstructed action potential,
together with the time courses of the underlying Na* and K* conductances.
The coincidence of the initial increase in Na* conductance with the rapid ris-
ing phase of the action potential demonstrates that a selective increase in
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Figure 3.8 Mathematical reconstruction of the action potential. (A) Reconstruction
of an action potential (black curve) together with the underlying changes in Na*
(red curve) and K* (yellow curve) conductance. The size and time course of the
action potential were calculated using only the properties of g\, and g measured in
voltage clamp experiments. Real action potentials evoked by brief current pulses of
different intensities (B) are remarkably similar to those generated by the mathemati-
cal model (C). The reconstructed action potentials shown in (A) and (C) differ in
duration because (A) simulates an action potential at 19°C, whereas (C) simulates
an action potential at 6°C. (After Hodgkin and Huxley, 1952d.)
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Na* conductance is responsible for action potential initiation. The increase in
Na* conductance causes Na* to enter the neuron, thus depolarizing the
membrane potential, which approaches E,,. The rate of depolarization sub-
sequently falls both because the electrochemical driving force on Na*
decreases and because the Na*" conductance inactivates. At the same time,
depolarization slowly activates the voltage-dependent K* conductance, caus-
ing K* to leave the cell and repolarizing the membrane potential toward E.
Because the K* conductance becomes temporarily higher than it is in the
resting condition, the membrane potential actually becomes briefly more
negative than the normal resting potential (the undershoot). The hyperpo-
larization of the membrane potential causes the voltage-dependent K* con-
ductance (and any Na* conductance not inactivated) to turn off, allowing the
membrane potential to return to its resting level.
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Figure 3.9 Feedback cycles responsible for membrane potential changes during
an action potential. Membrane depolarization rapidly activates a positive feedback
cycle fueled by the voltage-dependent activation of Na* conductance. This phe-
nomenon is followed by the slower activation of a negative feedback loop as depo-
larization activates a K* conductance, which helps to repolarize the membrane
potential and terminate the action potential.

This mechanism of action potential generation represents a positive feed-
back loop: Activating the voltage-dependent Na* conductance increases Na*
entry into the neuron, which makes the membrane potential depolarize,
which leads to the activation of still more Na* conductance, more Na* entry,
and still further depolarization (Figure 3.9). Positive feedback continues
unabated until Na* conductance inactivation and K* conductance activation
restore the membrane potential to the resting level. Because this positive
feedback loop, once initiated, is sustained by the intrinsic properties of the
neuron—namely, the voltage dependence of the ionic conductances—the
action potential is self-supporting, or regenerative. This regenerative quality
explains why action potentials exhibit all-or-none behavior (see Figure 2.1),
and why they have a threshold (Box B). The delayed activation of the K* con-
ductance represents a negative feedback loop that eventually restores the
membrane to its resting state.

Hodgkin and Huxley’s reconstruction of the action potential and all its
features shows that the properties of the voltage-sensitive Na* and K* con-
ductances, together with the electrochemical driving forces created by ion
transporters, are sufficient to explain action potentials. Their use of both
empirical and theoretical methods brought an unprecedented level of rigor
to a long-standing problem, setting a standard of proof that is achieved only
rarely in biological research.

Long-Distance Signaling by Means of Action Potentials

The voltage-dependent mechanisms of action potential generation also
explain the long-distance transmission of these electrical signals. Recall from
Chapter 2 that neurons are relatively poor conductors of electricity, at least
compared to a wire. Current conduction by wires, and by neurons in the
absence of action potentials, is called passive current flow (Box C). The pas-
sive electrical properties of a nerve cell axon can be determined by measur-
ing the voltage change resulting from a current pulse passed across the
axonal membrane (Figure 3.10A). If this current pulse is not large enough to
generate action potentials, the magnitude of the resulting potential change
decays exponentially with increasing distance from the site of current injec-
tion (Figure 3.10B). Typically, the potential falls to a small fraction of its ini-
tial value at a distance of no more than a couple of millimeters away from
the site of injection (Figure 3.10C). The progressive decrease in the amplitude
of the induced potential change occurs because the injected current leaks out
across the axonal membrane; accordingly, less current is available to change
the membrane potential farther along the axon. Thus, the leakiness of the
axonal membrane prevents effective passive transmission of electrical signals
in all but the shortest axons (those 1 mm or less in length). Likewise, the
leakiness of the membrane slows the time course of the responses measured
at increasing distances from the site where current was injected (Figure
3.10D).
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Box B
Threshold

An important—and potentially puz-
zling—property of the action potential is
its initiation at a particular membrane
potential, called threshold. Indeed,
action potentials never occur without a
depolarizing stimulus that brings the
membrane to this level. The depolarizing
“trigger” can be one of several events: a
synaptic input, a receptor potential gen-
erated by specialized receptor organs,
the endogenous pacemaker activity of
cells that generate action potentials spon-
taneously, or the local current that medi-
ates the spread of the action potential
down the axon.

Why the action potential “takes off”
at a particular level of depolarization can
be understood by comparing the under-
lying events to a chemical explosion
(Figure A). Exogenous heat (analogous
to the initial depolarization of the mem-
brane potential) stimulates an exother-
mic chemical reaction, which produces
more heat, which further enhances the
reaction (Figure B). As a result of this
positive feedback loop, the rate of the
reaction builds up exponentially—the
definition of an explosion. In any such

A) (B)
Some heat
escapes

Additional
heat
produced

Heat
source

process, however, there is a threshold,
that is, a point up to which heat can be
supplied without resulting in an explo-
sion. The threshold for the chemical
explosion diagrammed here is the point
at which the amount of heat supplied
exogenously is just equal to the amount
of heat that can be dissipated by the cir-
cumstances of the reaction (such as
escape of heat from the beaker).

The threshold of action potential initi-
ation is, in principle, similar (Figure C).
There is a range of “subthreshold” depo-
larization, within which the rate of
increased sodium entry is less than the
rate of potassium exit (remember that the
membrane at rest is highly permeable to
K*, which therefore flows out as the
membrane is depolarized). The point at
which Na™ inflow just equals K* outflow
represents an unstable equilibrium anal-
ogous to the ignition point of an explo-
sive mixture. The behavior of the mem-
brane at threshold reflects this instability:
The membrane potential may linger at
the threshold level for a variable period
before either returning to the resting
level or flaring up into a full-blown

Increase in
reaction rate

Exothermic
reaction

CHEMICAL
EXPLOSION

Heat

Heat escape
slows reaction

action potential. In theory at least, if
there is a net internal gain of a single Na*
ion, an action potential occurs; con-
versely, the net loss of a single K* ion
leads to repolarization. A more precise
definition of threshold, therefore, is that
value of membrane potential, in depolar-
izing from the resting potential, at which
the current carried by Na* entering the
neuron is exactly equal to the K* current
that is flowing out. Once the triggering
event depolarizes the membrane beyond
this point, the positive feedback loop of
Na* entry on membrane potential closes
and the action potential “fires.”

Because the Na* and K* conductances
change dynamically over time, the
threshold potential for producing an
action potential also varies as a conse-
quence of the previous activity of the
neuron. For example, following an action
potential, the membrane becomes tem-
porarily refractory to further excitation
because the threshold for firing an action
potential transiently rises. There is, there-
fore, no specific value of membrane
potential that defines the threshold for a
given nerve cell in all circumstances.

©

Na™ entry

Increase in Na*
permeability

ACTION
POTENTIAL

Depolarization
of membrane

K* loss repolarizes
membrane potential

A positive feedback loop underlying the action potential
explains the phenomenon of threshold.
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Figure 3.10 Passive current flow in an
%\ axon. (A) Experimental arrangement for
:g examining the local flow of electrical
. current in an axon. A current-passing
5 electrode produces a subthreshold

change in membrane potential, which
spreads passively along the axon. (B)
Potential responses recorded at the posi-
tions indicated by microelectrodes. With
increasing distance from the site of cur-
rent injection, the amplitude of the
potential change is attenuated. (C) Rela-
tionship between the amplitude of
potential responses and distance. (D)
Superimposed responses (from B) to
current pulse, measured at indicated
distances along axon. Note that the
responses develop more slowly at
greater distances from the site of current
0 10 20 30 40 injection, for reasons explained in Box
C. (After Hodgkin and Rushton, 1938.)
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If the experiment shown in Figure 3.10 is repeated with a depolarizing
current pulse large enough to produce an action potential, the result is dra-
matically different (Figure 3.11A). In this case, an action potential occurs
without decrement along the entire length of the axon, which in humans
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may be a distance of a meter or more (Figure 3.11B). Thus, action potentials
somehow circumvent the inherent leakiness of neurons.

How, then, do action potentials traverse great distances along such a poor
passive conductor? The answer is in part provided by the observation that
the amplitude of the action potentials recorded at different distances is con-
stant. This all-or-none behavior indicates that more than simple passive flow
of current must be involved in action potential propagation. A second clue
comes from examination of the time of occurrence of the action potentials
recorded at different distances from the site of stimulation: Action potentials
occur later and later at greater distances along the axon (Figure 3.11B). Thus,
the action potential has a measurable rate of transmission, called the con-
duction velocity. The delay in the arrival of the action potential at succes-
sively more distant points along the axon differs from the case shown in Fig-
ure 3.10, in which the electrical changes produced by passive current flow
occur at more or less the same time at successive points.

The mechanism of action potential propagation is easy to grasp once one
understands how action potentials are generated and how current passively
flows along an axon (Figure 3.12). A depolarizing stimulus—a synaptic
potential or a receptor potential in an intact neuron, or an injected current
pulse in an experiment—locally depolarizes the axon, thus opening the volt-
age-sensitive Na* channels in that region. The opening of Na* channels
causes inward movement of Na*, and the resultant depolarization of the
membrane potential generates an action potential at that site. Some of the
local current generated by the action potential will then flow passively down

Figure 3.11 Propagation of an action
potential. (A) In this experimental
arrangement, an electrode evokes an
action potential by injecting a supra-
threshold current. (B) Potential
responses recorded at the positions indi-
cated by microelectrodes. The amplitude
of the action potential is constant along
the length of the axon, although the
time of appearance of the action poten-
tial is delayed with increasing distance.
(C) The constant amplitude of an action
potential (solid black line) measured at
different distances.



60 Chapter Three

Box C

Passive Membrane Properties

The passive flow of electrical current
plays a central role in action potential
propagation, synaptic transmission, and
all other forms of electrical signaling in
nerve cells. Therefore, it is worthwhile
understanding in quantitative terms how
passive current flow varies with distance
along a neuron. For the case of a cylindri-
cal axon, such as the one depicted in Fig-
ure 3.10, subthreshold current injected
into one part of the axon spreads pas-
sively along the axon until the current is
dissipated by leakage out across the axon
membrane. The decrement in the current
flow with distance (Figure A) is described
by a simple exponential function:
V,=Vye/*

where V. is the voltage response at any
distance x along the axon, V is the volt-
age change at the point where current is
injected into the axon, e is the base of
natural logarithms (approximately 2.7),
and A is the length constant of the axon.
As evident in this relationship, the length
constant is the distance where the initial
voltage response (V},) decays to 1/e (or
37%) of its value. The length constant is
thus a way to characterize how far pas-
sive current flow spreads before it leaks
out of the axon, with leakier axons hav-
ing shorter length constants.

The length constant depends upon
the physical properties of the axon, in
particular the relative resistances of the

plasma membrane (7)), the intracellular Another important consequence of
axoplasm (r;), and the extracellular the passive properties of neurons is that
medium (7). The relationship between currents flowing across a membrane do
these parameters is: not immediately change the membrane
potential. For example, when a rectangu-
2= |[Tm lar current pulse is injected into the axon
Ty +1 shown in the experiment illustrated in
Figure 3.10A, the membrane potential
Hence, to improve the passive flow of depolarizes slowly over a few millisec-
current along an axon, the resistance of onds and then repolarizes over a similar
the plasma membrane should be as high  time course when the current pulse ends
as possible and the resistances of the (see Figure 3.10D). These delays in
axoplasm and extracellular medium changing the membrane potential are
should be low. due to the fact that the plasma mem-
1.0
Vy= Ve ™/
08
o 06
S :
0.4 i
---------------------------- A
0.2 5
ey s 2 a0 o1 2 3 4 5
A A

Distance from current injection (mm)

(A) Spatial decay of membrane potential along a cylindrical axon. A current pulse injected at
one point in the axon (0 mm) produces voltage responses (V,) that decay exponentially with

distance. The distance where the voltage response is 1/e of its initial value (V) is the length

constant, A.

the axon, in the same way that subthreshold currents spread along the axon
(see Figure 3.10). Note that this passive current flow does not require the
movement of Na* along the axon but, instead, occurs by a shuttling of
charge, somewhat similar to what happens when wires passively conduct
electricity by transmission of electron charge. This passive current flow
depolarizes the membrane potential in the adjacent region of the axon, thus
opening the Na* channels in the neighboring membrane. The local depolar-
ization triggers an action potential in this region, which then spreads again
in a continuing cycle until the end of the axon is reached. Thus, action poten-
tial propagation requires the coordinated action of two forms of current
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(B) Time course of potential changes produced in a spatially uniform cell by a current pulse.
The rise and fall of the membrane potential (V) can be described as exponential functions,
with the time constant T defining the time required for the response to rise to 1 - (1/e) of the
steady-state value (V), or to decline to 1/e of V_.

brane behaves as a capacitor, storing the
initial charge that flows at the beginning
and end of the current pulse. For the
case of a cell whose membrane potential
is spatially uniform, the change in the
membrane potential at any time, V, after
beginning the current pulse (Figure B)
can also be described by an exponential
relationship:

V.=V (1-e7)

where V_ is the steady-state value of the

membrane potential change, t is the time
after the current pulse begins, and 7 is
the membrane time constant. The time
constant is thus defined as the time
when the voltage response (V}) rises to

1 - (1/e) (or 63%) of V. After the current
pulse ends, the membrane potential
change also declines exponentially
according to the relationship

V=V, e/t

During this decay, the membrane poten-

tial returns to 1/e of V_ at a time equal to
t. For cells with more complex geome-
tries than the axon in Figure 3.10, the
time courses of the changes in mem-
brane potential are not simple exponen-
tials, but nonetheless depend on the
membrane time constant. Thus, the time
constant characterizes how rapidly cur-
rent flow changes the membrane poten-
tial. The membrane time constant also
depends on the physical properties of the
nerve cell, specifically on the resistance
(1) and capacitance (c,,) of the plasma
membrane such that:

T=7Cm

The values of r,, and ¢, depend, in part,
on the size of the neuron, with larger
cells having lower resistances and larger
capacitances. In general, small nerve cells
tend to have long time constants and
large cells brief time constants.
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flow—the passive flow of current as well as active currents flowing through
voltage-dependent ion channels. The regenerative properties of Na* channel
opening allow action potentials to propagate in an all-or-none fashion by
acting as a booster at each point along the axon, thus ensuring the long-dis-

tance transmission of electrical signals.

The Refractory Period

Recall that the depolarization that produces Na* channel opening also
causes delayed activation of K* channels and Na* channel inactivation, lead-
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Figure 3.12 Action potential conduction requires both active and passive
current flow. Depolarization opens Na* channels locally and produces an
action potential at point A of the axon (time ¢ = 1). The resulting inward
current flows passively along the axon, depolarizing the adjacent region
(point B) of the axon. At a later time (¢ = 2), the depolarization of the adja-
cent membrane has opened Na™* channels at point B, resulting in the initia-
tion of the action potential at this site and additional inward current that
again spreads passively to an adjacent point (point C) farther along the
axon. At a still later time (¢ = 3), the action potential has propagated even
farther. This cycle continues along the full length of the axon. Note that as
the action potential spreads, the membrane potential repolarizes due to K*
channel opening and Na* channel inactivation, leaving a “wake” of refrac-
toriness behind the action potential that prevents its backward propaga-
tion (panel 4). The panel to the left of this figure legend shows the time
course of membrane potential changes at the points indicated.
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ing to repolarization of the membrane potential as the action potential
sweeps along the length of an axon (see Figure 3.12). In its wake, the action
potential leaves the Na* channels inactivated and K* channels activated for a
brief time. These transitory changes make it harder for the axon to produce
subsequent action potentials during this interval, which is called the refrac-
tory period. Thus, the refractory period limits the number of action poten-
tials that a given nerve cell can produce per unit time. As might be expected,
different types of neurons have different maximum rates of action potential
firing due to different types and densities of ion channels. The refractoriness
of the membrane in the wake of the action potential also explains why action
potentials do not propagate back toward the point of their initiation as they
travel along an axon.

Increased Conduction Velocity as a Result of Myelination

The rate of action potential conduction limits the flow of information within
the nervous system. It is not surprising, then, that various mechanisms have
evolved to optimize the propagation of action potentials along axons.
Because action potential conduction requires passive and active flow of cur-
rent (see Figure 3.12), the rate of action potential propagation is determined
by both of these phenomena. One way of improving passive current flow is
to increase the diameter of an axon, which effectively decreases the internal
resistance to passive current flow (see Box C). The consequent increase in
action potential conduction velocity presumably explains why giant axons
evolved in invertebrates such as squid, and why rapidly conducting axons in
all animals tend to be larger than slowly conducting ones.

Another strategy to improve the passive flow of electrical current is to
insulate the axonal membrane, reducing the ability of current to leak out of
the axon and thus increasing the distance along the axon that a given local
current can flow passively (see Box C). This strategy is evident in the myeli-
nation of axons, a process by which oligodendrocytes in the central nervous
system (and Schwann cells in the peripheral nervous system) wrap the axon
in myelin, which consists of multiple layers of closely opposed glial mem-
branes (Figure 3.13; see also Chapter 1). By acting as an electrical insulator,
myelin greatly speeds up action potential conduction (Figure 3.14). For
example, whereas unmyelinated axon conduction velocities range from
about 0.5 to 10 m/s, myelinated axons can conduct at velocities of up to 150
m/s. The major reason underlying this marked increase in speed is that the
time-consuming process of action potential generation occurs only at spe-
cific points along the axon, called nodes of Ranvier, where there is a gap in
the myelin wrapping (see Figure 1.4F). If the entire surface of an axon were
insulated, there would be no place for current to flow out of the axon and
action potentials could not be generated. As it happens, an action potential
generated at one node of Ranvier elicits current that flows passively within
the myelinated segment until the next node is reached. This local current
flow then generates an action potential in the neighboring segment, and the
cycle is repeated along the length of the axon. Because current flows across
the neuronal membrane only at the nodes (see Figure 3.13), this type of
propagation is called saltatory, meaning that the action potential jumps
from node to node. Not surprisingly, loss of myelin, as occurs in diseases
such as multiple sclerosis, causes a variety of serious neurological problems
(Box D).
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Figure 3.13 Saltatory action potential conduction along a myeli-
nated axon. (A) Diagram of a myelinated axon. (B) Local current in
response to action potential initiation at a particular site flows
locally, as described in Figure 3.12. However, the presence of myelin
prevents the local current from leaking across the internodal mem-
brane; it therefore flows farther along the axon than it would in the
absence of myelin. Moreover, voltage-gated Na* channels are present
only at the nodes of Ranvier (K* channels are present at the nodes of
some neurons, but not others). This arrangement means that the
generation of active, voltage-gated Na* currents need only occur at
these unmyelinated regions. The result is a greatly enhanced velocity
of action potential conduction. The panel to the left of this figure leg-
end shows the time course of membrane potential changes at the
points indicated.
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t=1

Unmyelinated axon

Summary

The action potential and all its complex properties can be explained by time-
and voltage-dependent changes in the Na* and K* permeabilities of neu-
ronal membranes. This conclusion derives primarily from evidence obtained
by a device called the voltage clamp. The voltage clamp technique is an elec-
tronic feedback method that allows control of neuronal membrane potential

Figure 3.14 Comparison of speed of
action potential conduction in unmyeli-
nated (upper) and myelinated (lower)
axons.
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Box D

Multiple Sclerosis

Multiple sclerosis (MS) is a disease of the
central nervous system characterized by
a variety of clinical problems arising
from multiple regions of demyelination
and inflammation along axonal path-
ways. The disorder commonly begins
between ages 20 and 40, characterized by
the abrupt onset of neurological deficits
that typically persist for days or weeks
and then remit. The clinical course
ranges from patients with no persistent
neurological loss, some of whom experi-
ence only occasional later exacerbations,
to others who progressively deteriorate
as a result of extensive and relentless
central nervous system involvement.
The signs and symptoms of MS are
determined by the location of the
affected regions. Particularly common
are monocular blindness (due to lesions
of the optic nerve), motor weakness or
paralysis (due to lesions of the corti-
cospinal tracts), abnormal somatic sensa-
tions (due to lesions of somatic sensory
pathways, often in the posterior
columns), double vision (due to lesions
of medial longitudinal fasciculus), and
dizziness (due to lesions of vestibular
pathways). Abnormalities are often
apparent in the cerebrospinal fluid,
which usually contains an abnormal
number of cells associated with inflam-
mation and an increased content of anti-
bodies (a sign of an altered immune
response). The diagnosis of MS generally
relies on the presence of a neurological
problem that remits and then returns at
an unrelated site. Confirmation can
sometimes be obtained from magnetic
resonance imaging (MRI), or functional
evidence of lesions in a particular path-
way by abnormal evoked potentials. The
histological hallmark of MS at post-
mortem exam is multiple lesions at dif-
ferent sites showing loss of myelin asso-
ciated with infiltration of inflammatory

cells and, in some instances, loss of axons
themselves.

The concept of MS as a demyelinating
disease is deeply embedded in the clini-
cal literature, although precisely how the
demyelination translates into functional
deficits is poorly understood. The loss of
the myelin sheath surrounding many
axons clearly compromises action poten-
tial conduction, and the abnormal pat-
terns of nerve conduction that result pre-
sumably produce most of the clinical
deficits in the disease. However, MS may
have effects that extend beyond loss of
the myelin sheath. It is clear that some
axons are actually destroyed, probably as
a result of inflammatory processes in the
overlying myelin and/or loss of trophic
support of the axon by oligodendrocytes.
Thus, axon loss also contributes to the
functional deficits in MS, especially in the
chronic, progressive forms of the disease.

The ultimate cause of MS remains
unclear. The immune system undoubt-
edly contributes to the damage and new
immunoregulatory therapies provide
substantial benefits to many patients.
Precisely how the immune system is acti-
vated to cause the injury is not known.
The most popular hypothesis is that MS
is an autoimmune disease (i.e., a disease
in which the immune system attacks the
body’s proper constituents). The fact that
immunization of experimental animals
with any one of several molecular con-
stituents of the myelin sheath can induce
a demyelinating disease (called experi-
mental allergic encephalomyelitis) shows
that an autoimmune attack on the
myelin membrane is sufficient to pro-
duce a picture similar to MS. A possible
explanation of the human disease is that
a genetically susceptible individual
becomes transiently infected (by a minor
viral illness, for example) with a microor-
ganism that expresses a molecule struc-

turally similar to a component of myelin.
An immune response to this antigen is
mounted to attack the invader, but the
failure of the immune system to discrim-
inate between the foreign protein and
self results in destruction of otherwise
normal myelin, a scenario occurring in
mice infected with Theiler’s virus.

An alternative hypothesis is that MS
is caused by a persistent infection by a
virus or other microorganism. In this
interpretation, the immune system’s
ongoing efforts to get rid of the pathogen
cause the damage to myelin. Tropical
spastic paraparesis (TSP) provides a
precedent for this idea. TSP is a disease
characterized by the gradual progression
of weakness of the legs and impaired
control of bladder function associated
with increased deep tendon reflexes and
a positive Babinski sign (see Chapter 16).
This clinical picture is similar to that of
rapidly advancing MS. TSP is known to
be caused by persistent infection with a
retrovirus (human T lymphotropic
virus-1). This precedent notwithstand-
ing, proving the persistent viral infection
hypothesis for MS requires unambigu-
ous demonstration of the presence of a
virus. Despite periodic reports of a virus
associated with MS, convincing evidence
has not been forthcoming. In sum, MS
remains a daunting clinical challenge.
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and, simultaneously, direct measurement of the voltage-dependent fluxes of
Na* and K* that produce the action potential. Voltage clamp experiments
show that a transient rise in Na* conductance activates rapidly and then
inactivates during a sustained depolarization of the membrane potential.
Such experiments also demonstrate a rise in K* conductance that activates in
a delayed fashion and, in contrast to the Na* conductance, does not inacti-
vate. Mathematical modeling of the properties of these conductances indi-
cates that they, and they alone, are responsible for the production of all-or-
none action potentials in the squid axon. Action potentials propagate along
the nerve cell axons initiated by the voltage gradient between the active and
inactive regions of the axon by virtue of the local current flow. In this way,
action potentials compensate for the relatively poor passive electrical prop-
erties of nerve cells and enable neural signaling over long distances. These
classical electrophysiological findings provide a solid basis for considering
the functional and ultimately molecular variations on neural signaling taken
up in the next chapter.
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Chapter 4

Overview

The generation of electrical signals in neurons requires that plasma mem-
branes establish concentration gradients for specific ions and that these
membranes undergo rapid and selective changes in the membrane perme-
ability to these ions. The membrane proteins that create and maintain ion
gradients are called active transporters, whereas other proteins called ion
channels give rise to selective ion permeability changes. As their name
implies, ion channels are transmembrane proteins that contain a specialized
structure, called a pore, that permits particular ions to cross the neuronal
membrane. Some of these channels also contain other structures that are able
to sense the electrical potential across the membrane. Such voltage-gated
channels open or close in response to the magnitude of the membrane poten-
tial, allowing the membrane permeability to be regulated by changes in this
potential. Other types of ion channels are gated by extracellular chemical
signals such as neurotransmitters, and some by intracellular signals such as
second messengers. Still others respond to mechanical stimuli, temperature
changes, or a combination of such effects. Many types of ion channels have
now been characterized at both the gene and protein level, resulting in the
identification of a large number of ion channel subtypes that are expressed
differentially in neuronal and non-neuronal cells. The specific expression
pattern of ion channels in each cell type can generate a wide spectrum of
electrical characteristics. In contrast to ion channels, active transporters are
membrane proteins that produce and maintain ion concentration gradients.
The most important of these is the Na* pump, which hydrolyzes ATP to reg-
ulate the intracellular concentrations of both Na* and K*. Other active trans-
porters produce concentration gradients for the full range of physiologically
important ions, including CI, Ca?*, and H*. From the perspective of electri-
cal signaling, active transporters and ion channels are complementary:
Transporters create the concentration gradients that help drive ion fluxes
through open ion channels, thus generating electrical signals.

lon Channels Underlying Action Potentials

Although Hodgkin and Huxley had no knowledge of the physical nature of
the conductance mechanisms underlying action potentials, they nonetheless
proposed that nerve cell membranes have channels that allow ions to pass
selectively from one side of the membrane to the other (see Chapter 3).
Based on the ionic conductances and currents measured in voltage clamp
experiments, the postulated channels had to have several properties. First,
because the ionic currents are quite large, the channels had to be capable of
allowing ions to move across the membrane at high rates. Second, because
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Box A
The Patch Clamp Method

A wealth of new information about ion
channels resulted from the invention of
the patch clamp method in the 1970s.
This technique is based on a very simple
idea. A glass pipette with a very small
opening is used to make tight contact
with a tiny area, or patch, of neuronal
membrane. After the application of a
small amount of suction to the back of
the pipette, the seal between pipette and
membrane becomes so tight that no ions
can flow between the pipette and the
membrane. Thus, all the ions that flow
when a single ion channel opens must
flow into the pipette. The resulting elec-
trical current, though small, can be mea-
sured with an ultrasensitive electronic
amplifier connected to the pipette. Based
on the geometry involved, this arrange-
ment usually is called the cell-attached
patch clamp recording method. As with the
conventional voltage clamp method, the
patch clamp method allows experimen-
tal control of the membrane potential to
characterize the voltage dependence of
membrane currents.

Although the ability to record cur-
rents flowing through single ion chan-
nels is an important advantage of the
cell-attached patch clamp method, minor
technical modifications yield still other
advantages. For example, if the mem-
brane patch within the pipette is dis-
rupted by briefly applying strong suc-
tion, the interior of the pipette becomes
continuous with the cytoplasm of the
cell. This arrangement allows measure-
ments of electrical potentials and cur-
rents from the entire cell and is therefore
called the whole-cell recording method. The
whole-cell configuration also allows dif-
fusional exchange between the pipette
and the cytoplasm, producing a conve-
nient way to inject substances into the
interior of a “patched” cell.

Two other variants of the patch clamp
method originate from the finding that
once a tight seal has formed between the
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membrane and the glass pipette, small
pieces of membrane can be pulled away

from the cell without disrupting the seal;

this yields a preparation that is free of
the complications imposed by the rest of
the cell. Simply retracting a pipette that

is in the cell-attached configuration
causes a small vesicle of membrane to
remain attached to the pipette. By expos-
ing the tip of the pipette to air, the vesicle
opens to yield a small patch of mem-
brane with its (former) intracellular sur-




face exposed. This arrangement, called
the inside-out patch recording configura-
tion, allows the measurement of single-
channel currents with the added benefit
of making it possible to change the
medium to which the intracellular sur-
face of the membrane is exposed. Thus,
the inside-out configuration is particu-
larly valuable when studying the influ-
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whole-cell configuration, a membrane
patch is produced that has its extracellu-
lar surface exposed. This arrangement,
called the outside-out recording configu-
ration, is optimal for studying how chan-
nel activity is influenced by extracellular
chemical signals, such as neurotransmit-
ters (see Chapter 5). This range of possi-
ble configurations makes the patch

ence of intracellular molecules on ion
channel function. Alternatively, if the
pipette is retracted while it is in the

clamp method an unusually versatile
technique for studies of ion channel
function.
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the ionic currents depend on the electrochemical gradient across the mem-
brane, the channels had to make use of these gradients. Third, because Na*
and K* flow across the membrane independently of each other, different
channel types had to be capable of discriminating between Na* and K*,
allowing only one of these ions to flow across the membrane under the rele-
vant conditions. Finally, given that the conductances are voltage-dependent,
the channels had to be able to sense the voltage drop across the membrane,
opening only when the voltage reached appropriate levels. While this con-
cept of channels was highly speculative in the 1950s, later experimental
work established beyond any doubt that transmembrane proteins called
voltage-sensitive ion channels indeed exist and are responsible for all of the
ionic conductance phenomena described in Chapter 3.

The first direct evidence for the presence of voltage-sensitive, ion-selective
channels in nerve cell membranes came from measurements of the ionic cur-
rents flowing through individual ion channels. The voltage-clamp apparatus
used by Hodgkin and Huxley could only resolve the aggregate current result-
ing from the flow of ions through many thousands of channels. A technique
capable of measuring the currents flowing through single channels was
devised in 1976 by Erwin Neher and Bert Sakmann at the Max Planck Insti-
tute in Goettingen. This remarkable approach, called patch clamping (Box
A), revolutionized the study of membrane currents. In particular, the patch
clamp method provided the means to test directly Hodgkin and Huxley’s
proposals about the characteristics of ion channels.

Currents flowing through Na* channels are best examined in experimental
circumstances that prevent the flow of current through other types of chan-
nels that are present in the membrane (e.g., K* channels). Under such condi-
tions, depolarizing a patch of membrane from a squid giant axon causes tiny
inward currents to flow, but only occasionally (Figure 4.1). The size of these
currents is minuscule—approximately 1-2 pA (i.e., 107> ampere), which is
orders of magnitude smaller than the Na* currents measured by voltage
clamping the entire axon. The currents flowing through single channels are
called microscopic currents to distinguish them from the macroscopic cur-
rents flowing through a large number of channels distributed over a much
more extensive region of surface membrane. Although microscopic currents
are certainly small, a current of 1 pA nonetheless reflects the flow of thou-
sands of ions per millisecond. Thus, as predicted, a single channel can let
many ions pass through the membrane in a very short time.
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Figure 4.1 Patch clamp measurements of ionic currents flowing through single
Na* channels in a squid giant axon. In these experiments, Cs* was applied to the
axon to block voltage-gated K* channels. Depolarizing voltage pulses (A) applied to
a patch of membrane containing a single Na* channel result in brief currents (B,
downward deflections) in the seven successive recordings of membrane current
(Iya)- (C) The sum of many such current records shows that most channels open in
the initial 1-2 ms following depolarization of the membrane, after which the proba-
bility of channel openings diminishes because of channel inactivation. (D) A macro-
scopic current measured from another axon shows the close correlation between the
time courses of microscopic and macroscopic Na* currents. (E) The probability of an
Na* channel opening depends on the membrane potential, increasing as the mem-
brane is depolarized. (B,C after Bezanilla and Correa, 1995; D after Vandenburg and
Bezanilla, 1991; E after Correa and Bezanilla, 1994.)

Several observations further proved that the microscopic currents in Fig-
ure 4.1B are due to the opening of single, voltage-activated Na* channels.
First, the currents are carried by Na®; thus, they are directed inward when
the membrane potential is more negative than E,,, reverse their polarity at
Ey, are outward at more positive potentials, and are reduced in size when
the Na* concentration of the external medium is decreased. This behavior
exactly parallels that of the macroscopic Na* currents described in Chapter 3.
Second, the channels have a time course of opening, closing, and inactivating
that matches the kinetics of macroscopic Na* currents. This correspondence
is difficult to appreciate in the measurement of microscopic currents flowing
through a single open channel, because individual channels open and close
in a stochastic (random) manner, as can be seen by examining the individual
traces in Figure 4.1B. However, repeated depolarization of the membrane
potential causes each Na* channel to open and close many times. When the
current responses to a large number of such stimuli are averaged together,
the collective response has a time course that looks much like the macro-
scopic Na* current (Figure 4.1C). In particular, the channels open mostly at
the beginning of a prolonged depolarization, showing that they subse-
quently inactivate, as predicted from the macroscopic Na* current (compare
Figures 4.1C and 4.1D). Third, both the opening and closing of the channels
are voltage-dependent; thus, the channels are closed at -80 mV but open
when the membrane potential is depolarized. In fact, the probability that
any given channel will be open varies with membrane potential (Figure
4.1E), again as predicted from the macroscopic Na* conductance (see Figure
3.7). Finally, tetrodotoxin, which blocks the macroscopic Na* current (see
Box C), also blocks microscopic Na* currents. Taken together, these results
show that the macroscopic Na* current measured by Hodgkin and Huxley
does indeed arise from the aggregate effect of many thousands of micro-
scopic Na* currents, each representing the opening of a single voltage-sensi-
tive Na* channel.

Patch clamp experiments have also revealed the properties of the channels
responsible for the macroscopic K* currents associated with action poten-
tials. When the membrane potential is depolarized (Figure 4.2A), micro-
scopic outward currents (Figure 4.2B) can be observed under conditions that
block Na* channels. The microscopic outward currents exhibit all the fea-
tures expected for currents flowing through action-potential-related K*
channels. Thus, the microscopic currents (Figure 4.2C), like their macro-
scopic counterparts (Figure 4.2D), fail to inactivate during brief depolariza-
tions. Moreover, these single-channel currents are sensitive to ionic manipu-



Figure 4.2 Patch clamp measurements of ionic currents flowing through single K*
channels in a squid giant axon. In these experiments, tetrodotoxin was applied to
the axon to block voltage-gated Na* channels. Depolarizing voltage pulses (A)
applied to a patch of membrane containing a single K* channel results in brief cur-
rents (B, upward deflections) whenever the channel opens. (C) The sum of such cur-
rent records shows that most channels open with a delay, but remain open for the
duration of the depolarization. (D) A macroscopic current measured from another
axon shows the correlation between the time courses of microscopic and macro-
scopic K* currents. (E) The probability of a K* channel opening depends on the
membrane potential, increasing as the membrane is depolarized. (B and C after
Augustine and Bezanilla, in Hille 1992; D after Augustine and Bezanilla, 1990; E
after Perozo et al., 1991.)

lations and drugs that affect the macroscopic K* currents and, like the
macroscopic K* currents, are voltage-dependent (Figure 4.2E). This and
other evidence shows that macroscopic K* currents associated with action
potentials arise from the opening of many voltage-sensitive K* channels.

In summary, patch clamping has allowed direct observation of micro-
scopic ionic currents flowing through single ion channels, confirming that
voltage sensitive Na* and K* channels are responsible for the macroscopic
conductances and currents that underlie the action potential. Measurements
of the behavior of single ion channels has also provided some insight into
the molecular attributes of these channels. For example, single channel stud-
ies show that the membrane of the squid axon contains at least two types of
channels—one selectively permeable to Na* and a second selectively perme-
able to K*. Both channel types are voltage-gated, meaning that their opening
is influenced by membrane potential (Figure 4.3). For each channel, depolar-
ization increases the probability of channel opening, whereas hyperpolariza-
tion closes them (see Figures 4.1E and 4.2E). Thus, both channel types must
have a voltage sensor that detects the potential across the membrane (Figure
4.3). However, these channels differ in important respects. In addition to
their different ion selectivities, depolarization also inactivates the Na* chan-
nel but not the K* channel, causing Na* channels to pass into a nonconduct-
ing state. The Na* channel must therefore have an additional molecular
mechanism responsible for inactivation. And, as expected from the macro-
scopic behavior of the Na* and K* currents described in Chapter 3, the
kinetic properties of the gating of the two channels differs. This information
about the physiology of single channels set the stage for subsequent studies
of the molecular diversity of ion channels in various cell types, and of their
detailed functional characteristics.

The Diversity of lon Channels

Molecular genetic studies, in conjunction with the patch clamp method and
other techniques, have led to many additional advances in understanding
ion channels. Genes encoding Na* and K* channels, as well as many other
channel types, have now been identified and cloned. A surprising fact that
has emerged from these molecular studies is the diversity of genes that code
for ion channels. Well over 100 ion channel genes have now been discovered,
a number that could not have been anticipated from early studies of ion
channel function. To understand the functional significance of this multitude
of ion channel genes, the channels can be selectively expressed in well-
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Figure 4.3 Functional states of voltage-
gated Na* and K* channels. The gates of
both channels are closed when the
membrane potential is hyperpolarized.
When the potential is depolarized, volt-
age sensors (indicated by +) allow the
channel gates to open—first the Na*
channels and then the K* channels. Na
channels also inactivate during pro-
longed depolarization, whereas many
types of K* channels do not.
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defined experimental systems, such as in cultured cells or frog oocytes (Box
B), and then studied with patch clamping and other physiological tech-
niques. Such studies have found many voltage-gated channels that respond
to membrane potential in much the same way as the Na* and K* channels
that underlie the action potential. Other channels, however, are gated by
chemical signals that bind to extracellular or intracellular domains on these
proteins and are insensitive to membrane voltage. Still others are sensitive to
mechanical displacement, or to changes in temperature.

Further magnifying this diversity of ion channels are a number of mecha-
nisms that can produce functionally different types of ion channels from a
single gene. Ion channel genes contain a large number of coding regions that
can be spliced together in different ways, giving rise to channel proteins that
can have dramatically different functional properties. RNAs encoding ion
channels also can be edited, modifying their base composition after tran-
scription from the gene. For example, editing the RNA encoding of some
receptors for the neurotransmitter glutamate (Chapter 6) changes a single
amino acid within the receptor, which in turn gives rise to channels that dif-
fer in their selectivity for cations and in their conductance. Channel proteins
can also undergo posttranslational modifications, such as phosphorylation
by protein kinases (see Chapter 7), which can further change their functional
characteristics. Thus, although the basic electrical signals of the nervous sys-
tem are relatively stereotyped, the proteins responsible for generating these
signals are remarkably diverse, conferring specialized signaling properties to
many of the neuronal cell types that populate the nervous system. These
channels also are involved in a broad range of neurological diseases.
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Box B

Expression of lon Channels in Xenopus Oocytes

Bridging the gap between the sequence
of an ion channel gene and understand-
ing channel function is a challenge. To
meet this challenge, it is essential to have
an experimental system in which the
gene product can be expressed effi-
ciently, and in which the function of the
resulting channel can be studied with
methods such as the patch clamp tech-
nique. Ideally, the vehicle for expression
should be readily available, have few
endogenous channels, and be large
enough to permit mRNA and DNA to be
microinjected with ease. Oocytes (imma-
ture eggs) from the clawed African frog,
Xenopus laevis (Figure A), fulfill all these
demands. These huge cells (approxi-
mately 1 mm in diameter; Figure B) are
easily harvested from the female
Xenopus. Work performed in the 1970s by
John Gurdon, a developmental biologist,
showed that injection of exogenous
mRNA into frog oocytes causes them to
synthesize foreign protein in prodigious
quantities. In the early 1980s, Ricardo
Miledi, Eric Barnard, and other neurobi-
ologists demonstrated that Xenopus
oocytes could express exogenous ion
channels, and that physiological meth-
ods could be used to study the ionic cur-
rents generated by the newly-synthe-
sized channels (Figure C).

As a result of these pioneering stud-
ies, heterologous expression experiments
have now become a standard way of
studying ion channels. The approach has
been especially valuable in deciphering
the relationship between channel struc-
ture and function. In such experiments,
defined mutations (often affecting a sin-
gle nucleotide) are made in the part of
the channel gene that encodes a struc-
ture of interest; the resulting channel
proteins are then expressed in oocytes to
assess the functional consequences of
the mutation.

The ability to combine molecular and (5

physiological methods in a single cell
system has made Xenopus oocytes a
powerful experimental tool. Indeed, this
system has been as valuable to contem-
porary studies of voltage-gated ion
channels as the squid axon was to such
studies in the 1950s and 1960s.
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Figure 4.4 Types of voltage-gated ion
channels. Examples of voltage-gated
channels include those selectively per-
meable to Na* (A), Ca?* (B), K* (C), and
CI” (D). Ligand-gated ion channels
include those activated by the extracel-
lular presence of neurotransmitters,
such as glutamate (E). Other ligand-
gated channels are activated by intracel-
lular second messengers, such as Ca?*
(F) or the cyclic nucleotides, cAMP and
c¢GMP (G).

VOLTAGE-GATED CHANNELS

Voltage-Gated lon Channels

Voltage-gated ion channels that are selectively permeable to each of the
major physiological ions—Na*, K*, Ca?*, and Cl™—have now been discov-
ered (Figure 4.4 A-D). Indeed, many different genes have been discovered
for each type of voltage-gated ion channel. An example is the identification
of 10 human Na* channel genes. This finding was unexpected because Na*
channels from many different cell types have similar functional properties,
consistent with their origin from a single gene. It is now clear, however, that
all of these Na* channel genes (called SCN genes) produce proteins that dif-
fer in their structure, function, and distribution in specific tissues. For
instance, in addition to the rapidly inactivating Na* channels discovered by
Hodgkin and Huxley in squid axon, a voltage-sensitive Na* channel that
does not inactivate has been identified in mammalian axons. As might be
expected, this channel gives rise to action potentials of long duration and is
a target of local anesthetics such as benzocaine and lidocaine.

Other electrical responses in neurons entail the activation of voltage-gated
Ca?* channels (Figure 4.4B). In some neurons, voltage-gated Ca?* channels
give rise to action potentials in much the same way as voltage-sensitive Na*
channels. In other neurons, Ca?* channels control the shape of action poten-
tials generated primarily by Na* conductance changes. More generally, by
affecting intracellular Ca®* concentrations, the activity of Ca?* channels reg-
ulates an enormous range of biochemical processes within cells (see Chapter
7). Perhaps the most important of the processes regulated by voltage-sensi-
tive Ca®* channels is the release of neurotransmitters at synapses (see Chap-
ter 5). Given these crucial functions, it is perhaps not surprising that 16 dif-
ferent Ca?* channel genes (called CACNA genes) have been identified. Like
Na* channels, Ca?* channels differ in their activation and inactivation prop-
erties, allowing subtle variations in both electrical and chemical signaling
processes mediated by Ca?*. As a result, drugs that block voltage-gated Ca?*
channels are especially valuable in treating a variety of conditions ranging
from heart disease to anxiety disorders.

By far the largest and most diverse class of voltage-gated ion channels are
the K* channels (Figure 4.4C). Nearly 100 K* channel genes are now known,
and these fall into several distinct groups that differ substantially in their
activation, gating, and inactivation properties. Some take minutes to inacti-
vate, as in the case of squid axon K* channels studied by Hodgkin and Hux-
ley (Figure 4.5A). Others inactivate within milliseconds, as is typical of most
voltage-gated Na* channels (Figure 4.5B). These properties influence the

LIGAND-GATED CHANNELS
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Figure 4.5 Diverse properties of K*
channels. Different types of K* channels
were expressed in Xenopus oocytes (see
Box B), and the voltage clamp method
was used to change the membrane
potential (top) and measure the result-
ing currents flowing through each type
of channel. These K* channels vary
markedly in their gating properties, as
evident in their currents (left) and con-
ductances (right). (A) Ky, ; channels
show little inactivation and are closely
related to the delayed rectifier K* chan-
nels involved in action potential repolar-
ization. (B) Ky, ; channels inactivate
during a depolarization. (C) HERG
channels inactivate so rapidly that cur-
rent flows only when inactivation is
rapidly removed at the end of a depolar-
ization. (D) Inward rectifying K* chan-
nels allow more K* current to flow at
hyperpolarized potentials than at depo-
larized potentials. (E) Ca?*-activated K*
channels open in response to intracellu-
lar Ca?* ions and, in some cases, mem-
brane depolarization. (F) K* channels
with two pores usually respond to
chemical signals, such as pH, rather
than changes in membrane potential.



78 Chapter Four

duration and rate of action potential firing, with important consequences for
axonal conduction and synaptic transmission. Perhaps the most important
function of K* channels is the role they play in generating the resting mem-
brane potential (see Chapter 2). At least two families of K* channels that are
open at substantially negative membrane voltage levels contribute to setting
the resting membrane potential (Figure 4.5D).

Finally, several types of voltage-gated Cl~ channel have been identified
(see Figure 4.4D). These channels are present in every type of neuron, where
they control excitability, contribute to the resting membrane potential, and
help regulate cell volume.

Ligand-Gated lon Channels

Many types of ion channels respond to chemical signals (ligands) rather
than to changes in the membrane potential (Figure 4.4E-G). The most
important of these ligand-gated ion channels in the nervous system is the
class activated by binding neurotransmitters (Figure 4.4E). These channels
are essential for synaptic transmission and other forms of cell-cell signaling
phenomena discussed in Chapters 5-7. Whereas the voltage-gated ion chan-
nels underlying the action potential typically allow only one type of ion to
permeate, channels activated by extracellular ligands are usually less selec-
tive, allowing two or more types of ions to pass through the channel pore.

Other ligand-gated channels are sensitive to chemical signals arising
within the cytoplasm of neurons (see Chapter 7), and can be selective for
specific ions such as K* or CI7, or permeable to all physiological cations.
Such channels are distinguised by ligand-binding domains on their intracel-
lular surfaces that interact with second messengers such as Ca?*, the cyclic
nucleotides cAMP and ¢cGMP, or protons. Examples of channels that respond
to intracellular cues include Ca?**-activated K* channels (Figure 4.4.F), the
cyclic nucleotide gated cation channel (Figure 4.4G), or acid-sensing ion
channels (ASICs). The main function of these channels is to convert intracel-
lular chemical signals into electrical information. This process is particularly
important in sensory transduction, where channels gated by cyclic
nucleotides convert odors and light, for example, into electrical signals.
Although many of these ligand-gated ion channels are located in the cell
surface membrane, others are in membranes of intracellular organelles such
as mitochondria or the endoplasmic reticulum . Some of these latter chan-
nels are selectively permeable to Ca®* and regulate the release of Ca”* from
the lumen of the endoplasmic reticulum into the cytoplasm, where this sec-
ond messenger can then trigger a spectrum of cellular responses such as
described in Chapter 7.

Stretch- and Heat-Activated Channels

Still other ion channels respond to heat or membrane deformation. Heat-
activated ion channels, such as some members of the transient receptor
potential (TRP) gene family, contribute to the sensations of pain and temper-
ature and help mediate inflammation (see Chapter 9). These channels are
often specialized to detect specific temperature ranges, and some are even
activated by cold. Other ion channels respond to mechanical distortion of
the plasma membrane and are the basis of stretch receptors and neuromus-
cular stretch reflexes (see Chapters 8, 15 and 16). A specialized form of these
channels enables hearing by allowing auditory hair cells to respond to sound
waves (see Chapter 12).
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In summary, this tremendous variety of ion channels allows neurons to
generate electrical signals in response to changes in membrane potential,
synaptic input, intracellular second messengers, light, odors, heat, sound,
touch, and many other stimuli.

The Molecular Structure of lon Channels

Understanding the physical structure of ion channels is obviously the key to
sorting out how they actually work. Until recently, most information about
channel structure was derived indirectly from studies of the amino acid
composition and physiological properties of these proteins. For example, a
great deal has been learned by exploring the functions of particular amino
acids within the proteins using mutagenesis and the expression of such
channels in Xenopus oocytes (see Box B). Such studies have discovered a gen-
eral transmembrane architecture common to all the major ion channel fami-
lies. Thus, these molecules are all integral membrane proteins that span the Figure 4.6 Topology of the princizpal
plasma membrane repeatedly. Na* (and Ca®") channel proteins, consist of su+bun1ts of voltage-gated Na*, Ca™,
repeating motifs of 6 membrane-spanning regions that are repeated 4 times, K% ar:d cl Chanmis' Repeating motifs
for a total of 24 transmembrane regions (Figure 4.6A,B). Na* (or Ca?") chan- ;)f Na (A) and Ca (B? Channelf are

. . abeled I, II, ITI, and IV; (C-F) K* chan-
nels can be produced by just one of these proteins, al’Fhough other accessory - 1 e diverse. In all cases, four
proteins, called B subunits, can regulate the function of these channels. subunits combine to form a functional
K* channel proteins typically span the membrane six times (Figure 4.6C),  channel. (G) Chloride channels are

structurally distinct from all other
voltage-gated channels.

(A) Na* CHANNEL (B) Ca** CHANNEL

B subunit

K* CHANNELS (G) CI- CHANNEL
(©) K, and HERG (D) Inward rectifier (E) Ca?*-activated (F) 2-pore
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Figure 4.7 A charged voltage sensor
permits voltage-dependent gating of ion
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tively charged transmembrane domain.
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though there are some K* channels, such as a bacterial channel and some
mammalian channels, that span the membrane only twice (Figure 4.6D), and
others that span the membrane four times (Figure 4.6F) or seven times (Fig-
ure 4.6E). Each of these K* channel proteins serves as a channel subunit,

the channel to conduct specific ions. with 4 of these subunits typically aggregating to form a single functional ion

channel.

Other imaginative mutagenesis experiments have provided information
about how these proteins function. Two membrane-spanning domains of all
ion channels appear to form a central pore through which ions can diffuse,
and one of these domains contains a protein loop that confers an ability to
selectivity allow certain ions to diffuse through the channel pore (Figure 4.7).
As might be expected, the amino acid composition of the pore loop differs
among channels that conduct different ions. These distinct structural fea-
tures of channel proteins also provide unique binding sites for drugs and for
various neurotoxins known to block specific subclasses of ion channels (Box
C). Furthermore, many voltage gated ion channels contain a distinct type of
transmembrane helix containing a number of positively charged amino acids
along one face of the helix (Figures 4.6 and 4.7). This structure evidently
serves as a sensor that detects changes in the electrical potential across the
membrane. Membrane depolarization influences the charged amino acids
such that the helix undergoes a conformational change, which in turn allows
the channel pore to open. One suggestion is that the helix rotates to cause
the pore to open (Figure 4.7). Other types of mutagenesis experiments have
demonstrated that one end of certain K* channels plays a key role in channel
inactivation. This intracellular structure (labeled “N” in Figure 4.6C) can
plug the channel pore during prolonged depolarization.

More recently, very direct information about the structural underpinnings
of ion channel function has come from X-ray crystallography studies of bac-
terial K* channels (Figure 4.8). This molecule was chosen for analysis
because the large quantity of channel protein needed for crystallography
could be obtained by growing large numbers of bacteria expressing this mol-
ecule. The results of such studies showed that the channel is formed by sub-
units that each cross the plasma membrane twice; between these two mem-
brane-spanning structures is a loop that inserts into the plasma membrane
(Figure 4.8A). Four of these subunits are assembled together to form a chan-
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Figure 4.8 Structure of a simple bacterial K* channel determined by
crystallography. (A) Structure of one subunit of the channel, which con-
sists of two membrane-spanning domains and a pore loop that inserts
into the membrane. (B) Three-dimensional arrangement of four subunits
(each in a different color) to form a K* channel. The top view illustrates a
K* ion (green) within the channel pore. (C) The permeation pathway of
the K* channel consists of a large aqueous cavity connected to a narrow
selectivity filter. Helical domains of the channel point negative charges
(red) toward this cavity, allowing K* ions (green) to become dehydrated
and then move through the selectivity filter. (A, B from Doyle et al., 1998;
C after Doyle et al., 1998.)
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nel (Figure 4.8B). In the center of the assembled channel is a narrow opening
through the protein that allows K* to flow across the membrane. This open-
ing is the channel pore and is formed by the protein loop, as well as by the
membrane-spanning domains. The structure of the pore is well suited for
conducting K* ions (Figure 4.8C). The narrowest part is near the outside
mouth of the channel and is so constricted that only a non-hydrated K* ion
can fit through the bottleneck. Larger cations, such as Cs*, cannot traverse
this region of the pore, and smaller cations such as Na* cannot enter the pore
because the “walls” of the pore are too far apart to stabilize a dehydrated
Na* ion. This part of the channel complex is responsible for the selective per-
meability to K* and is therefore called the selectivity filter. The sequence of
amino acids making up part of this selectivity filter is often referred to as the
K* channel “signature sequence”. Deeper within the channel is a water-filled
cavity that connects to the interior of the cell. This cavity evidently collects
K* from the cytoplasm and, utilizing negative charges from the protein,
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Box C

Toxins That Poison lon Channels

Given the importance of Na* and K*
channels for neuronal excitation, it is not
surprising that a number of organisms
have evolved channel-specific toxins as
mechanisms for self-defense or for cap-
turing prey. A rich collection of natural
toxins selectively target the ion channels
of neurons and other cells. These toxins
are valuable not only for survival, but for
studying the function of cellular ion
channels. The best-known channel toxin
is tetrodotoxin, which is produced by cer-
tain puffer fish and other animals.
Tetrodotoxin produces a potent and spe-
cific obstruction of the Na* channels
responsible for action potential genera-
tion, thereby paralyzing the animals
unfortunate enough to ingest it.
Saxitoxin, a chemical homologue of
tetrodotoxin produced by dinoflagel-
lates, has a similar action on Na* chan-
nels. The potentially lethal effects of eat-
ing shellfish that have ingested these
“red tide” dinoflagellates are due to the
potent neuronal actions of saxitoxin.
Scorpions paralyze their prey by
injecting a potent mix of peptide toxins
that also affect ion channels. Among
these are the a-toxins, which slow the
inactivation of Na* channels (Figure A1);
exposure of neurons to these toxins pro-
longs the action potential (Figure A2),

(A) Effects of toxin treatment on frog axons.
(1) a-Toxin from the scorpion Leiurus
quinquestriatus prolongs Na* currents
recorded with the voltage clamp method. (2)
As a result of the increased Na* current, o-
toxin greatly prolongs the duration of the
axonal action potential. Note the change in
timescale after treating with toxin. (B) Treat-
ment of a frog axon with B-toxin from
another scorpion, Centruroides sculpturatus,
shifts the activation of Na* channels, so that
Na* conductance begins to increase at poten-
tials much more negative than usual. (A after
Schmidt and Schmidt, 1972; B after Cahalan,
1975.)

thereby scrambling information flow
within the nervous system of the soon-
to-be-devoured victim. Other peptides in
scorpion venom, called f-toxins, shift the
voltage dependence of Na* channel acti-
vation (Figure B). These toxins cause Na*
channels to open at potentials much
more negative than normal, disrupting
action potential generation. Some alka-
loid toxins combine these actions, both
removing inactivation and shifting activa-
tion of Na* channels. One such toxin is
batrachotoxin, produced by a species of
frog; some tribes of South American
Indians use this poison on their arrow
tips. A number of plants produce similar
toxins, including aconitine, from butter-
cups; veratridine, from lilies; and a num-
ber of insecticidal toxins produced by
plants such as chrysanthemums and
rhododendrons.

Potassium channels have also been
targeted by toxin-producing organisms.

Peptide toxins affecting K* channels
include dendrotoxin, from wasps; apamin,
from bees; and charybdotoxin, yet another
toxin produced by scorpions. All of these
toxins block K* channels as their primary
action; no toxin is known to affect the
activation or inactivation of these chan-
nels, although such agents may simply
be awaiting discovery.
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allows K* ions to become dehydrated so they can enter the selectivity filter.
These “naked” ions are then able to move through four K* binding sites
within the selectivity filter to eventually reach the extracellular space (recall
that the normal concentration gradient drives K* out of cells). On average,
two K* ions reside within the selectivity filter at any moment, with electro-
static repulsion between the two ions helping to speed their transit through
the selectivity filter, thereby permitting rapid ion flux through the channel.
Crystallographic studies have also determined the structure of the voltage
sensor in another type of bacterial K* channel. Such studies indicate that the
sensor is at the interface between proteins and lipid on the cytoplasmic sur-
face of the channel, leading to the suggestion that the sensor is a paddle-like
structure that moves through the membrane to gate the opening of the chan-
nel pore (Figure 4.9A), rather than being a rotating helix buried within the
ion channel protein (as in Figure 4.7). Crystallographic work has also
revealed the molecular basis of the rapid transitions between the closed and
the open state of the channel during channel gating. By comparing data
from K* channels crystallized in what is believed to be closed and open con-
formations (Figure 4.9B), it appears that channels gate by a conformational
change in one of the transmembrane helices lining the channel pore. Pro-
ducing a “kink” in one of these helices increases the opening from the cen-
tral water-filled pore to the intracellular space, thereby permitting ion fluxes.

(A)

Depolarize

,,,,,

Hyperpolarize

(B)

Closed
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Figure 4.9 Structural features of K*
channel gating. (A) Voltage sensing may
involve paddle-like structures of the
channel. These paddles reside within
the lipid bilayer of the plasma mem-
brane and may respond to changes in
membrane potential by moving through
the membrane. The gating charges that
sense membrane potential are indicated
by red “plus” signs. (B) Structure of K*
channels in closed (left) and open
(right) conformations. Three of the four
channel subunits are shown. Opening
of the pore of the channel involves kink-
ing of a transmembrane domain at the
point indicated in red, which then
dilates the pore. (A after Jiang et al.,
2003; B after MacKinnon, 2003).
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Box D

Diseases Caused by Altered lon Channels

Several genetic diseases, collectively
called channelopathies, result from small
but critical alterations in ion channel
genes. The best-characterized of these dis-
eases are those that affect skeletal muscle
cells. In these disorders, alterations in ion
channel proteins produce either myotonia
(muscle stiffness due to excessive electri-
cal excitability) or paralysis (due to insuf-
ficient muscle excitability). Other disor-
ders arise from ion channel defects in
heart, kidney, and the inner ear.
Channelopathies associated with ion
channels localized in brain are much
more difficult to study. Nonetheless,
voltage-gated Ca?* channels have re-
cently been implicated in a range of neu-
rological diseases. These include episodic
ataxia, spinocerebellar degeneration,
night blindness, and migraine head-
aches. Familial hemiplegic migraine (FHM)
is characterized by migraine attacks that
typically last one to three days. During
such episodes, patients experience severe
headaches and vomiting. Several muta-
tions in a human Ca?* channel have been
identified in families with FHM, each
having different clinical symptoms. For
example, a mutation in the pore-forming
region of the channel produces hemi-
plegic migraine with progressive cerebel-
lar ataxia, whereas other mutations cause
only the usual FHM symptoms. How
these altered Ca?* channel properties
lead to migraine attacks is not known.
Episodic ataxia type 2 (EA2) is a neuro-
logical disorder in which affected indi-
viduals suffer recurrent attacks of abnor-
mal limb movements and severe ataxia.
These problems are sometimes accompa-

Genetic mutations in (A) Ca?* channels, (B)
Na* channels, (C) K* channels, and (D) CI~
channels that result in diseases. Red regions
indicate the sites of these mutations; the red
circles indicate mutations. (After Lehmann-
Horn and Jurkat-Kott, 1999.)
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Mutations in Na* channels slow the rate of
inactivation of Na* currents. (After Barchi,
1995.)

nied by vertigo, nausea, and headache.
Usually, attacks are precipitated by emo-
tional stress, exercise, or alcohol and last
for a few hours. The mutations in EA2
cause Ca®* channels to be truncated at
various sites, which may cause the clini-
cal manifestations of the disease by pre-
venting the normal assembly of Ca®*
channels in the membrane.

X-linked congenital stationary night
blindness (CSNB) is a recessive retinal dis-
order that causes night blindness,
decreased visual acuity, myopia, nystag-
mus, and strabismus. Complete CSNB
causes retinal rod photoreceptors to be
nonfunctional. Incomplete CSNB causes
subnormal (but measurable) functioning

of both rod and cone photoreceptors.
Like EA2, the incomplete type of CSNB
is caused by mutations producing trun-
cated Ca®" channels. Abnormal retinal
function may arise from decreased Ca**
currents and neurotransmitter release
from photoreceptors (see Chapter 11).

A defect in brain Na* channels causes
generalized epilepsy with febrile seizures
(GEFS) that begins in infancy and usu-
ally continues through early puberty.
This defect has been mapped to two
mutations: one on chromosome 2 that
encodes an o, subunit for a voltage-gated
Na™* channel, and the other on chromo-
some 19 that encodes a Na* channel 3
subunit. These mutations cause a slow-
ing of Na* channel inactivation (see fig-
ure above), which may explain the neu-
ronal hyperexcitability underlying GEFS.

Another type of seizure, benign famil-
ial neonatal convulsion (BFNC), is due to
K* channel mutations. This disease is
characterized by frequent brief seizures
commencing within the first week of life
and disappearing spontaneously within
a few months. The mutation has been
mapped to at least two voltage-gated K*
channel genes. A reduction in K* current
flow through the mutated channels prob-
ably accounts for the hyperexcitability
associated with this defect. A related dis-
ease, episodic ataxia type 1 (EA1), has
been linked to a defect in another type of
voltage-gated K* channel. EA1 is charac-
terized by brief episodes of ataxia. Mu-

tant channels inhibit the function of
other, non-mutant K* channels and may
produce clinical symptoms by impairing
action potential repolarization. Muta-
tions in the K* channels of cardiac mus-
cle are responsible for the irregular heart-
beat of patients with long Q-T syndrome.
Numerous genetic disorders affect the
voltage-gated channels of skeletal mus-
cle and are responsible for a host of mus-
cle diseases that either cause muscle
weakness (paralysis) or muscle contrac-
tion (myotonia).
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In short, ion channels are integral membrane proteins with characteristic
features that allow them to assemble into multimolecular aggregates. Collec-
tively, these structures allow channels to conduct ions, sense the transmem-
brane potential, to inactivate, and to bind to various neurotoxins. A combi-
nation of physiological, molecular biological and crystallographic studies
has begun to provide a detailed physical picture of K* channels. This work
has now provided considerable insight into how ions are conducted from
one side of the plasma membrane to the other, how a channel can be selec-
tively permeable to a single type of ion, how they are able to sense changes
in membrane voltage, and how they gate the opening of their pores. It is
likely that other types of ion channels will be similar in their functional
architecture. Finally, this sort of work has illuminated how mutations in ion
channel genes can lead to a variety of neurological disorders (Box D).
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Figure 4.10 Examples of ion trans-
porters found in cell membranes. (A,B)
Some transporters are powered by the
hydrolysis of ATP (ATPase pumps),
whereas others (C-F) use the electro-
chemical gradients of co-transported
ions as a source of energy (ion ex-
changers).

Active Transporters Create and Maintain lon Gradients

Up to this point, the discussion of the molecular basis of electrical signaling
has taken for granted the fact that nerve cells maintain ion concentration
gradients across their surface membranes. However, none of the ions of
physiological importance (Na*, K*, CI-, and Ca?") are in electrochemical
equilibrium. Because channels produce electrical effects by allowing one or
more of these ions to diffuse down their electrochemical gradients, there
would be a gradual dissipation of these concentration gradients unless nerve
cells could restore ions displaced during the current flow that occurs as a
result of both neural signaling and the continual ionic leakage that occurs at
rest. The work of generating and maintaining ionic concentration gradients
for particular ions is carried out by a group of plasma membrane proteins
known as active transporters.

Active transporters carry out this task by forming complexes with the
ions that they are translocating. The process of ion binding and unbinding
for transport typically requires several milliseconds. As a result, ion translo-
cation by active transporters is much slower than ion movement through
channels: Recall that ion channels can conduct thousands of ions across a
membrane each millisecond. In short, active transporters gradually store
energy in the form of ion concentration gradients, whereas the opening of
ion channels rapidly dissipates this stored energy during relatively brief
electrical signaling events.

Several types of active transporter have now been identified (Figure 4.10).
Although the specific jobs of these transporters differ, all must translocate
ions against their electrochemical gradients. Moving ions uphill requires the
consumption of energy, and neuronal transporters fall into two classes based
on their energy sources. Some transporters acquire energy directly from the
hydrolysis of ATP and are called ATPase pumps (Figure 4.10, left). The most
prominent example of an ATPase pump is the Na* pump (or, more properly,
the Na*/K* ATPase pump), which is responsible for maintaining transmem-
brane concentration gradients for both Na* and K* (Figure 4.10A). Another
is the Ca?* pump, which provides one of the main mechanisms for removing
Ca?" from cells (Figure 4.10B). The second class of active transporter does not
use ATP directly, but depends instead on the electrochemical gradients of
other ions as an energy source. This type of transporter carries one or more
ions up its electrochemical gradient while simultaneously taking another ion
(most often Na*) down its gradient. Because at least two species of ions are

ATPase PUMPS ION EXCHANGERS
(A) Na*/K* pump (B) Ca% pump (C) Na*/Ca®** (D) CI'/HCO;~ (E) Na*/H* (F) Na'/neurotransmitter
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involved in such transactions, these transporters are usually called ion
exchangers (Figure 4.10, right). An example of such a transporter is the
Na*/Ca?" exchanger, which shares with the Ca?* pump the important job of
keeping intracellular Ca?" concentrations low (Figure 4.10C). Another
exchanger in this category regulates both intracellular CI~ concentration and
pH by swapping intracellular CI~ for another extracellular anion, bicarbon-
ate (Figure 4.10D). Other ion exchangers, such as the Na*/H"* exchanger
(Figure 4.10E), also regulate intracellular pH, in this case by acting directly
on the concentration of H*. Yet other ion exchangers are involved in trans-
porting neurotransmitters into synaptic terminals (Figure 4.10F), as
described in Chapter 6. Although the electrochemical gradient of Na* (or
other counter ions) is the proximate source of energy for ion exchangers,
these gradients ultimately depend on the hydrolysis of ATP by ATPase
pumps, such as the Na*/K* ATPase pump.

Functional Properties of the Na*/K* Pump

Of these various transporters, the best understood is the Na*/K* pump. The
activity of this pump is estimated to account for 20-40% of the brain’s
energy consumption, indicating its importance for brain function. The Na*
pump was first discovered in neurons in the 1950s, when Richard Keynes at
Cambridge University used radioactive Na* to demonstrate the energy-
dependent efflux of Na* from squid giant axons. Keynes and his collabora-
tors found that this efflux ceased when the supply of ATP in the axon was
interrupted by treatment with metabolic poisons (Figure 4.11A, point 4).
Other conditions that lower intracellular ATP also prevent Na* efflux. These
experiments showed that removing intracellular Na* requires cellular
metabolism. Further studies with radioactive K* demonstrated that Na*
efflux is associated with simultaneous, ATP-dependent influx of K*. These
opposing fluxes of Na* and K* are operationally inseparable: Removal of
external K* greatly reduces Na* efflux (Figure 4.11, point 2), and vice versa.
These energy-dependent movements of Na* and K* implicated an ATP-
hydrolyzing Na*/K* pump in the generation of the transmembrane gradi-
ents of both Na* and K*. The exact mechanism responsible for these fluxes
of Na* and K" is still not entirely clear, but the pump is thought to alter-
nately shuttle these ions across the membranes in a cycle fueled by the trans-
fer of a phosphate group from ATP to the pump protein (Figure 4.11B).

Additional quantitative studies of the movements of Na* and K* indicate
that the two ions are not pumped at identical rates: The K* influx is only
about two-thirds the Na™* efflux. Thus, the pump apparently transports two
K* into the cell for every three Na* that are removed (see Figure 4.11B). This
stoichiometry causes a net loss of one positively charged ion from inside of
the cell during each round of pumping, meaning that the pump generates an
electrical current that can hyperpolarize the membrane potential. For this
reason, the Na*/K* pump is said to be electrogenic. Because pumps act
much more slowly than ion channels, the current produced by the Na*/K*
pump is quite small. For example, in the squid axon, the net current gener-
ated by the pump is less than 1% of the current flowing through voltage-
gated Na* channels and affects the resting membrane potential by only a
millivolt or less.

Although the electrical current generated by the activity of the Na*/K*
pump is small, under special circumstances the pump can significantly
influence the membrane potential. For instance, prolonged stimulation of
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Figure 4.11 JIonic movements due to NN 1 Recovery when Recovery when
the Na*/K* pump. (A) Measurement of K* is restored ATP is restored
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Figure 4.12 The electrogenic transport of ions by the Na*/K* pump can influence Individual
membrane potential. Measurements of the membrane potential of a small unmyeli- action potentials
nated axon show that a train of action potentials is followed by a long-lasting

hyperpolarization. This hyperpolarization is blocked by ouabain, indicating that it _20
results from the activity of the Na*/K* pump. (After Rang and Ritchie, 1968.) 3 6 O | | |
-80
0
Time (s)

small unmyelinated axons produces a substantial hyperpolarization (Figure
4.12). During the period of stimulation, Na* enters through voltage-gated Trains of action potentials
channels and accumulates within the axons. As the pump removes this extra
Na®, the resulting current generates a long-lasting hyperpolarization. Sup-
port for this interpretation comes from the observation that conditions that
block the Na*/K* pump—for example, treatment with ouabain, a plant gly-
coside that specifically inhibits the pump—prevent the hyperpolarization.
The electrical contribution of the Na*/K* pump is particularly significant in
these small-diameter axons because their large surface-to-volume ratio
causes intracellular Na* concentration to rise to higher levels than it would
in other cells. Nonetheless, it is important to emphasize that, in most cir-
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cumstances, the Na*/K* pump plays no part in generating the action poten- -80 ¢ Quabain_||
tial and has very little direct effect on the resting potential.
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The Molecular Structure of the Na*/K* Pump Poststimulus
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These observations imply that the Na* and K* pump must exhibit several blocked

molecular properties: (1) It must bind both Na* and K*; (2) it must possess
sites that bind ATP and receive a phosphate group from this ATP; and (3) it
must bind ouabain, the toxin that blocks this pump (Figure 4.13A). A variety
of studies have now identified the aspects of the protein that account for
these properties of the Na*/K* pump. This pump is a large, integral mem-
brane protein made up of at least two subunits, called o and . The primary
sequence shows that the o subunit spans the membrane 10 times, with most
of the molecule found on the cytoplasmic side, whereas the B subunit spans
the membrane once and is predominantly extracellular. Although a detailed =~ Figure 4.13  Molecular structure of the
account of the functional domains of the Na*/K* pump is not yet available, ~Na'/K"pump. (A) General features of
some parts of the amino acid sequence have identified functions (Figure —the pump. (B) The molecule spans the

4.13B). One intracellular domain of the protein is required for ATP binding ~MemPbrane 10 times. Amino acid
residues thought to be important for
binding of ATP, K*, and ouabain are

highlighted. (After Lingrel et al., 1994.)
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and hydrolysis, and the amino acid phosphorylated by ATP has been identi-
fied. Another extracellular domain may represent the binding site for
ouabain. However, the sites involved in the most critical function of the
pump—the movement of Na* and K*—have not yet been defined. Nonethe-
less, altering certain membrane-spanning domains (red in Figure 4.13B)
impairs ion translocation; moreover, kinetic studies indicate that both ions
bind to the pump at the same site. Because these ions move across the mem-
brane, it is likely that this site traverses the plasma membrane; it is also
likely that the site has a negative charge, since both Na* and K* are posi-
tively charged. The observation that removing negatively charged residues
in a membrane-spanning domain of the protein (pale yellow in Figure 4.13B)
greatly reduces Na* and K* binding provides at least a hint about the ion-
translocating domain of the transporter molecule.

Summary

Ion transporters and channels have complementary functions. The primary
purpose of transporters is to generate transmembrane concentration gradi-
ents, which are then exploited by ion channels to generate electrical signals.
Ion channels are responsible for the voltage-dependent conductances of
nerve cell membranes. The channels underlying the action potential are inte-
gral membrane proteins that open or close ion-selective pores in response to
the membrane potential, allowing specific ions to diffuse across the mem-
brane. The flow of ions through single open channels can be detected as tiny
electrical currents, and the synchronous opening of many such channels
generates the macroscopic currents that produce action potentials. Molecular
studies show that such voltage-gated channels have highly conserved struc-
tures that are responsible for features such as ion permeation and voltage
sensing, as well as the features that specify ion selectivity and toxin sensitiv-
ity. Other types of channels are sensitive to chemical signals, such as neuro-
transmitters or second messengers, or to heat or membrane deformation. A
large number of ion channel genes create channels with a correspondingly
wide range of functional characteristics, thus allowing different types of neu-
rons to have a remarkable spectrum of electrical properties. Ion transporter
proteins are quite different in both structure and function. The energy
needed for ion movement against a concentration gradient (e.g., in main-
taining the resting potential) is provided either by the hydrolysis of ATP or
by the electrochemical gradient of co-transported ions. The Na*/K* pump
produces and maintains the transmembrane gradients of Na* and K*, while
other transporters are responsible for the electrochemical gradients for other
physiologically important ions, such as Cl-, Ca?*, and H*. Together, trans-
porters and channels provide a reasonably comprehensive molecular expla-
nation for the ability of neurons to generate electrical signals.
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Chapter 5

Overview

The human brain contains at least 100 billion neurons, each with the ability
to influence many other cells. Clearly, sophisticated and highly efficient
mechanisms are needed to enable communication among this astronomical
number of elements. Such communication is made possible by synapses, the
functional contacts between neurons. Two different types of synapse—elec-
trical and chemical—can be distinguished on the basis of their mechanism of
transmission. At electrical synapses, current flows through gap junctions,
which are specialized membrane channels that connect two cells. In contrast,
chemical synapses enable cell-to-cell communication via the secretion of
neurotransmitters; these chemical agents released by the presynaptic neu-
rons produce secondary current flow in postsynaptic neurons by activating
specific receptor molecules. The total number of neurotransmitters is not
known, but is well over 100. Virtually all neurotransmitters undergo a simi-
lar cycle of use: synthesis and packaging into synaptic vesicles; release from
the presynaptic cell; binding to postsynaptic receptors; and, finally, rapid
removal and/or degradation. The secretion of neurotransmitters is triggered
by the influx of Ca®* through voltage-gated channels, which gives rise to a
transient increase in Ca®* concentration within the presynaptic terminal. The
rise in Ca?* concentration causes synaptic vesicles to fuse with the presynap-
tic plasma membrane and release their contents into the space between the
pre- and postsynaptic cells. Although it is not yet understood exactly how
Ca?" triggers exocytosis, specific proteins on the surface of the synaptic vesi-
cle and elsewhere in the presynaptic terminal mediate this process. Neuro-
transmitters evoke postsynaptic electrical responses by binding to members
of a diverse group of neurotransmitter receptors. There are two major classes
of receptors: those in which the receptor molecule is also an ion channel, and
those in which the receptor and ion channel are separate molecules. These
receptors give rise to electrical signals by transmitter-induced opening or
closing of the ion channels. Whether the postsynaptic actions of a particular
neurotransmitter are excitatory or inhibitory is determined by the ionic per-
meability of the ion channel affected by the transmitter, and by the concen-
tration of permeant ions inside and outside the cell.

Electrical Synapses

Although there are many kinds of synapses within the human brain, they
can be divided into two general classes: electrical synapses and chemical
synapses. Although they are a distinct minority, electrical synapses are
found in all nervous systems, permitting direct, passive flow of electrical
current from one neuron to another.
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Figure 5.1 Electrical and chemical syn-

apses differ fundamentally in their
transmission mechanisms. (A) At electri-
cal synapses, gap junctions between pre-
and postsynaptic membranes permit
current to flow passively through inter-
cellular channels (blowup). This current
flow changes the postsynaptic mem-
brane potential, initiating (or in some
instances inhibiting) the generation of
postsynaptic action potentials. (B) At
chemical synapses, there is no intercel-
lular continuity, and thus no direct flow
of current from pre- to postsynaptic cell.
Synaptic current flows across the post-
synaptic membrane only in response to
the secretion of neurotransmitters,
which open or close postsynaptic ion
channels after binding to receptor mole-
cules (blowup).

The structure of an electrical synapse is shown schematically in Figure
5.1A. The “upstream” neuron, which is the source of current, is called the
presynaptic element, and the “downstream” neuron into which this current
flows is termed postsynaptic. The membranes of the two communicating
neurons come extremely close at the synapse and are actually linked
together by an intercellular specialization called a gap junction. Gap junc-
tions contain precisely aligned, paired channels in the membrane of the pre-
and postsynaptic neurons, such that each channel pair forms a pore (see Fig-
ure 5.2A). The pore of a gap junction channel is much larger than the pores
of the voltage-gated ion channels described in the previous chapter. As a
result, a variety of substances can simply diffuse between the cytoplasm of
the pre- and postsynaptic neurons. In addition to ions, substances that dif-
fuse through gap junction pores include molecules with molecular weights
as great as several hundred daltons. This permits ATP and other important
intracellular metabolites, such as second messengers (see Chapter 7), to be
transferred between neurons.

Electrical synapses thus work by allowing ionic current to flow passively
through the gap junction pores from one neuron to another. The usual
source of this current is the potential difference generated locally by the
action potential (see Chapter 3). This arrangement has a number of interest-
ing consequences. One is that transmission can be bidirectional; that is, cur-
rent can flow in either direction across the gap junction, depending on which
member of the coupled pair is invaded by an action potential (although



some types of gap junctions have special features that render their transmis-
sion unidirectional). Another important feature of the electrical synapse is
that transmission is extraordinarily fast: because passive current flow across
the gap junction is virtually instantaneous, communication can occur with-
out the delay that is characteristic of chemical synapses.

These features are apparent in the operation of the first electrical synapse
to be discovered, which resides in the crayfish nervous system. A postsynap-
tic electrical signal is observed at this synapse within a fraction of a millisec-
ond after the generation of a presynaptic action potential (Figure 5.2). In fact,
at least part of this brief synaptic delay is caused by propagation of the
action potential into the presynaptic terminal, so that there may be essen-
tially no delay at all in the transmission of electrical signals across the syn-
apse. Such synapses interconnect many of the neurons within the circuit that
allows the crayfish to escape from its predators, thus minimizing the time
between the presence of a threatening stimulus and a potentially life-saving
motor response.

A more general purpose of electrical synapses is to synchronize electrical
activity among populations of neurons. For example, the brainstem neurons
that generate rhythmic electrical activity underlying breathing are synchro-
nized by electrical synapses, as are populations of interneurons in the cere-
bral cortex, thalamus, cerebellum, and other brain regions. Electrical trans-
mission between certain hormone-secreting neurons within the mammalian
hypothalamus ensures that all cells fire action potentials at about the same
time, thus facilitating a burst of hormone secretion into the circulation. The
fact that gap junction pores are large enough to allow molecules such as ATP
and second messengers to diffuse intercellularly also permits electrical syn-
apses to coordinate the intracellular signaling and metabolism of coupled
cells. This property may be particularly important for glial cells, which form
large intracellular signaling networks via their gap junctions.

P Presynaptic
cell membrane

(B)

Connexons

Membrane potential (mV)

/
Postsynaptic
cell membrane

Pores connecting
cytoplasm of two
neurons

Synaptic Transmission 95

Figure 5.2 Structure and function of
gap junctions at electrical synapses. (A)
Gap junctions consist of hexameric com-
plexes formed by the coming together of
subunits called connexons, which are
present in both the pre- and postsynap-
tic membranes. The pores of the chan-
nels connect to one another, creating
electrical continuity between the two
cells. (B) Rapid transmission of signals
at an electrical synapse in the crayfish.
An action potential in the presynaptic
neuron causes the postsynaptic neuron
to be depolarized within a fraction of a
millisecond. (B after Furshpan and Pot-
ter, 1959.)
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Signal Transmission at Chemical Synapses

The general structure of a chemical synapse is shown schematically in Figure
5.1B. The space between the pre- and postsynaptic neurons is substantially
greater at chemical synapses than at electrical synapses and is called the syn-
aptic cleft. However, the key feature of all chemical synapses is the presence
of small, membrane-bounded organelles called synaptic vesicles within the
presynaptic terminal. These spherical organelles are filled with one or more
neurotransmitters, the chemical signals secreted from the presynaptic neu-
ron, and it is these chemical agents acting as messengers between the com-
municating neurons that gives this type of synapse its name.

Transmission at chemical synapses is based on the elaborate sequence of
events depicted in Figure 5.3. The process is initiated when an action poten-
tial invades the terminal of the presynaptic neuron. The change in mem-
brane potential caused by the arrival of the action potential leads to the
opening of voltage-gated calcium channels in the presynaptic membrane.
Because of the steep concentration gradient of Ca* across the presynaptic
membrane (the external Ca?* concentration is approximately 10 M, where-
as the internal Ca®* concentration is approximately 107 M), the opening of
these channels causes a rapid influx of Ca** into the presynaptic terminal,
with the result that the Ca** concentration of the cytoplasm in the terminal
transiently rises to a much higher value. Elevation of the presynaptic Ca®*
concentration, in turn, allows synaptic vesicles to fuse with the plasma mem-
brane of the presynaptic neuron. The Ca**-dependent fusion of synaptic
vesicles with the terminal membrane causes their contents, most importantly
neurotransmitters, to be released into the synaptic cleft.

Following exocytosis, transmitters diffuse across the synaptic cleft and
bind to specific receptors on the membrane of the postsynaptic neuron. The
binding of neurotransmitter to the receptors causes channels in the postsyn-
aptic membrane to open (or sometimes to close), thus changing the ability of
ions to flow into (or out of) the postsynaptic cells. The resulting neurotrans-
mitter-induced current flow alters the conductance and (usually) the mem-
brane potential of the postsynaptic neuron, increasing or decreasing the
probability that the neuron will fire an action potential. In this way, informa-
tion is transmitted from one neuron to another.

Properties of Neurotransmitters

The notion that electrical information can be transferred from one neuron to
the next by means of chemical signaling was the subject of intense debate
through the first half of the twentieth century. A key experiment that sup-
ported this idea was performed in 1926 by German physiologist Otto Loewi.
Acting on an idea that allegedly came to him in the middle of the night,
Loewi proved that electrical stimulation of the vagus nerve slows the heart-
beat by releasing a chemical signal. He isolated and perfused the hearts of
two frogs, monitoring the rates at which they were beating (Figure 5.4). His
experiment collected the perfusate flowing through the stimulated heart and
transferred this solution to the second heart. When the vagus nerve to the
first heart was stimulated, the beat of this heart slowed. Remarkably, even
though the vagus nerve of the second heart had not been stimulated, its beat
also slowed when exposed to the perfusate from the first heart. This result
showed that the vagus nerve regulates the heart rate by releasing a chemical
that accumulates in the perfusate. Originally referred to as “vagus sub-
stance,” the agent was later shown to be acetylcholine (ACh). ACh is now
known to be a neurotransmitter that acts not only in the heart but at a vari-
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ety of postsynaptic targets in the central and peripheral nervous systems, involved in transmission at a typical
preeminently at the neuromuscular junction of striated muscles and in the ~ chemical synapse.

visceral motor system (see Chapters 6 and 20).

Over the years, a number of formal criteria have emerged that definitively
identify a substance as a neurotransmitter (Box A). These have led to the
identification of more than 100 different neurotransmitters, which can be
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Figure 5.4 Loewi’s experiment demonstrating chemical neurotransmission. (A)
Diagram of experimental setup. (B) Where the vagus nerve of an isolated frog’s
heart was stimulated, the heart rate decreased (upper panel). If the perfusion fluid
from the stimulated heart was transferred to a second heart, its rate decreased as
well (lower panel).

classified into two broad categories: small-molecule neurotransmitters and
neuropeptides (Chapter 6). Having more than one transmitter diversifies the
physiological repertoire of synapses. Multiple neurotransmitters can pro-
duce different types of responses on individual postsynaptic cells. For exam-
ple, a neuron can be excited by one type of neurotransmitter and inhibited
by another type of neurotransmitter. The speed of postsynaptic responses
produced by different transmitters also differs, allowing control of electrical
signaling over different time scales. In general, small-molecule neurotrans-
mitters mediate rapid synaptic actions, whereas neuropeptides tend to mod-
ulate slower, ongoing synaptic functions.

Until relatively recently, it was believed that a given neuron produced
only a single type of neurotransmitter. It is now clear, however, that many
types of neurons synthesize and release two or more different neurotrans-
mitters. When more than one transmitter is present within a nerve terminal,
the molecules are called co-transmitters. Because different types of transmit-
ters can be packaged in different populations of synaptic vesicles, co-trans-
mitters need not be released simultaneously. When peptide and small-mole-
cule neurotransmitters act as co-transmitters at the same synapse, they are
differentially released according to the pattern of synaptic activity: low-fre-
quency activity often releases only small neurotransmitters, whereas high-
frequency activity is required to release neuropeptides from the same pre-
synaptic terminals. As a result, the chemical signaling properties of such
synapses change according to the rate of activity.

Effective synaptic transmission requires close control of the concentration
of neurotransmitters within the synaptic cleft. Neurons have therefore devel-
oped a sophisticated ability to regulate the synthesis, packaging, release, and
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Criteria That Define a Neurotransmitter

Three primary criteria have been used to
confirm that a molecule acts as a neuro-
transmitter at a given chemical synapse.

1. The substance must be present within
the presynaptic neuron. Clearly, a chemical
cannot be secreted from a presynaptic
neuron unless it is present there. Because
elaborate biochemical pathways are
required to produce neurotransmitters,
showing that the enzymes and precur-
sors required to synthesize the substance
are present in presynaptic neurons pro-
vides additional evidence that the sub-
stance is used as a transmitter. Note,
however, that since the transmitters glu-
tamate, glycine, and aspartate are also
needed for protein synthesis and other
metabolic reactions in all neurons, their
presence is not sufficient evidence to
establish them as neurotransmitters.

2. The substance must be released in
response to presynaptic depolarization, and
the release must be Ca**-dependent.
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Another essential criterion for identify-
ing a neurotransmitter is to demonstrate
that it is released from the presynaptic
neuron in response to presynaptic elec-
trical activity, and that this release
requires Ca* influx into the presynaptic
terminal. Meeting this criterion is techni-
cally challenging, not only because it
may be difficult to selectively stimulate
the presynaptic neurons, but also
because enzymes and transporters effi-
ciently remove the secreted neurotrans-
mitters.

3. Specific receptors for the substance
must be present on the postsynaptic cell. A
neurotransmitter cannot act on its target
unless specific receptors for the trans-
mitter are present in the postsynaptic
membrane. One way to demonstrate
receptors is to show that application of
exogenous transmitter mimics the post-

synaptic effect of presynaptic stimula-
tion. A more rigorous demonstration is
to show that agonists and antagonists
that alter the normal postsynaptic
response have the same effect when the
substance in question is applied exoge-
nously. High-resolution histological
methods can also be used to show that
specific receptors are present in the post-
synaptic membrane (by detection of
radioactively labeled receptor antibod-
ies, for example).

Fulfilling these criteria establishes
unambiguously that a substance is used
as a transmitter at a given synapse. Prac-
tical difficulties, however, have pre-
vented these standards from being
applied at many types of synapses. It is
for this reason that so many substances
must be referred to as “putative”
neurotransmitters.

Demonstrating the identity of a neurotransmitter at a synapse requires showing (1) its pres-
ence, (2) its release, and (3) the postsynaptic presence of specific receptors.
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Figure 5.5 Metabolism of small-molecule and peptide transmitters. (A) Small-mol- p
ecule neurotransmitters are synthesized at nerve terminals. The enzymes necessary
for neurotransmitter synthesis are made in the cell body of the presynaptic cell (1)
and are transported down the axon by slow axonal transport (2). Precursors are
taken up into the terminals by specific transporters, and neurotransmitter synthesis
and packaging take place within the nerve endings (3). After vesicle fusion and
release (4), the neurotransmitter may be enzymatically degraded. The reuptake of
the neurotransmitter (or its metabolites) starts another cycle of synthesis, packaging,
release, and removal (5). (B) Small clear-core vesicles at a synapse between an axon
terminal (AT) and a dendritic spine (Den) in the central nervous system. Such vesi-
cles typically contain small-molecule neurotransmitters. (C) Peptide neurotransmit-
ters, as well as the enzymes that modify their precursors, are synthesized in the cell
body (1). Enzymes and propeptides are packaged into vesicles in the Golgi appara-
tus. During fast axonal transport of these vesicles to the nerve terminals (2), the
enzymes modify the propeptides to produce one or more neurotransmitter peptides
(3). After vesicle fusion and exocytosis, the peptides diffuse away and are degraded
by proteolytic enzymes (4). (D) Large dense-core vesicles in a central axon terminal
(AT) synapsing onto a dendrite (Den). Such vesicles typically contain neuropeptides
or, in some cases, biogenic amines. (B and D from Peters, Palay, and Webster, 1991.)

degradation (or removal) of neurotransmitters to achieve the desired levels
of transmitter molecules. The synthesis of small-molecule neurotransmitters
occurs locally within presynaptic terminals (Figure 5.5A). The enzymes
needed to synthesize these transmitters are produced in the neuronal cell
body and transported to the nerve terminal cytoplasm at 0.5-5 millimeters a
day by a mechanism called slow axonal transport. The precursor molecules
required to make new molecules of neurotransmitter are usually taken into
the nerve terminal by transporters found in the plasma membrane of the ter-
minal. The enzymes synthesize neurotransmitters in the cytoplasm of the
presynaptic terminal and the transmitters are then loaded into synaptic vesi-
cles via transporters in the vesicular membrane (see Chapter 4). For some
small-molecule neurotransmitters, the final steps of synthesis occur inside
the synaptic vesicles. Most small-molecule neurotransmitters are packaged
in vesicles 40 to 60 nm in diameter, the centers of which appear clear in elec-
tron micrographs; accordingly, these vesicles are referred to as small clear-
core vesicles (Figure 5.5B). Neuropeptides are synthesized in the cell body of
a neuron, meaning that the peptide is produced a long distance away from
its site of secretion (Figure 5.5C). To solve this problem, peptide-filled vesi-
cles are transported along an axon and down to the synaptic terminal via
fast axonal transport. This process carries vesicles at rates up to 400
mm/day along cytoskeletal elements called microtubules (in contrast to the
slow axonal transport of the enzymes that synthesize small-molecule trans-
mitters). Microtubules are long, cylindrical filaments, 25 nm in diameter, pre-
sent throughout neurons and other cells. Peptide-containing vesicles are
moved along these microtubule “tracks” by ATP-requiring “motor” proteins
such as kinesin. Neuropeptides are packaged into synaptic vesicles that
range from 90 to 250 nm in diameter. These vesicles are electron-dense in
electron micrographs—hence they are referred to as large dense-core vesi-
cles (Figure 5.5D).

After a neurotransmitter has been secreted into the synaptic cleft, it must
be removed to enable the postsynaptic cell to engage in another cycle of syn-
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aptic transmission. The removal of neurotransmitters involves diffusion
away from the postsynaptic receptors, in combination with reuptake into
nerve terminals or surrounding glial cells, degradation by specific enzymes,
or a combination of these mechanisms. Specific transporter proteins remove
most small-molecule neurotransmitters (or their metabolites) from the syn-
aptic cleft, ultimately delivering them back to the presynaptic terminal for
reuse.

Quantal Release of Neurotransmitters

Much of the evidence leading to the present understanding of chemical syn-
aptic transmission was obtained from experiments examining the release of
ACh at neuromuscular junctions. These synapses between spinal motor neu-
rons and skeletal muscle cells are simple, large, and peripherally located,
making them particularly amenable to experimental analysis. Such synapses
occur at specializations called end plates because of the saucer-like appear-
ance of the site on the muscle fiber where the presynaptic axon elaborates its
terminals (Figure 5.6A). Most of the pioneering work on neuromuscular
transmission was performed by Bernard Katz and his collaborators at Uni-
versity College London during the 1950s and 1960s, and Katz has been
widely recognized for his remarkable contributions to understanding synap-
tic transmission. Though he worked primarily on the frog neuromuscular
junction, numerous subsequent experiments have confirmed the applicabil-
ity of his observations to transmission at chemical synapses throughout the
nervous system.

When an intracellular microelectrode is used to record the membrane
potential of a muscle cell, an action potential in the presynaptic motor neu-
ron can be seen to elicit a transient depolarization of the postsynaptic muscle
fiber. This change in membrane potential, called an end plate potential
(EPP), is normally large enough to bring the membrane potential of the mus-
cle cell well above the threshold for producing a postsynaptic action poten-
tial (Figure 5.6B). The postsynaptic action potential triggered by the EPP
causes the muscle fiber to contract. Unlike the case for electrical synapses,
there is a pronounced delay between the time that the presynaptic motor
neuron is stimulated and when the EPP occurs in the postsynaptic muscle
cell. Such a delay is characteristic of all chemical synapses.

One of Katz’s seminal findings, in studies carried out with Paul Fatt in
1951, was that spontaneous changes in muscle cell membrane potential
occur even in the absence of stimulation of the presynaptic motor neuron
(Figure 5.6C). These changes have the same shape as EPPs but are much

Figure 5.6 Synaptic transmission at the neuromuscular junction. (A) Experimental
arrangement, typically using the muscle of a frog or rat. The axon of the motor neu-
ron innervating the muscle fiber is stimulated with an extracellular electrode, while
an intracellular microelectrode is inserted into the postsynaptic muscle cell to record
its electrical responses. (B) End plate potentials (EPPs) evoked by stimulation of a
motor neuron are normally above threshold and therefore produce an action poten-
tial in the postsynaptic muscle cell. (C) Spontaneous miniature EPPs (MEPPs) occur
in the absence of presynaptic stimulation. (D) When the neuromuscular junction is
bathed in a solution that has a low concentration of Ca*, stimulating the motor
neuron evokes EPPs whose amplitudes are reduced to about the size of MEPPs.
(After Fatt and Katz, 1952.)



smaller (typically less than 1 mV in amplitude, compared to an EPP of per-
haps 40 or 50 mV). Both EPPs and these small, spontaneous events are sensi-
tive to pharmacological agents that block postsynaptic acetylcholine recep-
tors, such as curare (see Box B in Chapter 6). These and other parallels
between EPPs and the spontaneously occurring depolarizations led Katz
and his colleagues to call these spontaneous events miniature end plate
potentials, or MEPPs.

The relationship between the full-blown end plate potential and MEPPs
was clarified by careful analysis of the EPPs. The magnitude of the EPP pro-
vides a convenient electrical assay of neurotransmitter secretion from a
motor neuron terminal; however, measuring it is complicated by the need to
prevent muscle contraction from dislodging the microelectrode. The usual
means of eliminating muscle contractions is either to lower Ca** concentra-
tion in the extracellular medium or to partially block the postsynaptic ACh
receptors with the drug curare. As expected from the scheme illustrated in
Figure 5.3, lowering the Ca®* concentration reduces neurotransmitter secre-
tion, thus reducing the magnitude of the EPP below the threshold for post-
synaptic action potential production and allowing it to be measured more
precisely. Under such conditions, stimulation of the motor neuron produces
very small EPPs that fluctuate in amplitude from trial to trial (Figure 5.6D).
These fluctuations give considerable insight into the mechanisms responsi-
ble for neurotransmitter release. In particular, the variable evoked response
in low Ca?" is now known to result from the release of unit amounts of ACh
by the presynaptic nerve terminal. Indeed, the amplitude of the smallest
evoked response is strikingly similar to the size of single MEPPs (compare
Figure 5.6C and D). Further supporting this similarity, increments in the EPP
response (Figure 5.7A) occur in units about the size of single MEPPs (Figure
5.7B). These “quantal” fluctuations in the amplitude of EPPs indicated to
Katz and colleagues that EPPs are made up of individual units, each equiva-
lent to a MEPP.

The idea that EPPs represent the simultaneous release of many MEPP-like
units can be tested statistically. A method of statistical analysis based on the
independent occurrence of unitary events (called Poisson statistics) predicts
what the distribution of EPP amplitudes would look like during a large
number of trials of motor neuron stimulation, under the assumption that
EPPs are built up from unitary events like MEPPs (see Figure 5.7B). The dis-
tribution of EPP amplitudes determined experimentally was found to be just
that expected if transmitter release from the motor neuron is indeed quantal
(the red curve in Figure 5.7A). Such analyses confirmed the idea that release
of acetylcholine does indeed occur in discrete packets, each equivalent to a
MEPP. In short, a presynaptic action potential causes a postsynaptic EPP
because it synchronizes the release of many transmitter quanta.

Release of Transmitters from Synaptic Vesicles

The discovery of the quantal release of packets of neurotransmitter immedi-
ately raised the question of how such quanta are formed and discharged
into the synaptic cleft. At about the time Katz and his colleagues were using
physiological methods to discover quantal release of neurotransmitter, elec-
tron microscopy revealed, for the first time, the presence of synaptic vesicles
in presynaptic terminals. Putting these two discoveries together, Katz and
others proposed that synaptic vesicles loaded with transmitter are the source
of the quanta. Subsequent biochemical studies confirmed that synaptic vesi-
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Figure 5.7 Quantized distribution of EPP ampli-
tudes evoked in a low Ca?* solution. Peaks of EPP
amplitudes (A) tend to occur in integer multiples
of the mean amplitude of MEPPs, whose ampli-
tude distribution is shown in (B). The leftmost bar
in the EPP amplitude distribution shows trials in
which presynaptic stimulation failed to elicit an
EPP in the muscle cell. The red curve indicates the
prediction of a statistical model based on the
assumption that the EPPs result from the indepen-
dent release of multiple MEPP-like quanta. The
observed match, including the predicted number
of failures, supports this interpretation. (After
Boyd and Martin, 1955.)
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cles are the repositories of transmitters. These studies have shown that ACh
is highly concentrated in the synaptic vesicles of motor neurons, where it is
present at a concentration of about 100 mM. Given the diameter of a small,
clear-core synaptic vesicle (~50 nm), approximately 10,000 molecules of neu-
rotransmitter are contained in a single vesicle. This number corresponds
quite nicely to the amount of ACh that must be applied to a neuromuscular
junction to mimic a MEPP, providing further support for the idea that
quanta arise from discharge of the contents of single synaptic vesicles.

To prove that quanta are caused by the fusion of individual synaptic vesi-
cles with the plasma membrane, it is necessary to show that each fused
vesicle causes a single quantal event to be recorded postsynaptically. This
challenge was met in the late 1970s, when John Heuser, Tom Reese, and col-
leagues correlated measurements of vesicle fusion with the quantal content
of EPPs at the neuromuscular junction. In their experiments, the number of
vesicles that fused with the presynaptic plasma membrane was measured
by electron microscopy in terminals that had been treated with a drug (4-
aminopyridine, or 4-AP) that enhances the number of vesicle fusion events
produced by single action potentials (Figure 5.8A). Parallel electrical mea-
surements were made of the quantal content of the EPPs elicited in this
way. A comparison of the number of synaptic vesicle fusions observed with
the electron microscope and the number of quanta released at the synapse
showed a good correlation between these two measures (Figure 5.8B).
These results remain one of the strongest lines of support for the idea that a
quantum of transmitter release is due to a synaptic vesicle fusing with the
presynaptic membrane. Subsequent evidence, based on other means of
measuring vesicle fusion, has left no doubt about the validity of this general
interpretation of chemical synaptic transmission. Very recent work has
identified structures within the presynaptic terminal that connect vesicles to
the plasma membrane and may be involved in membrane fusion (Figure
5.8C).
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Local Recycling of Synaptic Vesicles

The fusion of synaptic vesicles causes new membrane to be added to the
plasma membrane of the presynaptic terminal, but the addition is not per-
manent. Although a bout of exocytosis can dramatically increase the surface
area of presynaptic terminals, this extra membrane is removed within a few
minutes. Heuser and Reese performed another important set of experi-
ments showing that the fused vesicle membrane is actually retrieved and
taken back into the cytoplasm of the nerve terminal (a process called endo-
cytosis). The experiments, again carried out at the frog neuromuscular junc-
tion, were based on filling the synaptic cleft with horseradish peroxidase
(HRP), an enzyme that can be made to produce a dense reaction product
that is visible in an electron microscope. Under appropriate experimental
conditions, endocytosis could then be visualized by the uptake of HRP into
the nerve terminal (Figure 5.9). To activate endocytosis, the presynaptic ter-
minal was stimulated with a train of action potentials, and the subsequent
fate of the HRP was followed by electron microscopy. Immediately follow-
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Figure 5.8 Relationship of synaptic
vesicle exocytosis and quantal transmit-
ter release. (A) A special electron micro-
scopical technique called freeze-fracture
microscopy was used to visualize the
fusion of synaptic vesicles in presynap-
tic terminals of frog motor neurons. Left:
Image of the plasma membrane of an
unstimulated presynaptic terminal.
Right: Image of the plasma membrane of
a terminal stimulated by an action
potential. Stimulation causes the
appearance of dimple-like structures
that represent the fusion of synaptic
vesicles with the presynaptic membrane.
The view is as if looking down on the
release sites from outside the presynap-
tic terminal. (B) Comparison of the
number of observed vesicle fusions to
the number of quanta released by a pre-
synaptic action potential. Transmitter
release was varied by using a drug (4-
AP) that affects the duration of the pre-
synaptic action potential, thus changing
the amount of calcium that enters dur-
ing the action potential. The diagonal
line is the 1:1 relationship expected if
each vesicle that opened released a sin-
gle quantum of transmitter. (C) Fine
structure of vesicle fusion sites of frog
presynaptic terminals. Synaptic vesicles
are arranged in rows and are connected
to each other and to the plasma mem-
brane by a variety of proteinaceous
structures (yellow). Green structures in
the presynaptic membrane, correspond-
ing to the rows of particles seen in (A),
are thought to be Ca?* channels. (A and
B from Heuser et al., 1979; C after Har-
low et al., 2001)
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Figure 5.9 Local recycling of synaptic vesicles in
presynaptic terminals. (A) Horseradish peroxidase
(HRP) introduced into the synaptic cleft is used to
follow the fate of membrane retrieved from the pre-
synaptic plasma membrane. Stimulation of endocy-
Endocytosis tosis by presynaptic action potentials causes HRP to
be taken up into the presynaptic terminals via a
pathway that includes (B) coated vesicles and (C)
endosomes. (D) Eventually, the HRP is found in
newly formed synaptic vesicles. (E) Interpretation of
the results shown in A-D. Calcium-regulated fusion
of vesicles with the presynaptic membrane is fol-
lowed by endocytotic retrieval of vesicular mem-
brane via coated vesicles and endosomes, and sub-
sequent re-formation of new synaptic vesicles.
(After Heuser and Reese, 1973.)
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ing stimulation, the HRP was found within special endocytotic organelles
called coated vesicles (Figure 5.9A,B). A few minutes later, however, the
coated vesicles had disappeared and the HRP was found in a different
organelle, the endosome (Figure 5.9C). Finally, within an hour after stimu-
lating the terminal, the HRP reaction product appeared inside synaptic vesi-
cles (Figure 5.9D).

These observations indicate that synaptic vesicle membrane is recycled
within the presynaptic terminal via the sequence summarized in Figure 5.9E.
In this process, called the synaptic vesicle cycle, the retrieved vesicular mem-
brane passes through a number of intracellular compartments—such as
coated vesicles and endosomes—and is eventually used to make new synap-
tic vesicles. After synaptic vesicles are re-formed, they are stored in a reserve
pool within the cytoplasm until they need to participate again in neurotrans-
mitter release. These vesicles are mobilized from the reserve pool, docked at
the presynaptic plasma membrane, and primed to participate in exocytosis
once again. More recent experiments, employing a fluorescent label rather
than HRP, have determined the time course of synaptic vesicle recycling.
These studies indicate that the entire vesicle cycle requires approximately 1
minute, with membrane budding during endocytosis requiring 10-20 sec-



onds of this time. As can be seen from the 1-millisecond delay in transmission
following excitation of the presynaptic terminal (see Figure 5.6B), membrane
fusion during exocytosis is much more rapid than budding during endocyto-
sis. Thus, all of the recycling steps interspersed between membrane budding
and subsequent refusion of a vesicle are completed in less than a minute.

The precursors to synaptic vesicles originally are produced in the endo-
plasmic reticulum and Golgi apparatus in the neuronal cell body. Because of
the long distance between the cell body and the presynaptic terminal in most
neurons, transport of vesicles from the soma would not permit rapid replen-
ishment of synaptic vesicles during continuous neural activity. Thus, local
recycling is well suited to the peculiar anatomy of neurons, giving nerve ter-
minals the means to provide a continual supply of synaptic vesicles. As
might be expected, defects in synaptic vesicle recycling can cause severe
neurological disorders, some of which are described in Box B.

The Role of Calcium in Transmitter Secretion

As was apparent in the experiments of Katz and others described in the pre-
ceding sections, lowering the concentration of Ca** outside a presynaptic
motor nerve terminal reduces the size of the EPP (compare Figure 5.6B and
D). Moreover, measurement of the number of transmitter quanta released
under such conditions shows that the reason the EPP gets smaller is that
lowering Ca?* concentration decreases the number of vesicles that fuse with
the plasma membrane of the terminal. An important insight into how Ca®*
regulates the fusion of synaptic vesicles was the discovery that presynaptic
terminals have voltage-sensitive Ca?* channels in their plasma membranes
(see Chapter 4).

The first indication of presynaptic Ca?* channels was provided by Katz
and Ricardo Miledi. They observed that presynaptic terminals treated with
tetrodotoxin (which blocks Na* channels; see Chapter 3) could still produce
a peculiarly prolonged type of action potential. The explanation for this sur-
prising finding was that current was still flowing through Ca** channels,
substituting for the current ordinarily carried by the blocked Na* channels.
Subsequent voltage clamp experiments, performed by Rodolfo Llinds and
others at a giant presynaptic terminal of the squid (Figure 5.10A), confirmed
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Figure 5.10 The entry of Ca®* through
the specific voltage-dependent calcium
channels in the presynaptic terminals
causes transmitter release. (A) Experi-
mental setup using an extraordinarily
large synapse in the squid. The voltage
clamp method detects currents flowing
across the presynaptic membrane when
the membrane potential is depolarized.
(B) Pharmacological agents that block
currents flowing through Na* and K*
channels reveal a remaining inward cur-
rent flowing through Ca?* channels.
This influx of calcium triggers transmit-
ter secretion, as indicated by a change in
the postsynaptic membrane potential.
Treatment of the same presynaptic ter-
minal with cadmium, a calcium channel
blocker, eliminates both the presynaptic
calcium current and the postsynaptic
response. (After Augustine and Eckert,
1984.)
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Box B

Diseases That Affect the Presynaptic Terminal

Various steps in the exocytosis and endo-
cytosis of synaptic vesicles are targets of
a number of rare but debilitating neuro-
logical diseases. Many of these are myas-
thenic syndromes, in which abnormal
transmission at neuromuscular synapses
leads to weakness and fatigability of
skeletal muscles (see Box B in Chapter 7).
One of the best-understood examples of
such disorders is the Lambert-Eaton
myasthenic syndrome (LEMS), an occa-
sional complication in patients with cer-
tain kinds of cancers. Biopsies of muscle
tissue removed from LEMS patients
allow intracellular recordings identical to
those shown in Figure 5.6. Such record-
ings have shown that when a motor neu-
ron is stimulated, the number of quanta
contained in individual EPPs is greatly
reduced, although the amplitude of
spontaneous MEPPs is normal. Thus,
LEMS impairs evoked neurotransmitter
release, but does not affect the size of
individual quanta.

Several lines of evidence indicate that
this reduction in neurotransmitter release
is due to a loss of voltage-gated Ca2*
channels in the presynaptic terminal of
motor neurons (see figure). Thus, the
defect in neuromuscular transmission
can be overcome by increasing the extra-
cellular concentration of Ca?*, and
anatomical studies indicate a lower den-
sity of Ca?* channel proteins in the pre-
synaptic plasma membrane. The loss of
presynaptic Ca?* channels in LEMS
apparently arises from a defect in the
immune system. The blood of LEMS
patients has a very high concentration of
antibodies that bind to Ca2* channels,
and it seems likely that these antibodies
are the primary cause of LEMS. For
example, removal of Ca?* channel anti-
bodies from the blood of LEMS patients
by plasma exchange reduces muscle
weakness. Similarly, immunosuppres-
sant drugs also can alleviate LEMS

symptoms. Perhaps most telling, inject-
ing these antibodies into experimental
animals elicits muscle weakness and
abnormal neuromuscular transmission.
Why the immune system generates anti-
bodies against Ca* channels is not clear.
Most LEMS patients have small-cell car-
cinoma, a form of lung cancer that may
somehow initiate the immune response
to CaZ* channels. Whatever the origin,
the binding of antibodies to Ca2* chan-
nels causes a reduction in Ca?* channel
currents. It is this antibody-induced
defect in presynaptic Ca?* entry that
accounts for the muscle weakness associ-
ated with LEMS.

Congenital myasthenic syndromes
are genetic disorders that also cause
muscle weakness by affecting neuromus-
cular transmission. Some of these syn-
dromes affect the acetylcholinesterase
that degrades acetylcholine in the synap-
tic cleft, whereas others arise from
autoimmune attack of acetylcholine
receptors (see Box C in Chapter 6). How-
ever, a number of congenital myasthenic
syndromes arise from defects in acetyl-
choline release due to altered synaptic
vesicle traffic within the motor neuron
terminal. Neuromuscular synapses in
some of these patients have EPPs with
reduced quantal content, a deficit that is
especially prominent when the synapse
is activated repeatedly. Electron
microscopy shows that presynaptic
motor nerve terminals have a greatly
reduced number of synaptic vesicles. The
defect in neurotransmitter release evi-
dently results from an inadequate num-
ber of synaptic vesicles available for
release during sustained presynaptic
activity. The origins of this shortage of
synaptic vesicles is not clear, but could
result either from an impairment in
endocytosis in the nerve terminal (see
figure) or from a reduced supply of vesi-
cles from the motor neuron cell body.

Still other patients suffering from
familial infantile myasthenia appear to
have neuromuscular weakness that
arises from reductions in the size of indi-
vidual quanta, rather than the number of
quanta released. Motor nerve terminals
from these patients have synaptic vesi-
cles that are normal in number, but
smaller in diameter. This finding sug-
gests a different type of genetic lesion
that somehow alters formation of new
synaptic vesicles following endocytosis,
thereby leading to less acetylcholine in
each vesicle.

Another disorder of synaptic trans-
mitter release results from poisoning by
anaerobic Clostridium bacteria. This
genus of microorganisms produces some

Impaired endocytosis
in congenital myasthenic
syndromes

Endosome

LEMS attacks
presynaptic Ca2*
channels

Botulinum and tetanus
toxins affect SNARE proteins
involved in vesicle fusion

Presynaptic targets of several neurological
disorders.
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of the most potent toxins known, includ-
ing several botulinum toxins and tetanus
toxin. Both botulism and tetanus are
potentially deadly disorders.

Botulism can occur by consuming
food containing Clostridium bacteria or
by infection of wounds with the spores
of these ubiquitous organisms. In either
case, the presence of the toxin can cause
paralysis of peripheral neuromuscular
synapses due to abolition of neurotrans-
mitter release. This interference with
neuromuscular transmission causes
skeletal muscle weakness, in extreme
cases producing respiratory failure due
to paralysis of the diaphragm and other
muscles required for breathing. Botu-
linum toxins also block synapses inner-
vating the smooth muscles of several
organs, giving rise to visceral motor dys-
function.

Tetanus typically results from the con-
tamination of puncture wounds by

Clostridium bacteria that produce tetanus
toxin. In contrast to botulism, tetanus
poisoning blocks the release of inhibitory
transmitters from interneurons in the
spinal cord. This effect causes a loss of
synaptic inhibition on spinal motor neu-
rons, producing hyperexcitation of skele-
tal muscle and tetanic contractions in
affected muscles (hence the name of the
disease).

Although their clinical consequences
are dramatically different, clostridial tox-
ins have a common mechanism of action
(see figure). Tetanus toxin and botulinum
toxins work by cleaving the SNARE pro-
teins involved in fusion of synaptic vesi-
cles with the presynaptic plasma mem-
brane (see Box C). This proteolytic action
presumably accounts for the block of
transmitter release at the afflicted syn-
apses. The different actions of these tox-
ins on synaptic transmission at excitatory
motor versus inhibitory synapses appar-

ently results from the fact that these tox-
ins are taken up by different types of
neurons: Whereas the botulinum toxins
are taken up by motor neurons, tetanus
toxin is preferentially targeted to
interneurons. The basis for this differen-
tial uptake of toxins is not known, but
presumably arises from the presence of
different types of toxin receptors on the
two types of neurons.

References

ENGEL, A. G. (1991) Review of evidence for
loss of motor nerve terminal calcium chan-
nels in Lambert-Eaton myasthenic syndrome.
Ann. N.Y. Acad. Sci. 635: 246-258.

ENGEL, A. G. (1994) Congenital myasthenic
syndromes. Neurol. Clin. 12: 401-437.

LANG, B. AND A. VINCENT (2003) Autoantibod-
ies to ion channels at the neuromuscular
junction. Autoimmun. Rev. 2: 94-100.
MaskeLLL R. A. (1998) Pathogenesis of human
botulism. Ann. N.Y. Acad. Sci. 841: 122-139.

the presence of voltage-gated Ca®* channels in the presynaptic terminal (Fig-
ure 5.10B). Such experiments showed that the amount of neurotransmitter
released is very sensitive to the exact amount of Ca?* that enters. Further,
blockade of these Ca?* channels with drugs also inhibits transmitter release
(Figure 5.10B, right). These observations all confirm that the voltage-gated
Ca?* channels are directly involved in neurotransmission. Thus, presynaptic
action potentials open voltage-gated Ca?* channels, with a resulting influx of
Ca?".

That Ca®* entry into presynaptic terminals causes a rise in the concentra-
tion of Ca?* within the terminal has been documented by microscopic imag-
ing of terminals filled with Ca?*-sensitive fluorescent dyes (Figure 5.11A).
The consequences of the rise in presynaptic Ca?* concentration for neuro-
transmitter release has been directly shown in two ways. First, microinjec-
tion of Ca®* into presynaptic terminals triggers transmitter release in the
absence of presynaptic action potentials (Figure 5.11B). Second, presynaptic
microinjection of calcium chelators (chemicals that bind Ca®* and keep its
concentration buffered at low levels) prevents presynaptic action potentials
from causing transmitter secretion (Figure 5.11C). These results prove
beyond any doubt that a rise in presynaptic Ca®* concentration is both nec-
essary and sufficient for neurotransmitter release. Thus, as is the case for
many other forms of neuronal signaling (see Chapter 7), Ca?* serves as a sec-
ond messenger during transmitter release.

While Ca®* is a universal trigger for transmitter release, not all transmit-
ters are released with the same speed. For example, while secretion of ACh
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Figure 5.11 Evidence that a rise in pre-
synaptic Ca?* concentration triggers
transmitter release from presynaptic ter-
minals. (A) Fluorescence microscopy
measurements of presynaptic Ca* con-
centration at the squid giant synapse
(see Figure 5.8A). A train of presynaptic
action potentials causes a rise in Ca?*
concentration, as revealed by a dye
(called fura-2) that fluoresces more
strongly when the Ca?* concentration
increases. (B) Microinjection of Ca?* into
a squid giant presynaptic terminal trig-
gers transmitter release, measured as a
depolarization of the postsynaptic mem-
brane potential. (C) Microinjection of
BAPTA, a CaZ* chelator, into a squid
giant presynaptic terminal prevents
transmitter release. (A from Smith et al.,
1993; B after Miledi, 1971; C after Adler
etal., 1991.)
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from motor neurons requires only a fraction of a millisecond (see Figure 5.6),
release of neuropeptides require high-frequency bursts of action potentials
for many seconds. These differences in the rate of release probably arise
from differences in the spatial arrangement of vesicles relative to presynaptic
Ca?* channels. This perhaps is most evident in cases where small molecules
and peptides serve as co-transmitters (Figure 5.12). Whereas the small, clear-
core vesicles containing small-molecule transmitters are typically docked at
the plasma membrane in advance of Ca** entry, large dense core vesicles
containing peptide transmitters are farther away from the plasma membrane
(see Figure 5.5D). At low firing frequencies, the concentration of Ca®* may
increase only locally at the presynaptic plasma membrane, in the vicinity of
open Ca?* channels, limiting release to small-molecule transmitters from the
docked small, clear-core vesicles. Prolonged high-frequency stimulation
increases the Ca?" concentration throughout the presynaptic terminal,
thereby inducing the slower release of neuropeptides.

Molecular Mechanisms of Transmitter Secretion

Precisely how an increase in presynaptic Ca?* concentration goes on to trig-
ger vesicle fusion and neurotransmitter release is not understood. However,
many important clues have come from molecular studies that have identified
and characterized the proteins found on synaptic vesicles and their binding
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partners on the presynaptic plasma membrane and cytoplasm (Figure 5.13).
Most, if not all, of these proteins act at one or more steps in the synaptic vesi-
cle cycle. Although a complete molecular picture of neurotransmitter release
is still lacking, the roles of several proteins involved in vesicle fusion have
been deduced.

Several of the proteins important for neurotransmitter release are also
involved in other types of membrane fusion events common to all cells. For
example, two proteins originally found to be important for the fusion of
vesicles with membranes of the Golgi apparatus, the ATPase NSF (NEM-sen-
sitive fusion protein) and SNAPs (soluble NSF-attachment proteins), are also
involved in priming synaptic vesicles for fusion. These two proteins work by
regulating the assembly of other proteins that are called SNAREs (SNAP
receptors). One of these SNARE proteins, synaptobrevin, is in the mem-
brane of synaptic vesicles, while two other SNARE proteins called syntaxin
and SNAP-25 are found primarily on the plasma membrane. These SNARE
proteins can form a macromolecular complex that spans the two mem-
branes, thus bringing them into close apposition (Figure 5.14A). Such an
arrangement is well suited to promote the fusion of the two membranes, and
several lines of evidence suggest that this is what actually occurs. One
important observation is that toxins that cleave the SNARE proteins block
neurotransmitter release (Box C). In addition, putting SNARE proteins into
artificial lipid membranes and allowing these proteins to form complexes
with each other causes the membranes to fuse. Many other proteins, such as
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Figure 5.12 Differential release of neu-
ropeptide and small-molecule co-trans-
mitters. Low-frequency stimulation
preferentially raises the Ca?* concentra-
tion close to the membrane, favoring the
release of transmitter from small clear-
core vesicles docked at presynaptic spe-
cializations. High-frequency stimulation
leads to a more general increase in CaZt,
causing the release of peptide neuro-
transmitters from large dense-core vesi-
cles, as well as small-molecule neuro-
transmitters from small clear-core
vesicles.
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complexin, nSec-1, snapin, syntaphilin, and tomosyn, bind to the SNAREs
and presumably regulate the formation or disassembly of this complex.

Because the SNARE proteins do not bind Ca?*, still other molecules must
be responsible for Ca?* regulation of neurotransmitter release. Several pre-
synaptic proteins, including calmodulin, CAPS, and munc-13, are capable of
binding Ca?*. However, the leading candidate for Ca®* regulation of neuro-
transmitter release is synaptotagmin, a protein found in the membrane of
synaptic vesicles. Synaptotagmin binds Ca** at concentrations similar to
those required to trigger vesicle fusion within the presynaptic terminal. It
may act as a Ca®* sensor, signaling the elevation of Ca?* within the terminal
and thus triggering vesicle fusion. In support of this idea, alterations of the
properties of synaptotagmin in the presynaptic terminals of mice, fruit flies,
squid, and other experimental animals impair Ca?*-dependent neurotrans-
mitter release. In fact, deletion of only one of the 19 synaptotagmin genes of
mice is a lethal mutation, causing the mice to die soon after birth. How Ca?t
binding to synaptotagmin could lead to exocytosis is not yet clear. It is
known that Ca®* changes the chemical properties of synaptotagmin, allow-
ing it to insert into membranes and to bind to other proteins, including the
SNAREs. A plausible model is that the SNARE proteins bring the two mem-
branes close together, and that Ca?*-induced changes in synaptotagmin then
produce the final fusion of these membranes (Figure 5.14B).

Still other proteins appear to be involved at subsequent steps of the syn-
aptic vesicle cycle (Figure 5.14C). For example, the protein clathrin is
involved in endocytotic budding of vesicles from the plasma membrane.
Clathrin forms structures that resemble geodesic domes (Figure 5.14D);
these structures form coated pits that initiate membrane budding. Assembly
of individual clathrin triskelia (so named because of their 3-legged appear-
ance) into coats is aided by several other accessory proteins, such as AP2,
AP180 and amphiphysin. The coats increase the curvature of the budding
membrane until it forms a coated vesicle-like structure. Another protein,
called dynamin, is at least partly responsible for the final pinching-off of
membrane to convert the coated pits into coated vesicles. The coats are then
removed by an ATPase, Hsc70, with another protein called auxilin serving
as a co-factor. Other proteins, such as synaptojanin, are also important for
vesicle uncoating. Several lines of evidence indicate that the protein
synapsin, which reversibly binds to synaptic vesicles, may cross-link newly
formed vesicles to the cytoskeleton to keep the vesicles tethered within the
reserve pool. Mobilization of these reserve pool vesicles is caused by phos-
phorylation of synapsin by proteins kinases (Chapter 7), which allows
synapsin to dissociate from the vesicles, thus freeing the vesicles to make
their way to the plasma membrane.

In summary, a complex cascade of proteins, acting in a defined temporal
and spatial order, allows neurons to secrete transmitters. Although the
detailed mechanisms responsible for transmitter secretion are not completely
clear, rapid progress is being made toward this goal.

Neurotransmitter Receptors

The generation of postsynaptic electrical signals is also understood in con-
siderable depth. Such studies began in 1907, when the British physiologist
John N. Langley introduced the concept of receptor molecules to explain the
specific and potent actions of certain chemicals on muscle and nerve cells.
Much subsequent work has shown that receptor molecules do indeed
account for the ability of neurotransmitters, hormones, and drugs to alter the
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Figure 5.14 Molecular mechanisms of neurotransmitter release. (A) Struc- ©) Clathrin

ture of the SNARE complex. The vesicular SNARE, synaptobrevin (blue), triskelion
forms a helical complex with the plasma membrane SNAREs syntaxin (red)
and SNAP-25 (green). Also shown is the structure of synaptotagmin, a vesic-
ular Ca**-binding protein. (B) A model for Ca**-triggered vesicle fusion.
SNARE proteins on the synaptic vesicle and plasma membranes form a com-
plex (as in A) that brings together the two membranes. Ca?* then binds to
synaptotagmin, causing the cytoplasmic region of this protein to insert into
the plasma membrane, bind to SNAREs and catalyze membrane fusion. (C)
Roles of presynaptic proteins in synaptic vesicle cycling. (D) Individual Clathrin
clathrin triskelia (left) assemble together to form membrane coats (right) coat
involved in membrane budding during endocytosis. (A after Sutton et al.,

1998; C after Sudhof, 1995; D after Marsh and McMahon, 2001.)
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Box C

Toxins That Affect Transmitter Release

Several important insights about the
molecular basis of neurotransmitter
secretion have come from analyzing the
actions of a series of biological toxins
produced by a fascinating variety of
organisms. One family of such agents is
the clostridial toxins responsible for bot-
ulism and tetanus (see Box B). Clever
and patient biochemical work has shown
that these toxins are highly specific pro-
teases that cleave presynaptic SNARE
proteins (see figure). Tetanus toxin and
botulinum toxin (types B, D, E and G)
specifically cleave the vesicle SNARE
protein, synaptobrevin. Other botulinum
toxins are proteases that cleave syntaxin
(type C) and SNAP-25 (types A and E),
SNARE proteins found on the presynap-
tic plasma membrane. Destruction of
these presynaptic proteins is the basis for
the actions of the toxins on neurotrans-
mitter release. The evidence described in
the text also implies that these three syn-

Synaptic vesicle p
ynap \

membrane

Synaptobrevin g

/

aptic SNARE proteins are somehow
important in the process of
vesicle-plasma membrane fusion.
Another toxin that targets neurotrans-
mitter release is o-latrotoxin, a protein
found in the venom of the female black
widow spider. Application of this mole-
cule to neuromuscular synapses causes a
massive discharge of synaptic vesicles,
even when Ca?* is absent from the extra-
cellular medium. While it is not yet clear
how this toxin triggers Ca?*-independent
exocytosis, o-latrotoxin binds to two dif-
ferent types of presynaptic proteins that
may mediate its actions. One group of
binding partners for a-latrotoxin is the
neurexins, a group of integral membrane
proteins found in presynaptic terminals
(see Figure 5.13). Several lines of evi-
dence implicate binding to neurexins in
at least some of the actions of o-latro-
toxin. Because the neurexins bind to
synaptotagmin, a vesicular Ca*-binding

Syntaxin

Presynaptic plasma membrane

Cleavage of SNARE proteins by clostridial toxins. Indicated are the sites of proteolysis by
tetanus toxin (TeTX) and various types of botulinum toxin (BoTX). (After Sutton et al., 1998.)

protein that is known to be important in
exocytosis, this interaction may allow a-
latrotoxin to bypass the usual Ca?*
requirement for triggering vesicle fusion.
Another type of presynaptic protein that
can bind to o-latrotoxin is called CL1
(based on its previous names, Ca**-inde-
pendent receptor for latrotoxin and lat-
rophilin-1). CL1 is a relative of the G-pro-
tein-coupled receptors that mediate the
actions of neurotransmitters and other
extracellular chemical signals (see Chap-
ter 7). Thus, the binding of o-latrotoxin
to CL1 is thought to activate an intracel-
lular signal transduction cascade that
may be involved in the Ca?*-indepen-
dent actions of o-latrotoxin. While more
work is needed to establish the roles of
neurexins and CL1 in the actions of o-
latrotoxin definitively, effects on these
two proteins probably account for the
potent presynaptic actions of this toxin.
Still other toxins produced by snakes,
snails, spiders, and other predatory ani-
mals are known to affect transmitter
release, but their sites of action have yet
to be identified. Based on the precedents
described here, it is likely that these bio-
logical poisons will continue to provide
valuable tools for elucidating the molec-
ular basis of neurotransmitter release,
just as they will continue to enable the
predators to feast on their prey.
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functional properties of neurons. While it has been clear since Langley’s day
that receptors are important for synaptic transmission, their identity and
detailed mechanism of action remained a mystery until quite recently. It is
now known that neurotransmitter receptors are proteins embedded in the
plasma membrane of postsynaptic cells. Domains of receptor molecules that
extend into the synaptic cleft bind neurotransmitters that are released into
this space by the presynaptic neuron. The binding of neurotransmitters,
either directly or indirectly, causes ion channels in the postsynaptic mem-
brane to open or close. Typically, the resulting ion fluxes change the mem-
brane potential of the postsynaptic cell, thus mediating the transfer of infor-
mation across the synapse.

Postsynaptic Membrane Permeability Changes during Synaptic
Transmission

Just as studies of the neuromuscular synapse paved the way for understand-
ing neurotransmitter release mechanisms, this peripheral synapse has been
equally valuable for understanding the mechanisms that allow neurotrans-
mitter receptors to generate postsynaptic signals. The binding of ACh to post-
synaptic receptors opens ion channels in the muscle fiber membrane. This
effect can be demonstrated directly by using the patch clamp method (see
Box A in Chapter 4) to measure the minute postsynaptic currents that flow
when two molecules of individual ACh bind to receptors, as Erwin Neher
and Bert Sakmann first did in 1976. Exposure of the extracellular surface of a
patch of postsynaptic membrane to ACh causes single-channel currents to
flow for a few milliseconds (Figure 5.15A). This shows that ACh binding to
its receptors opens ligand-gated ion channels, much in the way that changes
in membrane potential open voltage-gated ion channels (Chapter 4).

The electrical actions of ACh are greatly multiplied when an action poten-
tial in a presynaptic motor neuron causes the release of millions of molecules
of ACh into the synaptic cleft. In this more physiological case, the transmit-
ter molecules bind to many thousands of ACh receptors packed in a dense
array on the postsynaptic membrane, transiently opening a very large num-
ber of postsynaptic ion channels. Although individual ACh receptors only
open briefly, (Figure 5.15B1), the opening of a large number of channels is
synchronized by the brief duration during which ACh is secreted from pre-
synaptic terminals (Figure 5.15B2,3). The macroscopic current resulting from
the summed opening of many ion channels is called the end plate current,
or EPC. Because the current flowing during the EPC is normally inward, it
causes the postsynaptic membrane potential to depolarize. This depolarizing
change in potential is the EPP (Figure 5.15C), which typically triggers a post-
synaptic action potential by opening voltage-gated Na* and K* channels (see
Figure 5.6B).

The identity of the ions that flow during the EPC can be determined via
the same approaches used to identify the roles of Na* and K* fluxes in the
currents underlying action potentials (Chapter 3). Key to such an analysis is
identifying the membrane potential at which no current flows during trans-
mitter action. When the potential of the postsynaptic muscle cell is controlled
by the voltage clamp method (Figure 5.16A), the magnitude of the membrane
potential clearly affects the amplitude and polarity of EPCs (Figure 5.16B).
Thus, when the postsynaptic membrane potential is made more negative
than the resting potential, the amplitude of the EPC becomes larger, whereas
this current is reduced when the membrane potential is made more positive.
At approximately 0 mV, no EPC is detected, and at even more positive poten-
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tials, the current reverses its polarity, becoming outward rather than inward
(Figure 5.16C). The potential where the EPC reverses, about 0 mV in the case
of the neuromuscular junction, is called the reversal potential.

As was the case for currents flowing through voltage-gated ion channels
(see Chapter 3), the magnitude of the EPC at any membrane potential is
given by the product of the ionic conductance activated by ACh (g ;) and
the electrochemical driving force on the ions flowing through ligand-gated
channels. Thus, the value of the EPC is given by the relationship

EPC = gACh(Vm_ Erev)

where E_, is the reversal potential for the EPC. This relationship predicts
that the EPC will be an inward current at potentials more negative than E__,
because the electrochemical driving force, V_ - E,, is a negative number.
Further, the EPC will become smaller at potentials approaching E_, because
the driving force is reduced. At potentials more positive than E_,, the EPC is
outward because the driving force is reversed in direction (that is, positive).
Because the channels opened by ACh are largely insensitive to membrane
voltage, g, Will depend only on the number of channels opened by ACh,
which depends in turn on the concentration of ACh in the synaptic cleft.

(A) Patch clamp measurement of single ACh receptor current (B) Currents produced by:
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Figure 5.15 Activation of ACh receptors at neuromuscular syn- 2 0 2 4 6 8 10 12 14
apses. (A) Outside-out patch clamp measurement of single ACh Time (ms)
receptor currents from a patch of membrane removed from the (C) Postsynaptic potential change (EPP) produced by EPC
postsynaptic muscle cell. When ACh is applied to the extracellu- _70
lar surface of the membrane clamped at negative voltages, the
repeated brief opening of a single channel can be seen as down- }z/loet;l;ir:f‘e 80

ward deflections corresponding to inward current (i.e., positive (mV) -90
ions flowing into the cell). (B) Synchronized opening of many
ACh-activated channels at a synapse being voltage-clamped at
negative voltages. (1) If a single channel is examined during the
release of ACh from the presynaptic terminal, the channel opens
transiently. (2) If a number of channels are examined together, ACh release opens
the channels almost synchronously. (3) The opening of a very large number of post-
synaptic channels produces a macroscopic EPC. (C) In a normal muscle cell (i.e.,
not being voltage-clamped), the inward EPC depolarizes the postsynaptic muscle
cell, giving rise to an EPP. Typically, this depolarization generates an action poten-
tial (not shown).
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Thus, the magnitude and polarity of the postsynaptic membrane potential
determines the direction and amplitude of the EPC solely by altering the dri-
ving force on ions flowing through the receptor channels opened by ACh.
When V__is at the reversal potential, V| - E_ is equal to 0 and there is no
net driving force on the ions that can permeate the receptor-activated chan-
nel. As a result, the identity of the ions that flow during the EPC can be
deduced by observing how the reversal potential of the EPC compares to the
equilibrium potential for various ion species (Figure 5.17). For example, if
ACh were to open an ion channel permeable only to K¥, then the reversal

Figure 5.16 The influence of the postsynaptic membrane potential
on end plate currents. (A) A postsynaptic muscle fiber is voltage
(A) Scheme for voltage clamping postsynaptic muscle fiber clamped using two electrodes, while the presynaptic neuron is electri-
cally stimulated to cause the release of ACh from presynaptic termi-
nals. This experimental arrangement allows the recording of macro-

Ar’;(;n Oaf e scopic EPCs produced by ACh. (B) Amplitude and time course of
?notgrn nguron EPCs generated by stimulating the presynaptic motor neuron while

Voltage clamp

amplifier the postsynaptic cell is voltage clamped at four different membrane

= potentials. (C) The relationship between the peak amplitude of EPCs
Current-passing and postsynaptic membrane potential is nearly linear, with a reversal

Postsynaptic electrode potential (the voltage at which the direction of the current changes
muscle fiber \ — Voltage-measuring ~ from inward to outward) close to 0 mV. Also indicated on this graph
electrode are the equilibrium potentials of Na*, K*, and Cl” ions. (D) Lowering

the external Na* concentration causes EPCs to reverse at more nega-
tive potentials. (E) Raising the external K* concentration makes the
reversal potential more positive. (After Takeuchi and Takeuchi, 1960.)

Presynaptic
terminals

(B) Effect of membrane voltage on postsynaptic end plate currents
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Figure 5.17 The effect of ion channel selectivity on the reversal potential. Voltage
clamping a postsynaptic cell while activating presynaptic neurotransmitter release
reveals the identity of the ions permeating the postsynaptic receptors being acti-
vated. (A) The activation of postsynaptic channels permeable only to K* results in
currents reversing at Ey, near —100 mV. (B) The activation of postsynaptic Na* chan-
nels results in currents reversing at Ey,, near +70 mV. (C) Cl™-selective currents
reverse at E;, near —-50 mV. (D) Ligand-gated channels that are about equally per-
meable to both K* and Na* show a reversal potential near 0 mV.

potential of the EPC would be at the equilibrium potential for K*, which for
a muscle cell is close to —100 mV (Figure 5.17A). If the ACh-activated chan-
nels were permeable only to Na*, then the reversal potential of the current
would be approximately +70 mV, the Na* equilibrium potential of muscle
cells (Figure 5.17B); if these channels were permeable only to Cl, then the
reversal potential would be approximately -50 mV (Figure 5.17C). By this
reasoning, ACh-activated channels cannot be permeable to only one of these
ions, because the reversal potential of the EPC is not near the equilibrium
potential for any of them (see Figure 5.16C). However, if these channels were
permeable to both Na* and K¥, then the reversal potential of the EPC would
be between +70 mV and -100 mV (Figure 5.17D).

The fact that EPCs reverse at approximately 0 mV is therefore consistent
with the idea that ACh-activated ion channels are almost equally permeable
to both Na* and K*. This was tested in 1960, by the husband and wife team
of Akira and Noriko Takeuchi, by altering the extracellular concentration of
these two ions. As predicted, the magnitude and reversal potential of the
EPC was changed by altering the concentration gradient of each ion. Lower-
ing the external Na* concentration, which makes E,;, more negative, pro-
duces a negative shift in E_,, (Figure 5.16D), whereas elevating external K*
concentration, which makes E, more positive, causes E_,, to shift to a more
positive potential (Figure 5.16E). Such experiments confirm that the ACh-
activated ion channels are in fact permeable to both Na* and K*.

Even though the channels opened by the binding of ACh to its receptors
are permeable to both Na* and K*, at the resting membrane potential the
EPC is generated primarily by Na* influx (Figure 5.18). If the membrane
potential is kept at E, the EPC arises entirely from an influx of Na* because
at this potential there is no driving force on K* (Figure 5.18A). At the usual
muscle fiber resting membrane potential of <90 mV, there is a small driving
force on K¥, but a much greater one on Na®*. Thus, during the EPC, much
more Na® flows into the muscle cell than K* flows out (Figure 5.18B); it is the
net influx of positively charged Na* that constitutes the inward current mea-
sured as the EPC. At the reversal potential of about 0 mV, Na* influx and K*
efflux are exactly balanced, so no current flows during the opening of chan-
nels by ACh binding (Figure 5.18C). At potentials more positive than E_,, the
balance reverses; for example, at Ey, there is no influx of Na* and a large
efflux of K* because of the large driving force on Na* (Figure 5.18D). Even
more positive potentials cause efflux of both Na* and K* and produce an
even larger outward EPC.

Were it possible to measure the EPP at the same time as the EPC (of
course, the voltage clamp technique prevents this by keeping membrane
potential constant), the EPP would be seen to vary in parallel with the ampli-
tude and polarity of the EPC (Figures 5.18E,F). At the usual postsynaptic
resting membrane potential of 90 mV, the large inward EPC causes the
postsynaptic membrane potential to become more depolarized (see Figure
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Figure 5.18 Na* and K* movements
during EPCs and EPPs. (A-D) Each of
the postsynaptic potentials (V) indi-
cated at the left results in different rela-
tive fluxes of net Na* and K* (ion
fluxes). These ion fluxes determine the
amplitude and polarity of the EPCs,
which in turn determine the EPPs. Note
that at about 0 mV the Na* flux is

exactly balanced by an opposite K* flux,

resulting in no net current flow, and
hence no change in the membrane
potential. (E) EPCs are inward currents
at potentials more negative than E
and outward currents at potentials
more positive than E . (F) EPPs depo-
larize the postsynaptic cell at potentials
more negative than E . At potentials
more positive than E , , EPPs hyperpo-
larize the cell.
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5.18F). However, at 0 mV, the EPP reverses its polarity, and at more positive
potentials, the EPP is hyperpolarizing. Thus, the polarity and magnitude of
the EPC depend on the electrochemical driving force, which in turn deter-
mines the polarity and magnitude of the EPP. EPPs will depolarize when the
membrane potential is more negative than E_, , and hyperpolarize when the
membrane potential is more positive than E_, . The general rule, then, is that



the action of a transmitter drives the postsynaptic membrane potential toward E
for the particular ion channels being activated.

Although this discussion has focused on the neuromuscular junction, sim-
ilar mechanisms generate postsynaptic responses at all chemical synapses.
The general principle is that transmitter binding to postsynaptic receptors
produces a postsynaptic conductance change as ion channels are opened (or
sometimes closed). The postsynaptic conductance is increased if—as at the
neuromuscular junction—channels are opened, and decreased if channels are
closed. This conductance change typically generates an electrical current, the
postsynaptic current (PSC), which in turn changes the postsynaptic mem-
brane potential to produce a postsynaptic potential (PSP). As in the specific
case of the EPP at the neuromuscular junction, PSPs are depolarizing if their
reversal potential is more positive than the postsynaptic membrane potential
and hyperpolarizing if their reversal potential is more negative.

The conductance changes and the PSPs that typically accompany them
are the ultimate outcome of most chemical synaptic transmission, conclud-
ing a sequence of electrical and chemical events that begins with the inva-
sion of an action potential into the terminals of a presynaptic neuron. In
many ways, the events that produce PSPs at synapses are similar to those
that generate action potentials in axons; in both cases, conductance changes
produced by ion channels lead to ionic current flow that changes the mem-
brane potential (see Figure 5.18).

Excitatory and Inhibitory Postsynaptic Potentials

PSPs ultimately alter the probability that an action potential will be produced
in the postsynaptic cell. At the neuromuscular junction, synaptic action
increases the probability that an action potential will occur in the postsynap-
tic muscle cell; indeed, the large amplitude of the EPP ensures that an action
potential always is triggered. At many other synapses, PSPs similarly
increase the probability of firing a postsynaptic action potential. However,
still other synapses actually decrease the probability that the postsynaptic cell
will generate an action potential. PSPs are called excitatory (or EPSPs) if they
increase the likelihood of a postsynaptic action potential occurring, and
inhibitory (or IPSPs) if they decrease this likelihood. Given that most neu-
rons receive inputs from both excitatory and inhibitory synapses, it is impor-
tant to understand more precisely the mechanisms that determine whether a
particular synapse excites or inhibits its postsynaptic partner.

The principles of excitation just described for the neuromuscular junction
are pertinent to all excitatory synapses. The principles of postsynaptic inhi-
bition are much the same as for excitation, and are also quite general. In both
cases, neurotransmitters binding to receptors open or close ion channels in
the postsynaptic cell. Whether a postsynaptic response is an EPSP or an IPSP
depends on the type of channel that is coupled to the receptor, and on the
concentration of permeant ions inside and outside the cell. In fact, the only
distinction between postsynaptic excitation and inhibition is the reversal
potential of the PSP in relation to the threshold voltage for generating action
potentials in the postsynaptic cell.

Consider, for example, a neuronal synapse that uses glutamate as the
transmitter. Many such synapses have receptors that, like the ACh receptors
at neuromuscular synapses, open ion channels that are nonselectively per-
meable to cations (see Chapter 6). When these glutamate receptors are acti-
vated, both Na* and K* flow across the postsynaptic membrane, yielding an
E.,, of approximately 0 mV for the resulting postsynaptic current. If the rest-
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Figure 5.19 Reversal potentials and
threshold potentials determine postsyn-
aptic excitation and inhibition. (A) If the
reversal potential for a PSP (0 mV) is
more positive than the action potential
threshold (—40 mV), the effect of a trans-
mitter is excitatory, and it generates
EPSPs. (B) If the reversal potential for a
PSP is more negative than the action
potential threshold, the transmitter is
inhibitory and generate IPSPs. (C) IPSPs
can nonetheless depolarize the postsyn-
aptic cell if their reversal potential is
between the resting potential and the
action potential threshold. (D) The gen-
eral rule of postsynaptic action is: If the
reversal potential is more positive than
threshold, excitation results; inhibition
occurs if the reversal potential is more
negative than threshold.

Time (ms)

ing potential of the postsynaptic neuron is -60 mV, the resulting EPSP will
depolarize by bringing the postsynaptic membrane potential toward 0 mV.
For the hypothetical neuron shown in Figure 5.19A, the action potential
threshold voltage is -40 mV. Thus, a glutamate-induced EPSP will increase
the probability that this neuron produces an action potential, defining the
synapse as excitatory.

As an example of inhibitory postsynaptic action, consider a neuronal syn-
apse that uses GABA as its transmitter. At such synapses, the GABA recep-
tors typically open channels that are selectively permeable to CI” and the
action of GABA causes Cl™ to flow across the postsynaptic membrane. Con-
sider a case where E, is =70 mV, as is typical for many neurons, so that the
postsynaptic resting potential of -60 mV is less negative than E,. The result-
ing positive electrochemical driving force (V,, - E,,) will cause negatively
charged CI” to flow into the cell and produce a hyperpolarizing IPSP (Figure
5.19B). This hyperpolarizing IPSP will take the postsynaptic membrane
away from the action potential threshold of —40 mYV, clearly inhibiting the
postsynaptic cell.

Surprisingly, inhibitory synapses need not produce hyperpolarizing
IPSPs. For instance, if E; were =50 mV instead of =70 mV, then the negative
electrochemical driving force would cause CI” to flow out of the cell and pro-
duce a depolarizing IPSP (Figure 5.19C). However, the synapse would still
be inhibitory: Given that the reversal potential of the IPSP still is more nega-
tive than the action potential threshold (40 mV), the depolarizing IPSP
would inhibit because the postsynaptic membrane potential would be kept
more negative than the threshold for action potential initiation. Another way
to think about this peculiar situation is that if another excitatory input onto
this neuron brought the cell’s membrane potential to —41 mV, just below
threshold for firing an action potential, the IPSP would then hyperpolarize
the membrane potential toward -50 mV, bringing the potential away from
the action potential threshold. Thus, while EPSPs depolarize the postsynap-
tic cell, IPSPs can hyperpolarize or depolarize; indeed, an inhibitory conduc-
tance change may produce no potential change at all and still exert an
inhibitory effect by making it more difficult for an EPSP to evoke an action
potential in the postsynaptic cell.

Although the particulars of postsynaptic action can be complex, a simple
rule distinguishes postsynaptic excitation from inhibition: An EPSP has a
reversal potential more positive than the action potential threshold, whereas



an IPSP has a reversal potential more negative than threshold (Figure 5.19D).
Intuitively, this rule can be understood by realizing that an EPSP will tend to
depolarize the membrane potential so that it exceeds threshold, whereas an
IPSP will always act to keep the membrane potential more negative than the
threshold potential.

Summation of Synaptic Potentials

The PSPs produced at most synapses in the brain are much smaller than
those at the neuromuscular junction; indeed, EPSPs produced by individual
excitatory synapses may be only a fraction of a millivolt and are usually well
below the threshold for generating postsynaptic action potentials. How,
then, can such synapses transmit information if their PSPs are subthreshold?
The answer is that neurons in the central nervous system are typically inner-
vated by thousands of synapses, and the PSPs produced by each active syn-
apse can sum together—in space and in time—to determine the behavior of
the postsynaptic neuron.

Consider the highly simplified case of a neuron that is innervated by two
excitatory synapses, each generating a subthreshold EPSP, and an inhibitory
synapse that produces an IPSP (Figure 5.20A). While activation of either one
of the excitatory synapses alone (E1 or E2 in Figure 5.20B) produces a sub-
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Figure 5.20 Summation of postsynap-
tic potentials. (A) A microelectrode
records the postsynaptic potentials pro-
duced by the activity of two excitatory
synapses (E1 and E2) and an inhibitory
synapse (I). (B) Electrical responses to
synaptic activation. Stimulating either
excitatory synapse (E1 or E2) produces a
subthreshold EPSP, whereas stimulating
both synapses at the same time (E1 +
E2) produces a suprathreshold EPSP
that evokes a postsynaptic action poten-
tial (shown in blue). Activation of the
inhibitory synapse alone (I) results in a
hyperpolarizing IPSP. Summing this
IPSP (dashed red line) with the EPSP
(dashed yellow line) produced by one
excitatory synapse (E1 + I) reduces the
amplitude of the EPSP (orange line),
while summing it with the suprathresh-
old EPSP produced by activating syn-
apses E1 and E2 keeps the postsynaptic
neuron below threshold, so that no
action potential is evoked.
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Figure 5.21 Events from neurotrans-
mitter release to postsynaptic excitation
or inhibition. Neurotransmitter release
at all presynaptic terminals on a cell
results in receptor binding, which
causes the opening or closing of specific
ion channels. The resulting conductance
change causes current to flow, which
may change the membrane potential.
The postsynaptic cell sums (or inte-
grates) all of the EPSPs and IPSPs,
resulting in moment-to-moment control
of action potential generation.

threshold EPSP, activation of both excitatory synapses at about the same
time causes the two EPSPs to sum together. If the sum of the two EPSPs (E1
+ E2) depolarizes the postsynaptic neuron sufficiently to reach the threshold
potential, a postsynaptic action potential results. Summation thus allows
subthreshold EPSPs to influence action potential production. Likewise, an
IPSP generated by an inhibitory synapse (I) can sum (algebraically speaking)
with a subthreshold EPSP to reduce its amplitude (E1 + I) or can sum with
suprathreshold EPSPs to prevent the postsynaptic neuron from reaching
threshold (E1 + I + E2).

In short, the summation of EPSPs and IPSPs by a postsynaptic neuron
permits a neuron to integrate the electrical information provided by all the
inhibitory and excitatory synapses acting on it at any moment. Whether the
sum of active synaptic inputs results in the production of an action potential
depends on the balance between excitation and inhibition. If the sum of all
EPSPs and IPSPs results in a depolarization of sufficient amplitude to raise
the membrane potential above threshold, then the postsynaptic cell will pro-
duce an action potential. Conversely, if inhibition prevails, then the postsyn-
aptic cell will remain silent. Normally, the balance between EPSPs and IPSPs
changes continually over time, depending on the number of excitatory and
inhibitory synapses active at a given moment and the magnitude of the cur-
rent at each active synapse. Summation is therefore a neurotransmitter-
induced tug-of-war between all excitatory and inhibitory postsynaptic cur-
rents; the outcome of the contest determines whether or not a postsynaptic
neuron fires an action potential and, thereby, becomes an active element in
the neural circuits to which it belongs (Figure 5.21).

Two Families of Postsynaptic Receptors

The opening or closing of postsynaptic ion channels is accomplished in dif-
ferent ways by two broad families of receptor proteins. The receptors in one
family—called ionotropic receptors—are linked directly to ion channels (the
Greek tropos means to move in response to a stimulus). These receptors con-
tain two functional domains: an extracellular site that binds neurotransmit-
ters, and a membrane-spanning domain that forms an ion channel (Figure
5.22A). Thus ionotropic receptors combine transmitter-binding and channel
functions into a single molecular entity (they are also called ligand-gated
ion channels to reflect this concatenation). Such receptors are multimers
made up of at least four or five individual protein subunits, each of which
contributes to the pore of the ion channel.

The second family of neurotransmitter receptors are the metabotropic
receptors, so called because the eventual movement of ions through a chan-
nel depends on one or more metabolic steps. These receptors do not have ion
channels as part of their structure; instead, they affect channels by the activa-
tion of intermediate molecules called G-proteins (Figure 5.22B). For this rea-
son, metabotropic receptors are also called G-protein-coupled receptors.
Metabotropic receptors are monomeric proteins with an extracellular domain
that contains a neurotransmitter binding site and an intracellular domain that
binds to G-proteins. Neurotransmitter binding to metabotropic receptors acti-
vates G-proteins, which then dissociate from the receptor and interact directly
with ion channels or bind to other effector proteins, such as enzymes, that
make intracellular messengers that open or close ion channels. Thus, G-pro-
teins can be thought of as transducers that couple neurotransmitter binding
to the regulation of postsynaptic ion channels. The postsynaptic signaling
events initiated by metabotropic receptors are taken up in detail in Chapter 7.
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Figure 5.22 A neurotransmitter can affect the activity of a postsynaptic cell via two
different types of receptor proteins: ionotropic or ligand-gated ion channels, and
metabotropic or G-protein-coupled receptors. (A) Ligand-gated ion channels com-
bine receptor and channel functions in a single protein complex. (B) Metabotropic
receptors usually activate G-proteins, which modulate ion channels directly or indi-
rectly through intracellular effector enzymes and second messengers.

These two families of postsynaptic receptors give rise to PSPs with very
different time courses, producing postsynaptic actions that range from less
than a millisecond to minutes, hours, or even days. lonotropic receptors gen-
erally mediate rapid postsynaptic effects. Examples are the EPP produced at
neuromuscular synapses by ACh (see Figure 5.15), EPSPs produced at cer-
tain glutamatergic synapses (Figure 5.19A), and IPSPs produced at certain
GABAergic synapses (Figure 5.19B). In all three cases, the PSPs arise within
a millisecond or two of an action potential invading the presynaptic terminal
and last for only a few tens of milliseconds or less. In contrast, the activation
of metabotropic receptors typically produces much slower responses, rang-
ing from hundreds of milliseconds to minutes or even longer. The compara-
tive slowness of metabotropic receptor actions reflects the fact that multiple
proteins need to bind to each other sequentially in order to produce the final
physiological response. Importantly, a given transmitter may activate both
ionotropic and metabotropic receptors to produce both fast and slow PSPs at
the same synapse.

Perhaps the most important principle to keep in mind is that the response
elicited at a given synapse depends upon the neurotransmitter released and
the postsynaptic complement of receptors and associated channels. The mol-
ecular mechanisms that allow neurotransmitters and their receptors to gen-
erate synaptic responses are considered in the next chapter.
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Summary

Synapses communicate the information carried by action potentials from
one neuron to the next in neural circuits. The cellular mechanisms that
underlie synaptic transmission are closely related to the mechanisms that
generate other types of neuronal electrical signals, namely ion flow through
membrane channels. In the case of electrical synapses, these channels are
gap junctions; direct but passive flow of current through the gap junctions is
the basis for transmission. In the case of chemical synapses, channels with
smaller and more selective pores are activated by the binding of neurotrans-
mitters to postsynaptic receptors after release from the presynaptic terminal.
The large number of neurotransmitters in the nervous system can be divided
into two broad classes: small-molecule transmitters and neuropeptides. Neu-
rotransmitters are synthesized from defined precursors by regulated enzy-
matic pathways, packaged into one of several types of synaptic vesicle, and
released into the synaptic cleft in a Ca?*-dependent manner. Many synapses
release more than one type of neurotransmitter, and multiple transmitters
can even be packaged within the same synaptic vesicle. Transmitter agents
are released presynaptically in units or quanta, reflecting their storage
within synaptic vesicles. Vesicles discharge their contents into the synaptic
cleft when the presynaptic depolarization generated by the invasion of an
action potential opens voltage-gated calcium channels, allowing Ca?* to
enter the presynaptic terminal. How calcium triggers neurotransmitter
release is not yet established, but synaptotagmin, SNARESs, and a number of
other proteins found within the presynaptic terminal are clearly involved.
Postsynaptic receptors are a diverse group of proteins that transduce bind-
ing of neurotransmitters into electrical signals by opening or closing post-
synaptic ion channels. The postsynaptic currents produced by the synchro-
nous opening or closing of ion channels changes the conductance of the
postsynaptic cell, thus increasing or decreasing its excitability. Conductance
changes that increase the probability of firing an action potential are excita-
tory, whereas those that decrease the probability of generating an action
potential are inhibitory. Because postsynaptic neurons are usually innervated
by many different inputs, the integrated effect of the conductance changes
underlying all EPSPs and IPSPs produced in a postsynaptic cell at any
moment determines whether or not the cell fires an action potential. Two
broadly different families of neurotransmitter receptors have evolved to
carry out the postsynaptic signaling actions of neurotransmitters. The post-
synaptic effects of neurotransmitters are terminated by the degradation of
the transmitter in the synaptic cleft, by transport of the transmitter back into
cells, or by diffusion out of the synaptic cleft.
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Overview

For the most part, neurons in the human brain communicate with one
another by releasing chemical messengers called neurotransmitters. A large
number of neurotransmitters are now known and more remain to be discov-
ered. Neurotransmitters evoke postsynaptic electrical responses by binding
to members of a diverse group of proteins called neurotransmitter receptors.
There are two major classes of receptors: those in which the receptor mole-
cule is also an ion channel, and those in which the receptor and ion channel
are separate molecules. The former are called ionotropic receptors or ligand-
gated ion channels, and give rise to fast postsynaptic responses that typically
last only a few milliseconds. The latter are called metabotropic receptors,
and they produce slower postsynaptic effects that may endure much longer.
Abnormalities in the function of neurotransmitter systems contribute to a
wide range of neurological and psychiatric disorders. As a result, many neu-
ropharmacological therapies are based on drugs that affect neurotransmitter
release, binding, and/or removal.

Categories of Neurotransmitters

More than 100 different agents are known to serve as neurotransmitters. This
large number of transmitters allows for tremendous diversity in chemical
signaling between neurons. It is useful to separate this panoply of transmit-
ters into two broad categories based simply on size (Figure 6.1). Neuropep-
tides are relatively large transmitter molecules composed of 3 to 36 amino
acids. Individual amino acids, such as glutamate and GABA, as well as the
transmitters acetylcholine, serotonin, and histamine, are much smaller than
neuropeptides and have therefore come to be called small-molecule neuro-
transmitters. Within the category of small-molecule neurotransmitters, the
biogenic amines (dopamine, norepinephrine, epinephrine, serotonin, and
histamine) are often discussed separately because of their similar chemical
properties and postsynaptic actions. The particulars of synthesis, packaging,
release, and removal differ for each neurotransmitter (Table 6.1). This chap-
ter will describe some of the main features of these transmitters and their
postsynaptic receptors.

Acetylcholine

As mentioned in the previous chapter, acetylcholine (ACh) was the first sub-
stance identified as a neurotransmitter. In addition to the action of ACh as
the neurotransmitter at skeletal neuromuscular junctions (see Chapter 5), as
well as the neuromuscular synapse between the vagus nerve and cardiac
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Examples of small-molecule and peptide neurotransmitters. Small-mol-
ecule transmitters can be subdivided into acetylcholine, the amino acids, purines,
and biogenic amines. The catcholamines, so named because they all share the cate-
chol moiety (i.e., a hydroxylated benzene ring), make up a distinctive subgroup
within the biogenic amines. Serotonin and histamine contain an indole ring and an
imidazole ring, respectively. Size differences between the small-molecule neuro-
transmitters and the peptide neurotransmitters are indicated by the space-filling
models for glycine, norepinephrine, and methionine enkephalin. (Carbon atoms are
black, nitrogen atoms blue, and oxygen atoms red.)

muscle fibers, ACh serves as a transmitter at synapses in the ganglia of the
visceral motor system, and at a variety of sites within the central nervous
system. Whereas a great deal is known about the function of cholinergic
transmission at neuromuscular junctions and ganglionic synapses, the
actions of ACh in the central nervous system are not as well understood.
Acetylcholine is synthesized in nerve terminals from the precursors
acetyl coenzyme A (acetyl CoA, which is synthesized from glucose) and
choline, in a reaction catalyzed by choline acetyltransferase (CAT; Figure
6.2). Choline is present in plasma at a high concentration (about 10 mM)
and is taken up into cholinergic neurons by a high-affinity Na*/choline
transporter. After synthesis in the cytoplasm of the neuron, a vesicular ACh

TABLE 6.1
Functional Features of the Major Neurotransmitters
Postsynaptic Rate-limiting Removal Type of
Neurotransmitter  effect” Precursor(s) step in synthesis mechanism vesicle
ACh Excitatory Choline + CAT AChEase Small, clear
acetyl CoA
Glutamate Excitatory Glutamine Glutaminase Transporters Small, clear
GABA Inhibitory Glutamate GAD Transporters Small, clear
Glycine Inhibitory Serine Phosphoserine Transporters Small, clear
Catecholamines Excitatory Tyrosine Tyrosine Transporters, Small dense-
(epinephrine, hydroxylase MAO, COMT core,
norepinephrine, or large
dopamine) irregular
dense-core
Serotonin (5-HT) Excitatory Tryptophan Tryptophan Transporters, Large,
hydroxylase MAO dense-core
Histamine Excitatory Histidine Histidine Transporters Large,
decarboxylase dense-core
ATP Excitatory ADP Mitochondrial Hydrolysis to Small, clear
oxidative phosphor- AMP and
ylation; glycolysis adenosine
Neuropeptides Excitatory Amino acids Synthesis and Proteases Large,
and inhibitory (protein synthesis) transport dense-core
Endocannabinoids Inhibits Membrane lipids Enzymatic Hydrolasis None
inhibition modification of lipids by FAAH
Nitric oxide Excitatory and Arginine Nitric oxide synthase Spontaneous None
inhibitory oxidation

“The most common postsynaptic effect is indicated; the same transmitter can elicit postsynaptic excitation or inhibition depending on the nature of the ion channels

affected by transmitter binding (see Chapter 7).
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Figure 6.2 Acetylcholine metabolism

in cholinergic nerve terminals. The syn-

thesis of acetylcholine from choline and

acetyl CoA requires choline acetyltrans-

ferase. Acetyl CoA is derived from pyru-

vate generated by glycolysis, while

choline is transported into the terminals

via a Na*-dependent transporter.

Acetylcholine is loaded into synaptic

vesicles via a vesicular transporter. After Presynaptic
release, acetylcholine is rapidly metabo- terminal
lized by acetylcholinesterase, and

choline is transported back into the

terminal.

Glucose

|

Pyruvate

%

Acetyl CoA Choline
fe)

Na'/choline
transporter

Choline

3)3

I +
CoA—S—C—CH, + HO—CH,— CH,—N—(CH
1L

Choline acetyl-
transferase

Acetylcholine
0

I +
CHS—C—O—CH —CH,—N—(CH

Vesiqular
ACh
transporter

o
CH,—COO™ + HO —CH,—CH,—N—(CH,),

Acetate Choline

Acetylcholinesterase
_—_———

Acetylcholine

Acetylcholine
receptors

Postsynaptic
cell

transporter loads approximately 10,000 molecules of ACh into each cholin-
ergic vesicle.

In contrast to most other small-molecule neurotransmitters, the postsynap-
tic actions of ACh at many cholinergic synapses (the neuromuscular junction
in particular) is not terminated by reuptake but by a powerful hydrolytic
enzyme, acetylcholinesterase (AChE). This enzyme is concentrated in the
synaptic cleft, ensuring a rapid decrease in ACh concentration after its release
from the presynaptic terminal. AChE has a very high catalytic activity (about
5000 molecules of ACh per AChE molecule per second) and hydrolyzes ACh
into acetate and choline. The choline produced by ACh hydrolysis is trans-
ported back into nerve terminals and used to resynthesize ACh.

Among the many interesting drugs that interact with cholinergic enzymes
are the organophosphates. This group includes some potent chemical warfare
agents. One such compound is the nerve gas “Sarin,” which was made notori-
ous after a group of terrorists released this gas in Tokyo’s underground rail sys-
tem. Organophosphates can be lethal because they inhibit AChE, causing ACh
to accumulate at cholinergic synapses. This build-up of ACh depolarizes the
postsynaptic cell and renders it refractory to subsequent ACh release, causing
neuromuscular paralysis and other effects. The high sensitivity of insects to
these AChE inhibitors has made organophosphates popular insecticides.

Many of the postsynaptic actions of ACh are mediated by the nicotinic
ACh receptor (nAChR), so named because the CNS stimulant, nicotine, also
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Figure 6.3 The structure of the nACh receptor/channel. (A) Each receptor sub-
unit crosses the membrane four times. The membrane-spanning domain that lines
the pore is shown in blue. (B) Five such subunits come together to form a complex
structure containing 20 transmembrane domains that surround a central pore. (C)
The openings at either end of the channel are very large—approximately 3 nm in
diameter; even the narrowest region of the pore is approximately 0.6 nm in diame-
ter. By comparison, the diameter of Na* or K* is less than 0.3 nm. (D) An electron
micrograph of the nACh receptor, showing the actual position and size of the pro-
tein with respect to the membrane. (D from Toyoshima and Unwin, 1990.)

binds to these receptors. Nicotine consumption produces some degree of
euphoria, relaxation, and eventually addiction (Box A), effects believed
to be mediated in this case by nAChRs. Nicotinic receptors are the best-
studied type of ionotropic neurotransmitter receptor. As described in
Chapter 5, nAChRs are nonselective cation channels that generate exci-
tatory postsynaptic responses. A number of biological toxins specifically
bind to and block nicotinic receptors (Box B). The availability of these
highly specific ligands—particularly a component of snake venom called
o-bungarotoxin—has provided a valuable way to isolate and purify
nAChRs. This pioneering work paved the way to cloning and sequenc-
ing the genes encoding the various subunits of the nAChR.

Based on these molecular studies, the nAChR is now known to be a
large protein complex consisting of five subunits arranged around a cen-
tral membrane-spanning pore (Figure 6.3). In the case of skeletal muscle
AChRs, the receptor pentamer contains two o subunits, each of which
binds one molecule of ACh. Because both ACh binding sites must be
occupied for the channel to open, only relatively high concentrations of
this neurotransmitter lead to channel activation. These subunits also bind
other ligands, such as nicotine and o-bungarotoxin. At the neuromuscu-
lar junction, the two o subunits are combined with up to four other types
of subunit—§, v, 8, e—in the ratio 2o0::f:e:8. Neuronal nAChRs typically
differ from those of muscle in that they lack sensitivity to a-bungaro-
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Box A
Addiction

Drug addiction is a chronic, relapsing
disease with obvious medical, social,
and political consequences. Addiction
(also called substance dependence) is a
persistent disorder of brain function in
which compulsive drug use occurs
despite serious negative consequences
for the afflicted individual. The diag-
nostic manual of the American Psychi-
atric Association defines addiction in
terms of both physical dependence and
psychological dependence (in which an
individual continues the drug-taking
behavior despite obviously maladaptive
consequences).

The range of substances that can
generate this sort of dependence is
wide; the primary agents of abuse at
present are opioids, cocaine, ampheta-
mines, marijuana, alcohol, and nicotine.
Addiction to more “socially acceptable”
agents such as alcohol and nicotine are
sometimes regarded as less problem-
atic, but in fact involve medical and
behavioral consequences that are at
least as great as for drugs of abuse that
are considered more dangerous. Impor-
tantly, the phenomenon of addiction is

not limited to human behavior, but is
demonstrable in laboratory animals.
Most of these same agents are self-
administered if primates, rodents, or
other species are provided with the
opportunity to do so.

In addition to a compulsion to take
the agent of abuse, a major feature of
addiction for many drugs is a constella-
tion of negative physiological and emo-
tional features, loosely referred to as
“withdrawal syndrome,” that occur
when the drug is not taken. The signs
and symptoms of withdrawal are differ-
ent for each agent of abuse, but in gen-
eral are characterized by effects oppo-
site those of the positive experience
induced by the drug itself. Consider, as
an example, cocaine, a drug that was
estimated to be in regular use by 5 to 6
million Americans during the decade of
the 1990s, with about 600,000 regular
users either addicted or at high risk for
addiction. The positive effects of the
drug smoked or inhaled as a powder in
the form of the alkaloidal free base is a
“high” that is nearly immediate but
generally lasts only a few minutes, typi-

cally leading to a desire for additional
drug in as little as 10 minutes to half an
hour. The “high” is described as a feel-
ing of well-being, self-confidence, and
satisfaction. Conversely, when the drug
is not available, frequent users experi-
ence depression, sleepiness, fatigue,
drug-craving, and a general sense of
malaise.

Another aspect of addiction to
cocaine or other agents is tolerance,
defined as a reduction in the response
to the drug upon repeated administra-
tion. Tolerance occurs as a consequence
of persistent use of a number of drugs
but is particularly significant in drug
addiction, since it progressively
increases the dose needed to experience
the desired effects.

Although it is fair to say that the neu-
robiology of addiction is incompletely
understood, for cocaine and many other
agents of abuse the addictive effects
involve activation of dopamine receptors
in critical brain regions involved in moti-
vation and emotional reinforcement (see
Chapter 28). The most important of these
areas is the midbrain dopamine system,

toxin, and comprise only two receptor subunit types (o and ), which are
present in a ratio of 3ou:2P. In all cases, however, five individual subunits
assemble to form a functional, cation-selective nACh receptor.

Each subunit of the nAChR molecule contains four transmembrane
domains that make up the ion channel portion of the receptor, and a long
extracellular region that makes up the ACh-binding domain (Figure 6.3A).
Unraveling the molecular structure of this region of the nACh receptor has
provided insight into the mechanisms that allow ligand-gated ion channels
to respond rapidly to neurotransmitters: The intimate association of the
ACh binding sites with the pore of the channel presumably accounts for
the rapid response to ACh (Figure 6.3B-D). Indeed, this general arrange-
ment is characteristic of all of the ligand-gated ion channels at fast-acting
synapses, as summarized in Figure 6.4. Thus, the nicotinic receptor has
served as a paradigm for studies of other ligand-gated ion channels, at the
same time leading to a much deeper appreciation of several neuromuscular
diseases (Box C).



Neurotransmitters and Their Receptors 135

especially its projections from the ven-
tral-tegmental area to the nucleus acum-
bens. Agents such as cocaine appear to
act by raising dopamine levels in these
areas, making this transmitter more
available to receptors by interfering with
re-uptake of synaptically released
dopamine by the dopamine transporter.
The reinforcement and motivation of
drug-taking behaviors is thought to be
related to the projections to the nucleus
acumbens.

The most common opioid drug of
abuse is heroin. Heroin is a derivative
of the opium poppy and is not legally
available for clinical purposes in the
United States. The number of heroin
addicts in the United States is estimated
to be between 750,000 and a million
individuals. The positive feelings pro-
duced by heroin, generally described as
the “rush,” are often compared to the
feeling of sexual orgasm and begin in
less than a minute after intravenous
injection. There is then a feeling of gen-
eral well-being (referred to as “on the
nod”) that lasts about an hour. The
symptoms of withdrawal can be

intense; these are restlessness, irritabil-
ity, nausea, muscle pain, depression,
sleeplessness, and a sense of anxiety
and malaise. The reinforcing aspects of
the drug entail the same dopaminergic
circuitry in the ventral tegmental area
and nucleus acumbens as does cocaine,
although additional areas are certainly
involved, particularly the sites of opioid
receptors described in Chapter 9.

Interestingly, addiction to heroin or
any other agent is not an inevitable con-
sequence of drug use, but depends criti-
cally on the environment. For instance,
returning veterans who were heroin
addicts in Vietnam typically lost their
addiction upon returning to the United
States. Likewise, patients given other
opioids (e.g., morphine) for painful con-
ditions rarely become addicts.

The treatment of any form of addic-
tion is difficult and must be tailored to
the circumstances of the individual. In
addition to treating acute problems of
withdrawal and “detoxification,” pat-
terns of behavior must be changed that
may take months or years. Addiction is
thus a chronic disease state that requires

continual monitoring during the life-
time of susceptible individuals.

References

AMERICAN PSYCHIATRIC ASSOCIATION (1994)
Diagnostic and Statistical Manual of Mental
Disorders, 4th Edition (DSM 1V). Washington,
D.C.

HymaN, S. E. AND R. C. MALENKA (2001)
Addiction and the brain: The neurobiology
of compulsion and its persistence. Nature
Rev. Neurosci. 2: 695-703.

LAAKSsO, A., A. R. MOHN, R. R. GAINETDINOV
AND M. G. CARON (2002) Experimental
genetic approaches to addiction. Neuron 36:
213-228.

O’BrieN, C. P. (2001) Goodman and Gilman's
The Pharmaceutical Basis of Therapeutics, 10th
Edition. New York: McGraw-Hill, Chapter
24, pp. 621-642..

A second class of ACh receptors is activated by muscarine, a poisonous

alkaloid found in some mushrooms (see Box B), and thus they are referred to
as muscarinic ACh receptors (mAChRs). mAChRs are metabotropic and
mediate most of the effects of ACh in brain. Several subtypes of mAChR are
known (Figure 6.5). Muscarinic ACh receptors are highly expressed in the
striatum and various other forebrain regions, where they exert an inhibitory
influence on dopamine-mediated motor effects. These receptors are also
found in the ganglia of the peripheral nervous system. Finally, they mediate
peripheral cholinergic responses of autonomic effector organs—such as
heart, smooth muscle, and exocrine glands—and are responsible for the
inhibition of heart rate by the vagus nerve. Numerous drugs act as mACh
receptor agonists or antagonists, but most of these do not discriminate
between different types of muscarinic receptors and often produce side
effects. Nevertheless, mACh blockers that are therapeutically useful include
atropine (used to dilate the pupil), scopolamine (effective in preventing
motion sickness), and ipratropium (useful in the treatment of asthma).
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Box B

Neurotoxins that Act on Postsynaptic Receptors

Poisonous plants and venomous animals
are widespread in nature. The toxins
they produce have been used for a vari-
ety of purposes, including hunting, heal-
ing, mind-altering, and, more recently,
research. Many of these toxins have
potent actions on the nervous system,
often interfering with synaptic transmis-
sion by targeting neurotransmitter recep-
tors. The poisons found in some organ-
isms contain a single type of toxin,
whereas others contain a mixture of tens
or even hundreds of toxins.

Given the central role of ACh recep-
tors in mediating muscle contraction at
neuromuscular junctions in numerous
species, it is not surprising that a large
number of natural toxins interfere with
transmission at this synapse. In fact, the
classification of nicotinic and muscarinic
ACh receptors is based on the sensitivity
of these receptors to the toxic plant alka-
loids nicotine and muscarine, which acti-
vate nicotinic and muscarinic ACh recep-
tors, respectively. Nicotine is derived

(A)

(A) The banded krait Bungarus multicinctus.
(B) A marine cone snail (Conus sp.) uses ven-
omous darts to kill a small fish. (C) Betel
nuts, Areca catechu, growing in Malaysia. (A,
Robert Zappalorti/Photo Researchers, Inc.; B,
Zoya Maslak and Baldomera Olivera, Uni-
versity of Utah; C, Fletcher Baylis/Photo
Researchers, Inc.)

from the dried leaves of the tobacco plant
Nicotinia tabacum, and muscarine is from

the poisonous red mushroom Amanita
muscaria. Both toxins are stimulants that

produce nausea, vomiting, mental confu-

sion, and convulsions. Muscarine poi-
soning can also lead to circulatory col-
lapse, coma, and death.

The poison o-bungarotoxin, one of
many peptides that together make up

the venom of the banded krait, Bungarus

multicinctus (Figure A), blocks transmis-
sion at neuromuscular junctions and is
used by the snake to paralyze its prey.
This 74-amino-acid toxin blocks neuro-
muscular transmission by irreversibly
binding to nicotinic ACh receptors, thus
preventing ACh from opening postsyn-
aptic ion channels. Paralysis ensues
because skeletal muscles can no longer
be activated by motor neurons. As a
result of its specificity and its high affin-
ity for nicotinic ACh receptors, o-bun-
garotoxin has contributed greatly to
understanding the ACh receptor mole-

(B)

cule. Other snake toxins that block nico-
tinic ACh receptors are cobra o-neuro-
toxin and the sea snake peptide erabu-
toxin. The same strategy used by these
snakes to paralyze prey was adopted by
South American Indians who used
curare, a mixture of plant toxins from
Chondodendron tomentosum, as an arrow-
head poison to immobilize their quarry.
Curare also blocks nicotinic ACh recep-
tors; the active agent is the alkaloid &-
tubocurarine.

Another interesting class of animal
toxins that selectively block nicotinic
ACh and other receptors includes the
peptides produced by fish-hunting
marine cone snails (Figure B). These col-
orful snails kill small fish by “shooting”
venomous darts into them. The venom
contains hundreds of peptides, known as
the conotoxins, many of which target
proteins that are important in synaptic
transmission. There are conotoxin pep-
tides that block Ca?* channels, Na* chan-
nels, glutamate receptors, and ACh

©
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receptors. The array of physiological
responses produced by these peptides all
serve to immobilize any prey unfortu-
nate enough to encounter the cone snail.
Many other organisms, including other
mollusks, corals, worms and frogs, also
utilize toxins containing specific blockers
of ACh receptors.

Other natural toxins have mind- or
behavior-altering effects and in some
cases have been used for thousands of
years by shamans and, more recently,
physicians. Two examples are plant alka-
loid toxins that block muscarinic ACh
receptors: atropine from deadly night-
shade (belladonna), and scopolamine
from henbane. Because these plants
grow wild in many parts of the world,
exposure is not unusual, and poisoning
by either toxin can also be fatal.

Another postsynaptic neurotoxin that,
like nicotine, is used as a social drug is
found in the seeds from the betel nut,
Areca catechu (Figure C). Betel nut chew-
ing, although unknown in the United
States, is practiced by up to 25% of the
population in India, Bangladesh, Ceylon,
Malaysia, and the Philippines. Chewing
these nuts produces a euphoria caused
by arecoline, an alkaloid agonist of nico-
tinic ACh receptors. Like nicotine, arecol-
ine is an addictive central nervous sys-
tem stimulant.

Many other neurotoxins alter trans-
mission at noncholinergic synapses. For
example, amino acids found in certain

mushrooms, algae, and seeds are potent
glutamate receptor agonists. The excito-
toxic amino acids kainate, from the red
alga Digenea simplex, and quisqualate,
from the seed of Quisqualis indica, are
used to distinguish two families of non-
NMDA glutamate receptors (see text).
Other neurotoxic amino acid activators
of glutamate receptors include ibotenic
acid and acromelic acid, both found in
mushrooms, and domoate, which occurs
in algae, seaweed, and mussels. Another
large group of peptide neurotoxins
blocks glutamate receptors. These
include the o-agatoxins from the funnel
web spider, NSTX-3 from the orb weaver
spider, jorotoxin from the Joro spider,
and B-philanthotoxin from wasp venom,
as well as many cone snail toxins.

All the toxins discussed so far target
excitatory synapses. The inhibitory
GABA and glycine receptors, however,
have not been overlooked by the exigen-
cies of survival. Strychnine, an alkaloid
extracted from the seeds of Strychnos
nux-vomica, is the only drug known to
have specific actions on transmission at
glycinergic synapses. Because the toxin
blocks glycine receptors, strychnine poi-
soning causes overactivity in the spinal
cord and brainstem, leading to seizures.
Strychnine has long been used commer-
cially as a poison for rodents, although
alternatives such as the anticoagulant
coumadin are now more popular
because they are safer for humans. Neu-

rotoxins that block GABA , receptors
include plant alkaloids such as bicu-
culline from Dutchman’s breeches and
picrotoxin from Anamerta cocculus. Dield-
rin, a commercial insecticide, also blocks
these receptors. These agents are, like
strychnine, powerful central nervous
system stimulants. Muscimol, a mush-
room toxin that is a powerful depressant
as well as a hallucinogen, activates
GABA , receptors. A synthetic analogue
of GABA, baclofen, is a GABA agonist
that reduces EPSPs in some brainstem
neurons and is used clinically to reduce
the frequency and severity of muscle
spasms.

Chemical warfare between species
has thus given rise to a staggering array
of molecules that target synapses
throughout the nervous system.
Although these toxins are designed to
defeat normal synaptic transmission,
they have also provided a set of power-
ful tools to understand postsynaptic
mechanisms.
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Glutamate

Glutamate is the most important transmitter in normal brain function.
Nearly all excitatory neurons in the central nervous system are glutamater-
gic, and it is estimated that over half of all brain synapses release this agent.
Glutamate plays an especially important role in clinical neurology because
elevated concentrations of extracellular glutamate, released as a result of
neural injury, are toxic to neurons (Box D).

Glutamate is a nonessential amino acid that does not cross the blood-brain
barrier and therefore must be synthesized in neurons from local precursors.
The most prevalent precursor for glutamate synthesis is glutamine, which is
released by glial cells. Once released, glutamine is taken up into presynaptic
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Figure 6.4 The general architecture of ligand-gated receptors. (A) One of the sub-
units of a complete receptor. The long N-terminal region forms the ligand-binding
site, while the remainder of the protein spans the membrane either four times (left)
or three times (right). (B) Assembly of either four or five subunits into a complete
receptor. (C) A diversity of subunits come together to form functional ionotropic
neurotransmitter receptors.

terminals and metabolized to glutamate by the mitochondrial enzyme gluta-
minase (Figure 6.6). Glutamate can also be synthesized by transamination of
2-oxoglutarate, an intermediate of the tricarboxylic acid cycle. Hence, some of
the glucose metabolized by neurons can also be used for glutamate synthesis.

The glutamate synthesized in the presynaptic cytoplasm is packaged into
synaptic vesicles by transporters, termed VGLUT. At least three different
VGLUT genes have been identified. Once released, glutamate is removed
from the synaptic cleft by the excitatory amino acid transporters (EAATSs).
There are five different types of high-affinity glutamate transporters exist,
some of which are present in glial cells and others in presynaptic terminals.
Glutamate taken up by glial cells is converted into glutamine by the enzyme
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Figure 6.5 Structure and function of metabotropic receptors. (A) The
transmembrane architecture of metabotropic receptors. These mono-
meric proteins contain seven transmembrane domains. Portions of
domains II, ITI, VI, and VII make up the neurotransmitter-binding
region. G-proteins bind to both the loop between domains V and VI
and to portions of the C-terminal region. (B) Varieties of metabotropic
neurotransmitter receptors.
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glutamine synthetase; glutamine is then transported out of the glial cells and
into nerve terminals. In this way, synaptic terminals cooperate with glial
cells to maintain an adequate supply of the neurotransmitter. This overall
sequence of events is referred to as the glutamate-glutamine cycle (see Fig-
ure 6.6).

Several types of glutamate receptors have been identified. Three of these
are ionotropic receptors called, respectively, NMDA receptors, AMPA recep-
tors, and kainate receptors (Figure 6.4C). These glutamate receptors are
named after the agonists that activate them: NMDA (N-methyl-D-aspartate),
AMPA (a-amino-3-hydroxyl-5-methyl-4-isoxazole-propionate), and kainic
acid. All of the ionotropic glutamate receptors are nonselective cation chan-
nels similar to the nAChR, allowing the passage of Na* and K*, and in some
cases small amounts of Ca?*. Hence AMPA, kainate, and NMDA receptor
activation always produces excitatory postsynaptic responses. Like other
ionotropic receptors, AMPA /kainate and NMDA receptors are also formed
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Box C

Myasthenia Gravis: An Autoimmune Disease of Neuromuscular Synapses

Myasthenia gravis is a disease that
interferes with transmission between
motor neurons and skeletal muscle
fibers and afflicts approximately 1 of
every 200,000 people. Originally
described by the British physician
Thomas Willis in 1685, the hallmark of
the disorder is muscle weakness, partic-
ularly during sustained activity.
Although the course is variable, myas-
thenia commonly affects muscles con-
trolling the eyelids (resulting in droop-
ing of the eyelids, or ptosis) and eye
movements (resulting in double vision,
or diplopia). Muscles controlling facial
expression, chewing, swallowing, and
speaking are other common targets.

An important indication of the cause
of myasthenia gravis came from the
clinical observation that the muscle
weakness improves following treatment
with inhibitors of acetylcholinesterase,
the enzyme that normally degrades
acetylcholine at the neuromuscular
junction. Studies of muscle obtained by
biopsy from myasthenic patients
showed that both end plate potentials
(EPPs) and miniature end plate poten-
tials (MEPPs) are much smaller than
normal (see figure; also see Chapter 5).
Because both the frequency of MEPPs
and the quantal content of EPPs are nor-
mal, it seemed likely that myasthenia
gravis entails a disorder of the postsyn-
aptic muscle cells. Indeed, electron
microscopy shows that the structure of
neuromuscular junctions is altered,
obvious changes being a widening of
the synaptic cleft and an apparent
reduction in the number of acetyl-
choline receptors in the postsynaptic
membrane.

A chance observation in the early
1970s led to the discovery of the under-
lying cause of these changes. Jim Patrick
and Jon Lindstrom, then working at the
Salk Institute, were attempting to raise
antibodies to nicotinic acetylcholine
receptors by immunizing rabbits with
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(A) Myasthenia gravis reduces the efficiency of neuromuscular transmission. Electromyographs

show muscle responses elicited by stimulating
lus in a train evokes the same contractile respo:

motor nerves. In normal individuals, each stimu-
nse. In contrast, transmission rapidly fatigues in

myasthenic patients, although it can be partially restored by administration of acetyl-

cholinesterase inhibitors such as neostigmine.

(B) Distribution of MEPP amplitudes in muscle

fibers from myasthenic patients (solid line) and controls (dashed line). The smaller size of MEPPs
in myasthenics is due to a diminished number of postsynaptic receptors. (A after Harvey et al.,

1941; B after Elmqvist et al., 1964.)

the receptors. Unexpectedly, the immu-
nized rabbits developed muscle weak-
ness that improved after treatment with
acetylcholinesterase inhibitors. Subse-
quent work showed that the blood of
myasthenic patients contains antibodies
directed against the acetylcholine recep-
tor, and that these antibodies are pre-
sent at neuromuscular synapses.
Removal of antibodies by plasma
exchange improves the weakness.
Finally, injecting the serum of myas-
thenic patients into mice produces
myasthenic effects (because the serum
carries circulating antibodies).

These findings indicate that myas-
thenia gravis is an autoimmune disease
that targets nicotinic acetylcholine
receptors. The immune response

reduces the number of functional recep-
tors at the neuromuscular junction and
can eventually destroys them altogether,
diminishing the efficiency of synaptic
transmission; muscle weakness thus
occurs because motor neurons are less
capable of exciting the postsynaptic
muscle cells. This causal sequence also
explains why cholinesterase inhibitors
alleviate the signs and symptoms of
myasthenia: The inhibitors increase the
concentration of acetylcholine in the
synaptic cleft, allowing more effective
activation of those postsynaptic recep-
tors not yet destroyed by the immune
system.

Despite all these insights, it is still
not clear what triggers the immune sys-
tem to produce an autoimmune
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response to acetylcholine receptors. Sur-
gical removal of the thymus is beneficial
in young patients with hyperplasia of
the thymus, though precisely how the
thymus contributes to myasthenia
gravis is incompletely understood.
Many patients are treated with combi-

nations of immunosuppression and
cholinesterase inhibitors.
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from the association of several protein subunits that can combine in many
ways to produce a large number of receptor isoforms (see Figure 6.4C).
NMDA receptors have especially interesting properties (Figure 6.7A). Per-
haps most significant is the fact that NMDA receptor ion channels allow the
entry of Ca®" in addition to monovalent cations such as Na*and K*. As a
result, EPSPs produced by NMDA receptors can increase the concentration
of Ca?* within the postsynaptic neuron; the Ca** concentration change can
then act as a second messenger to activate intracellular signaling cascades
(see Chapter 7). Another key property is that they bind extracellular Mg?*.
At hyperpolarized membrane potentials, this ion blocks the pore of the
NMDA receptor channel. Depolarization, however, pushes Mg2+ out of the
pore, allowing other cations to flow. This property provides the basis for a
voltage-dependence to current flow through the receptor (dashed line in Fig-
ure 6.7B) and means that NMDA receptors pass cations (most notably Ca*")
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Figure 6.6 Glutamate synthesis and
cycling between neurons and glia. The
action of glutamate released into the
synaptic cleft is terminated by uptake
into neurons and surrounding glial cells
via specific transporters. Within the
nerve terminal, the glutamine released
by glial cells and taken up by neurons is
converted back to glutamate. Glutamate
is transported into cells via excitatory
amino acid transporters (EATTs) and
loaded into synaptic vesicles via vesicu-
lar glutamate transporters (VGLUT).
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Figure 6.7 NMDA and AMPA /kainate receptors. (A) NMDA receptors
contain binding sites for glutamate and the co-activator glycine, as well as
an Mg**-binding site in the pore of the channel. At hyperpolarized poten-
tials, the electrical driving force on Mg?* drives this ion into the pore of the
receptor and blocks it. (B) Current flow across NMDA receptors at a range of
postsynaptic voltages, showing the requirement for glycine, and Mg?* block
at hyperpolarized potentials (dotted line). (C) The differential effects of glu-
tamate receptor antagonists indicate that activation of AMPA or kainate
receptors produces very fast EPSCs (top panel) and activation of NMDA
receptors causes slower EPSCs (middle panel), so that EPSCs recorded in the
absence of antagonists have two kinetic components due to the contribution
of both types of response (bottom panel).

only during depolarization of the postsynaptic cell, due to either activation
of a large number of excitatory inputs and/or by repetitive firing of action
potentials in the presynaptic cell. These properties are widely thought to be
the basis for some forms of information storage at synapses, such as mem-
ory, as described in Chapter 24. Another unusual property of NMRA recep-
tors is that opening the channel of this receptor requires the presence of a co-
agonist, the amino acid glycine (Figure 6.7A,B). There are at least five forms
of NMDA receptor subunits (NMDA-R1, and NMDA-R2A through NMDA-
R2D); different synapses have distinct combinations of these subunits, pro-
ducing a variety of NMDA receptor-mediated postsynaptic responses.
Whereas some glutamatergic synapses have only AMPA or NMDA recep-
tors, most possess both AMPA and NMDA receptors. An antagonist of
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NMDA receptors, APV (2-amino-5-phosphono-valerate), is often used to dif-
ferentiate between the two receptor types. The use of this drug has also
revealed differences between the EPSPs produced by NMDA and those pro-
duced by AMPA /kainate receptors, such as the fact that the synaptic cur-
rents produced by NMDA receptors are slower and longer-lasting than the
those produced by AMPA /kainate receptors (see Figure 6.7C).

In addition to these ionotropic glutamate receptors, there are three types
of metabotropic glutamate receptor (mGluRs) (Figure 6.5). These receptors,
which modulate postsynaptic ion channels indirectly, differ in their coupling
to intracellular signal transduction pathways (see Chapter 7) and in their
sensitivity to pharmacological agents. Activation of many of these receptors
leads to inhibition of postsynaptic Ca?* and Na* channels. Unlike the excita-
tory ionotropic glutamate receptors, mGluRs cause slower postsynaptic re-
sponses that can either increase or decrease the excitability of postsynaptic
cells. As a result the physiological roles of mGluRs are quite varied.

GABA and Glycine

Most inhibitory synapses in the brain and spinal cord use either y-aminobu-
tyric acid (GABA) or glycine as neurotransmitters. Like glutamate, GABA
was identified in brain tissue during the 1950s. The details of its synthesis
and degradation were worked out shortly thereafter by the work of Ernst
Florey and Eugene Roberts. During this era, David Curtis and Jeffrey
Watkins first showed that GABA can inhibit action potential firing in mam-
malian neurons. Subsequent studies by Edward Kravitz and colleagues
established that GABA serves as an inhibitory transmitter at lobster neuro-
muscular synapses. It is now known that as many as a third of the synapses
in the brain use GABA as their inhibitory neurotransmitter. GABA is most
commonly found in local circuit interneurons, although cerebellar Purkinje
cells provide an example of a GABAergic projection neuron (see Chapter 18).

The predominant precursor for GABA synthesis is glucose, which is
metabolized to glutamate by the tricarboxylic acid cycle enzymes (pyruvate
and glutamine can also act as precursors). The enzyme glutamic acid decar-
boxylase (GAD), which is found almost exclusively in GABAergic neurons,
catalyzes the conversion of glutamate to GABA (Figure 6.8A). GAD requires
a cofactor, pyridoxal phosphate, for activity. Because pyridoxal phosphate is
derived from vitamin B, a B, deficiency can lead to diminished GABA syn-
thesis. The significance of this became clear after a disastrous series of infant
deaths was linked to the omission of vitamin B, from infant formula. This
lack of B, resulted in a large reduction in the GABA content of the brain, and
the subsequent loss of synaptic inhibition caused seizures that in some cases
were fatal. Once GABA is synthesized, it is transported into synaptic vesicles
via a vesicular inhibitory amino acid transporter (VIATT).

The mechanism of GABA removal is similar to that for glutamate: Both
neurons and glia contain high-affinity transporters for GABA, termed GATs
(several forms of GAT have been identified). Most GABA is eventually con-
verted to succinate, which is metabolized further in the tricarboxylic acid
cycle that mediates cellular ATP synthesis. The enzymes required for this
degradation, GABA transaminase and succinic semialdehyde dehydroge-
nase, are mitochondrial enzymes. Inhibition of GABA breakdown causes a
rise in tissue GABA content and an increase in the activity of inhibitory
neurons. There are also other pathways for degradation of GABA. The most
noteworthy of these results in the production of y-hydroxybutyrate, a
GABA derivitive that has been abused as a “date rape” drug. Oral adminis-
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Figure 6.8 Synthesis, release, and
reuptake of the inhibitory neurotrans-
mitters GABA and glycine. (A) GABA is
synthesized from glutamate by the
enzyme glutamic acid decarboxylase,
which requires pyridoxal phosphate. (B)
Glycine can be synthesized by a number
of metabolic pathways; in the brain, the
major precursor is serine. High-affinity
transporters terminate the actions of
these transmitters and return GABA or
glycine to the synaptic terminals for
reuse, with both transmitters being
loaded into synaptic vesicles via the
vesicular inhibitory amino acid trans-
porter (VIATT).
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Box D

Excitotoxicity Following Acute Brain Injury

Excitotoxicity refers to the ability of glu-
tamate and related compounds to
destroy neurons by prolonged excitatory
synaptic transmission. Normally, the
concentration of glutamate released into
the synaptic cleft rises to high levels
(approximately 1 mM), but it remains at
this concentration for only a few millisec-
onds. If abnormally high levels of gluta-
mate accumulate in the cleft, the exces-
sive activation of neuronal glutamate
receptors can literally excite neurons to
death.

The phenomenon of excitotoxicity
was discovered in 1957 when D. R. Lucas
and J. P. Newhouse serendipitously
found that feeding sodium glutamate to
infant mice destroys neurons in the
retina. Roughly a decade later, John
Olney at Washington University
extended this discovery by showing that
regions of glutamate-induced neuronal
loss can occur throughout the brain. The
damage was evidently restricted to the
postsynaptic cells—the dendrites of the
target neurons were grossly swollen—
while the presynaptic terminals were
spared. Olney also examined the relative
potency of glutamate analogs and found
that their neurotoxic actions paralleled
their ability to activate postsynaptic glu-
tamate receptors. Furthermore, gluta-
mate receptor antagonists were effective
in blocking the neurotoxic effects of glu-
tamate. In light of this evidence, Olney
postulated that glutamate destroys neu-
rons by a mechanism similar to transmis-
sion at excitatory glutamatergic syn-

apses, and coined the term excitotoxic to
refer to this pathological effect.

Evidence that excitotoxicity is an
important cause of neuronal damage
after brain injury has come primarily
from studying the consequences of
reduced blood flow. The most common
cause of reduced blood flow to the brain
(ischemia) is the occlusion of a cerebral
blood vessel (i.e., a stroke; see Appendix
3). The idea that excessive synaptic activ-
ity contributes to ischemic injury
emerged from the observation that con-
centrations of glutamate and aspartate in
the extracellular space around neurons
increase during ischemia. Moreover,
microinjection of glutamate receptor
antagonists in experimental animals pro-
tects neurons from ischemia-induced
damage. Together, these findings imply
that extracellular accumulation of gluta-
mate during ischemia activates gluta-
mate receptors excessively, and that this
somehow triggers a chain of events that
leads to neuronal death. The reduced
supply of oxygen and glucose presum-
ably elevates extracellular glutamate lev-
els by slowing the energy-dependent
removal of glutamate at synapses.

Excitotoxic mechanisms have now
been shown to be involved in other acute
forms of neuronal insult, including
hypoglycemia, trauma, and repeated
intense seizures (called status epilepti-
cus). Understanding excitotoxicity there-
fore has important implications for treat-
ing a variety of neurological disorders.
For instance, a blockade of glutamate

receptors could, in principle, protect neu-
rons from injury due to stroke, trauma,
or other causes. Unfortunately, clinical
trials of glutamate receptor antagonists
have not led to much improvement in
the outcome of stroke. The ineffective-
ness of this quite logical treatment is
probably due to several factors, one of
which is that substantial excitotoxic
injury occurs quite soon after ischemia,
prior to the typical initiation of treat-
ment. It is also likely that excitotoxicity is
only one of several mechanisms by
which ischemia damages neurons, other
candidates including damage secondary
to inflammation. Pharmacological inter-
ventions that target all these mechanisms
nonetheless hold considerable promise
for minimizing brain injury after stroke
and other causes.
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tration of y-hydroxybutyrate can cause euphoria, memory deficits, and
unconsciousness. Presumably these effects arise from actions on GABAergic

synapses in the CNS.

Inhibitory synapses employing GABA as their transmitter can exhibit
three types of postsynaptic receptors, called GABA ,, GABA;, and GABA_..
GABA, and GABA_ receptors are ionotropic receptors, while GABA,
receptors are metabotropic. The ionotropic GABA receptors are usually
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Figure 6.9 Ionotropic GABA receptors. (A) Stimulation of a
presynaptic GABAergic interneuron, at the time indicated by
the arrow, causes a transient inhibition of action potential firing
in its postynaptic target. This inhibitory response is caused by
activation of postsynaptic GABA , receptors. (B) Ionotropic

inhibitory because their associated channels are permeable to CI~ (Figure
6.9A); the flow of the negatively charged chloride ions inhibits postsynaptic
cells since the reversal potential for CI™ is more negative than the threshold
for neuronal firing (see Figure 5.19B). Like other ionotropic receptors,
GABA receptors are pentamers assembled from a combination of five types
of subunits (o, B, v, 8, and p; see Figure 6.4C). As a result of this subunit
diversity, as well as variable stoichiometry of subunits, the function of
GABA , receptors differs widely among neuronal types. Drugs that act as
agonists or modulators of postsynaptic GABA receptors, such as benzodi-
azepines and barbiturates, are used clinically to treat epilepsy and are effec-
tive sedatives and anesthetics. Binding sites for GABA, barbiturates,
steroids, and picrotoxin are all located within the pore domain of the chan-
nel (Figure 6.9B). Another site, called the benzodiazepine binding site, lies
outside the pore and modulates channel activity. Benzodiazepines, such as
diazepam (Valium®) and chlordiazepoxide (Librium®), are tranquilizing
(anxiety reducing) drugs that enhance GABAergic transmission by binding
to the oo and 6 subunits of GABA , receptors. Barbiturates, such as pheno-
barbital and pentobarbital, are hypnotics that bind to the o and 3 subunits
of some GABA receptors and are used therapeutically for anesthesia and to
control epilepsy. Another drug that can alter the activity of GABA-mediated
inhibitory circuits is alcohol; at least some aspects of drunken behavior are
caused by the alcohol-mediated alterations in ionotropic GABA receptors.
Metabotropic GABA receptors (GABAp) are also widely distributed in
brain. Like the ionotropic GABA , receptors, GABA receptors are inhibitory.
Rather than activating Cl~ selective channels, however, GABAg-mediated
inhibition is due to the activation of K* channels. A second mechanism for
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GABAj-mediated inhibition is by blocking Ca** channels, which tends to
hyperpolarize postsynaptic cells. Unlike most metabotropic receptors,
GABAj receptors appear to assemble as heterodimers of GABA; R1 and R2
subunits.

The distribution of the neutral amino acid glycine in the central nervous
system is more localized than that of GABA. About half of the inhibitory
synapses in the spinal cord use glycine; most other inhibitory synapses use
GABA. Glycine is synthesized from serine by the mitochondrial isoform of
serine hydroxymethyltransferase (Figure 6.8B), and is transported into syn-
aptic vesicles via the same vesicular inhibitory amino acid transporter that
loads GABA into vesicles. Once released from the presynaptic cell, glycine is
rapidly removed from the synaptic cleft by the plasma membrane glycine
transporters. Mutations in the genes coding for some of these enzymes result
in hyperglycinemia, a devastating neonatal disease characterized by
lethargy, seizures, and mental retardation.

The receptors for glycine are also ligand-gated Cl~ channels, their general
structure mirroring that of the GABA , receptors. Glycine receptors are pen-
tamers consisting of mixtures of the 4 gene products encoding glycine-bind-
ing o subunits, along with the accessory B subunit. Glycine receptors are
potently blocked by strychnine, which may account for the toxic properties
of this plant alkaloid (see Box B).

The Biogenic Amines

Biogenic amine transmitters regulate many brain functions and are also
active in the peripheral nervous system. Because biogenic amines are impli-
cated in such a wide range of behaviors (ranging from central homeostatic
functions to cognitive phenomena such as attention), it is not surprising
that defects in biogenic amines function are implicated in most psychiatric
disorders. The pharmacology of amine synapses is critically important in
psychotherapy, with drugs affecting the synthesis, receptor binding, or
catabolism of these neurotransmitters being among the most important
agents in the armamentarium of modern pharmacology (Box E). Many
drugs of abuse also act on biogenic amine pathways.

There are five well-established biogenic amine neurotransmitters: the three
catecholamines—dopamine, norepinephrine (noradrenaline), and epineph-
rine (adrenaline)—and histamine and serotonin (see Figure 6.1). All the cat-
echolamines (so named because they share the catechol moiety) are derived
from a common precursor, the amino acid tyrosine (Figure 6.10). The first
step in catecholamine synthesis is catalyzed by tyrosine hydroxylase in a
reaction requiring oxygen as a co-substrate and tetrahydrobiopterin as a
cofactor to synthesize dihydroxyphenylalanine (DOPA). Histamine and sero-
tonin are synthesized via other routes, as described below.

* Dopamine is present in several brain regions (Figure 6.11A), although the
major dopamine-containing area of the brain is the corpus striatum, which
receives major input from the substantia nigra and plays an essential role in
the coordination of body movements. In Parkinson’s disease, for instance,
the dopaminergic neurons of the substantia nigra degenerate, leading to a
characteristic motor dysfunction (see Box B in Chapter 17). Dopamine is also
believed to be involved in motivation, reward, and reinforcement, and many
drugs of abuse work by affecting dopaminergic synapses in the CNS (see
Box A). In addition to these roles in the CNS, dopamine also plays a poorly
understood role in some sympathetic ganglia.
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Figure 6.10 The biosynthetic pathway
for the catecholamine neurotransmitters.
The amino acid tyrosine is the precursor
for all three catecholamines. The first
step in this reaction pathway, catalyzed
by tyrosine hydroxylase, is rate-limiting.
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Box E

Biogenic Amine Neurotransmitters and Psychiatric Disorders

The regulation of the biogenic amine
neurotransmitters is altered in a variety
of psychiatric disorders. Indeed, most
psychotropic drugs (defined as drugs
that alter behavior, mood, or percep-
tion) selectively affect one or more steps
in the synthesis, packaging, or degrada-
tion of biogenic amines. Sorting out
how these drugs work has been
extremely useful in beginning to under-
stand the molecular mechanisms
underlying some of these diseases.

Based on their effects on humans,
psychotherapeutic drugs can be divided
into several broad categories: antipsy-
chotics, antianxiety drugs, antidepres-
sants, and stimulants. The first antipsy-
chotic drug used to ameliorate disorders
such as schizophrenia was reserpine.
Reserpine was developed in the 1950s
and initially used as an antihyperten-
sive agent; it blocks the uptake of norep-
inephrine into synaptic vesicles and
therefore depletes the transmitter at
aminergic terminals, diminishing the
ability of the sympathetic division of the
visceral motor system to cause vasocon-
striction (see Chapter 20). A major side
effect in hypertensive patients treated
with reserpine—behavioral depres-
sion—suggested the possibility of using
it as an antipsychotic agent in patients
suffering from agitation and pathologi-
cal anxiety. (Its ability to cause depres-
sion in mentally healthy individuals
also suggested that aminergic transmit-
ters are involved in mood disorders; see
Box E in Chapter 28.)

Although reserpine is no longer
used as an antipsychotic agent, its ini-
tial success stimulated the development
of antipsychotic drugs such as chlor-
promazine, haloperidol, and benperi-
dol, which over the last several decades
have radically changed the approach to
treating psychotic disorders. Prior to
the discovery of these drugs, psychotic
patients were typically hospitalized for

long periods, sometimes indefinitely,
and in the 1940s were subjected to des-
perate measures such as frontal lobot-
omy (see Box B in Chapter 25). Modern
antipsychotic drugs now allow most
patients to be treated on an outpatient
basis after a brief hospital stay. Impor-
tantly, the clinical effectiveness of these
drugs is correlated with their ability to
block brain dopamine receptors, imply-
ing that activation of dopamine recep-
tors contributes to some types of psy-
chotic illness. A great deal of effort
continues to be expended on develop-
ing more effective antipsychotic drugs
with fewer side effects, and on discov-
ering the mechanism and site of action
of these medications.

The second category of psychothera-
peutic drugs is the antianxiety agents.
Anxiety disorders are estimated to
afflict 10-35% of the population, mak-
ing them the most common psychiatric
problem. The two major forms of
pathological anxiety—panic attacks and
generalized anxiety disorder—both
respond to drugs that affect aminergic
transmission. The agents used to treat
panic disorders include inhibitors of the
enzyme monoamine oxidase (MAO
inhibitors) required for the catabolism
of the amine neurotransmitters, and
blockers of serotonin receptors. The
most effective drugs in treating general-
ized anxiety disorder have been benzo-
diazepines, such as chlordiazepoxide
(Librium®), and diazepam (Valium®). In
contrast to most other psychotherapeu-
tic drugs, these agents increase the effi-
cacy of transmission at GABA , syn-
apses rather than acting at aminergic
synapses.

Antidepressants and stimulants also
affect aminergic transmission. A large
number of drugs are used clinically to
treat depressive disorders. The three
major classes of antidepressants—MAO
inhibitors, tricyclic antidepressants, and

serotonin uptake blockers such as flu-
oxetine (Prozac®) and trazodone—all
influence various aspects of aminergic
transmission. MAQ inhibitors such as
phenelzine block the breakdown of
amines, whereas the tricyclic antide-
pressants such as desipramine block the
reuptake of norepinephrine and other
amines. The extraordinarily popular
antidepressant fluoxetine (Prozac®)
selectively blocks the reuptake of sero-
tonin without affecting the reuptake of
catecholamines. Stimulants such as
amphetamine are also used to treat
some depressive disorders. Ampheta-
mine stimulates the release of norepi-
nephrine from nerve terminals; the
transient “high” resulting from taking
amphetamine may reflect the emotional
opposite of the depression that some-
times follows reserpine-induced norepi-
nephrine depletion.

Despite the relatively small number
of aminergic neurons in the brain, this
litany of pharmacological actions
emphasizes that these neurons are criti-
cally important in the maintenance of
mental health.
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Dopamine is produced by the action of DOPA decarboxylase on DOPA
(see Figure 6.10). Following its synthesis in the cytoplasm of presynaptic ter-
minals, dopamine is loaded into synaptic vesicles via a vesicular monoamine
transporter (VMAT). Dopamine action in the synaptic cleft is terminated by
reuptake of dopamine into nerve terminals or surrounding glial cells by a
Na*-dependent dopamine transporter, termed DAT. Cocaine apparently pro-
duces its psychotropic effects by binding to and inhibiting DAT, yielding a
net increase in dopamine release from specific brain areas. Amphetamine,
another addictive drug, also inhibits DAT as well as the transporter for nor-
epinepherine (see below). The two major enzymes involved in the catabo-
lism of dopamine are monoamine oxidase (MAO) and catechol O-methyl-
transferase (COMT). Both neurons and glia contain mitochondrial MAO and
cytoplasmic COMT. Inhibitors of these enzymes, such as phenelzine and
tranylcypromine, are used clinically as antidepressants (see Box E).

Once released, dopamine acts exclusively by activating G-protein-coupled
receptors. These are mainly dopamine-specific receptors, although B-adren-
ergic receptors also serve as important targets of norepinepherine and epi-
nepherine (see below). Most dopamine receptor subtypes (see Figure 6.5B)
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act by either activating or inhibiting adenylyl cyclase (see Chapter 7). Acti-
vation of these receptors generally contribute to complex behaviors; for
example, administration of dopamine receptor agonists elicits hyperactivity
and repetitive, stereotyped behavior in laboratory animals. Activation of
another type of dopamine receptor in the medulla inhibits vomiting. Thus,
antagonists of these receptors are used as emetics to induce vomiting after
poisoning or a drug overdose. Dopamine receptor antagonists can also elicit
catalepsy, a state in which it is difficult to initiate voluntary motor move-
ment, suggesting a basis for this aspect of some psychoses.

* Norepinephrine (also called noradrenaline) is used as a neurotransmitter
in the locus coeruleus, a brainstem nucleus that projects diffusely to a variety
of forebrain targets (Figure 6.11B) and influences sleep and wakefulness,
attention, and feeding behavior. Perhaps the most prominent noradrenergic
neurons are sympathetic ganglion cells, which employ norepinephrine as the
major peripheral transmitter in this division of the visceral motor system
(see Chapter 20).

Norepinephrine synthesis requires dopamine f-hydroxylase, which cat-
alyzes the production of norepinephrine from dopamine (see Figure 6.10).
Norepinephrine is then loaded into synaptic vesicles via the same VMAT
involved in vesicular dopamine transport. Norepinepherine is cleared from
the synaptic cleft by the norepinepherine transporter (NET), which also is
capable of taking up dopamine. As mentioned, NET serves as a molecular
target of amphetamine, which acts as a stimulant by producing a net
increase in the release of norepinepherine and dopamine. A mutation in the
NET gene is a cause of orthostatic intolerance, a disorder that produces
lightheadedness while standing up. Like dopamine, norepinepherine is
degraded by MAO and COMT.

Norepinepherine, as well as epinephrine, acts on o- and B-adrenergic
receptors (Figure 6.5B). Both types of receptor are G-prote