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FOREWORD

Kilmacthomas is a small town of some 7,500 inhabitants, not far from
Waterford in southern Ireland. In November 2001, the citizens of
Kilmacthomas found themselves subject to the same fears that swept commu-
nities from Washington, D.C., to Nairobi, Karachi, Beijing, and thousands of
other cities, towns and villages across the world. The Waterford News &
Star reported, together with the results of the whist drive in Ballylaneen, that
the Kilmacthomas post office had been closed after a white powder was found
in the mail box. Police, fire department, ambulance and the Army Disposal
Unit personnel were called to the scene to make the post office safe. The
powder did not contain anthrax but the incident shows how easily the fear
of bioterrorism paralyzes communities.

We have always lived in perilous times. Seemingly from nowhere, “new” or
new variants of infectious agents have appeared and afflicted human beings.
The Spanish flu of the 1918-1919 pandemic killed tens of millions; in 1984,
human immunodeficiency virus (HIV) was identified as the causative agent
of a new disease, acquired immunodeficiency disease syndrome (AIDS);
hantavirus pulmonary syndrome caused by the Hanta virus of rodents was
first identified in 1993; variant Creutzfeldt-Jakob disease was first diagnosed
in 1996; and severe acute respiratory syndrome (SARS) caused widespread
panic in 2003. This list does not include the devastating infections of agricul-
tural plants and animals—the 2001 foot-and-mouth disease outbreak in the
United Kingdom led to the slaughter of 11 million animals.

In 1991, Lyme disease was still a “newly emerged” infection; the bacterium
responsible had been identified only nine years earlier. In that year, the first
in a series of meetings on Lyme disease was held at the Banbury Center of the
Cold Spring Harbor Laboratory. It was chaired by Steve Schutzer. It highlighted
many diagnostic problems common to other newly emerging infections. How
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can one diagnose a previously-unknown infection? What laboratory tests can
detect an unknown pathogen? This book has its origins in that series of meet-
ings, which by 2000 had metamorphosed to embrace the wider problems of
novel infections in plants and animals, as well as human beings. It was during
the 2000 conference on Meeting the Challenge of Infectious Diseases in the
21st Century, chaired by Roger Breeze, that two sessions were devoted to
“Detection, Identification, Forensics and Diagnosis.” Then came the anthrax
terrorist attacks of 2001, when genuine threats were followed by many thou-
sands of hoaxes throughout the world. And so it was that the editors of this
book—Steve Schutzer, Roger Breeze, and Bruce Budowle, along with other
colleagues—organized Banbury Center meetings in 2002 and 2004 to examine
forensic approaches to microbial bioterrorism. This was not the first occasion
on which forensics had been discussed at Banbury. In 1988, there was what
turned out to be an historic meeting examining the early implementation of
human DNA fingerprinting. Bruce Budowle was one of the participants in that
meeting.

This book tackles many of the issues facing investigators of real or poten-
tial attacks employing microorganisms and toxins. How to identify rapidly
unknown substances? If there is an outbreak or even just one example of a
seemingly new disease, is it naturally occurring? If not, who is responsible?
What pathogen is involved? Has it been manipulated in any way? What advice
should be given to the officials and to the public? Microbial Forensics takes us
from the fundamental biology of pathogenic organisms, through the investi-
gation of suspicious events, to the legal requirements for prosecution should
a felony have been committed. Such investigations require expertise in many
different fields and the authors of the chapters in the book are acknowledged
experts, bringing their knowledge and experience to bear on what continues
to be one of the most difficult challenges of the new, post September 11" world.
Microbial Forensics provides a much needed resource for all those faced with
investigating mysterious white powders and unknown infections.

Jan Witkowski

Director;, Banbury Center

Cold Spring Harbor Laboratory
New York



PREFACE

Pathogenic microbes and their toxins have always posed a significant threat to
the health of humans, animals and plants that become exposed and infected
in the great scheme of Life. But now there is a new threat—the deliberate use
of pathogens and toxins as weapons in acts of bioterrorism or the commission
of biocrimes. Countering these weapons demands new tools and a new
scientific discipline, microbial forensics. We define microbial forensics as a
scientific discipline dedicated to analyzing evidence from a bioterrorism act,
biocrime, or inadvertent microorganism/toxin release for attribution purposes.

Epidemiologists, particularly those in public health fields, have used foren-
sic practices for decades to identify causative agents and the etiology of disease.
Some essential elements of this new discipline aimed at attribution have long
been growing in several government agencies. But microbial forensics could
not evolve into its own discipline because it was not considered a potential
deterrent and it seemed limited in its ability to attribute the source or to iden-
tify the perpetrator. However, over the last decade, and particularly after the
2001 anthrax letter attacks, microbial forensics has crystallized and become
more formalized. This has brought renewed interest, an influx of resources and
people, and new rules of engagement.

Scientists entering the field of microbial forensics and people who may
make political, administrative, or legal decisions or just would like to be better
informed have no single source to consult. This book was written to provide
such a resource, to introduce the discipline, and to describe some of the chal-
lenges and opportunities ahead. Not all possible topics are described. Instead,
representative examples are provided to initiate and educate the reader. We
hope that the book will serve as a foundation text to stimulate new genera-
tions of scientists and legal experts who will bring additional expertise to
the field. The book has this Preface and 18 other chapters that address: 1)

Xix



XX PREFACE

definition of the discipline, select history of past bioterrorism and biocrime
events, challenges and direction; 2) synopses of the basic biology of viruses,
bacteria, fungi, and toxins; 3) epidemiology; 4) laboratory and technology con-
siderations; 5) host-pathogen interactions; 6) bioinformatics and population
genetics; 7) quality assurance; and 8) legal aspects. An appendix lists quality
assurance guidelines for microbial forensic laboratories that carry out ana-
lytical assays.

Over the past century, science has played an increasingly greater role in
criminal investigation. Microbial forensic science will continue this tradition
and assist in solving crimes by characterizing physical evidence found at a
crime scene for attribution purposes. A combination of diverse disciplines is
exploited to analyze evidence, including biology, microbiology, medicine,
chemistry, physics, statistics, population genetics, and computer science. New
techniques must be employed to get the most evidence from biological mate-
rials used in terrorist and criminal events, especially when more traditional
forms of evidence are either not available or very limited in content. These
concepts are explained in this book. Yet scientific analysis alone is not enough.
Forensic science should be integrated with other information. In practice, rig-
orous attention must be paid to steps that will assure admissibility of results
in a court of law. Admissibility rules, and legal expectations and consequences,
are described by citing past cases. We also stress quality control and quality
assurance as the means to ensure reliability. Practices such as adherence to
chain of custody procedures, documentation of activities, using tested
reagents, calibrated equipment, negative and known positive control samples,
validated procedures, standard operating procedures, and so on, are the ess-
ence of reliability and confidence. These in turn ensure admissibility.

The foundations described here should be strengthened, built upon,
and when appropriate remodeled. The driving force for the maturation of
microbial forensics will be our present and future colleagues. We look forward
to their input, interaction, and insight.

Bruce Budowle
Steven E. Schutzer
Roger G. Breeze
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Microbial Forensics

BRUCE BUDOWLE AND MARK R. WILSON
Federal Bureau of Investigation, Laboratory Division, Quantico, Virginia

JAMES P. BURANS
National Bioforensic Analysis Center, Department of Homeland Security, Frederick, Maryland

ROGER G. BREEZE
Centaur Science Group, Washington, DC

RANAJIT CHAKRABORTY
Center for Genome Information, University of Cincinnati College of Medicine, Cincinnati, Ohio

INTRODUCTION

Officials, victims, and family and friends of victims of crime often want to iden-
tify the perpetrator of the crime and to exclude those who could not have
committed the crime. Science can assist in that endeavor by characterizing
physical evidence found at the crime scene. The fields of human DNA analy-
sis, hair morphology comparisons, handwriting, fingerprint identification,
drug analysis, ballistics, tool marks, and others are well established in foren-
sic science.

In the 21st century, the ability to manipulate and disseminate pathogens
has increased to a point where there are grave concerns about potential use of
microbiological organisms and their toxins to attack and cause serious harm
to humans, animals, and plants. These new scenarios of threat and crime can
also be addressed using forensic science practices for identifying perpetrators
of crimes and to protect the innocent. The field of microbial forensics, with
the goal of attribution, has begun to crystallize, and much effort nationally and
internationally is being dedicated to develop and form this field into a mature
science. This introductory chapter describes the efforts and needs of the
microbial forensics field. First, the threat is defined. Then, historical exam-
ples of bioweapons use are provided not only to familiarize readers with the
potential use, but to show that such weapons do exist and have been used. As

Microbial Forensics
Copyright © 2005 by Elsevier Inc. All rights of reproduction in any form reserved. 1



2 MICROBIAL FORENSICS

some readers may not be familiar with forensic science, a general description
of the basics of forensic science practices are provided in a following section.
Subsequently, the microbial forensic field is defined, and the efforts and needs
of the field are discussed. Lastly, education efforts are stressed as a key to
disease surveillance and appropriate public response to a disease outbreak,
whether it is intentional or natural.

THE THREAT

Terrorism can be defined as an attack or threat of an attack on the innocent
to create fear, intimidate, inflict harm, and/or affect economic well-being.
These acts have often been politically motivated, but may not always be so. To
create terror, perpetrators of bioterrorism use pathogens or toxins as weapons.
A number of bacteria, viruses, and fungi pose serious health risks to humans,
animals, and plants, and the use of them as bioweapons can have serious con-
sequences on human health, economic development, social stability, and polit-
ical activities of nations worldwide. Moreover, technology has developed to
such a point that there is a greater potential and increased likelihood that bio-
logical weapons will be accessible to individuals or small groups of individu-
als instead of just state organized institutions. Sophisticated high technology,
such as that used for nuclear weapon development, is not needed to produce
large quantities of weaponizable pathogens, and large quantities of bioweapons
can be easily produced. Dissemination of pathogenic agents has been consid-
ered difficult in the past and put a limitation on their use, but some approaches
can be relatively simple, such as may be needed to infect large herds of
livestock. To add to the motivation of use is the low cost of producing
and using pathogenic agents in criminal acts. It has been estimated that the
cost to inflict civilian casualties is about $2000 per km® for conventional
weapons and about $800 per km” for nuclear weapons; for biological weapons
the cost is only about $1 per km”."* Thus, bioterrorism will be one of the major
threat challenges of the 21st century. Indeed, the anthrax letter bioterrorism
attack of 2001 brought to the forefront the need to consider strengthening
homeland security and enhance our forensic capabilities for attribution and
deterrence.

In addition to bioterrorism, pathogens and/or toxins may be used in
biocrimes. These acts may be considered the same as traditional crimes which
usually are directed towards harming individuals except that the weapon is
biological in nature, instead of guns, knives, and traditional chemical poisons
such as cyanide. However, the use of a bioweapon in a criminal case should
be taken as seriously as that of a bioterrorist attack.
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HISTORY

The use of pathogenic agents as weapons has been documented for more than
two millennia. The ancient Romans carried out biological warfare by putting
carrion into the wells of their enemies to poison the water supply. Such crude
biowarfare tactics continued well into the 20th century.>* During the 14th-
century siege of Kaffa (now Feodossia, Ukraine), the attacking Tartar soldiers
experienced an epidemic of bubonic plague. The Tartars capitalized on the
devastating disease and used the bodies of plague victims as weapons. They
catapulted their own soldiers’ diseased bodies into the walled city of Kaffa
in an attempt to inflict harm on their enemy and likely contributed to the
European plague epidemic during the Middle Ages.”” Smallpox and measles
contained within blankets and clothing were used by the Conquistadors and
British as biological weapons against Native Americans. It is believed that such
tactics influenced the outcome of the French and Indian Wars.”’ Plague was
used as a weapon by the Japanese during World War II. Laboratory-raised fleas
were allowed to feed on plague-infected rats. The fleas were then disseminated
from airplanes over China.”® In 1993, the Aum Shinrikyo Cult (known for its
sarin nerve gas attack in a Tokyo subway) attempted to spread anthrax in
Tokyo from the rooftop of an eight-story building owned by the Cult. The pur-
ported attack did not cause any illness from the anthrax agent, because the
strain Sterne (a vaccine strain) was used. It is believed that the Aum Shinrikyo
Cult also dispersed botulinum toxin, Q fever, and spores from a poisonous
mushroom, but all attacks failed.*! In 1984, cult followers of Baghwan Sri
Rajneesh attempted to affect the outcome of a local election in Dalles, Oregon.
They attempted to incapacitate the population and prevent them from voting
by successfully contaminating salad bars in 10 restaurants with Salmonella
typhimurium; 751 people developed food poisoning. A Salmonella typhimurium
strain found in a laboratory at the commune of the religious cult was indis-
tinguishable from the strain from the outbreak.'* In 1996 in Dallas, Texas, there
was a documented case of intentional Shigellosis contamination. Twelve people
of the laboratory staff of St. Paul Medical Center hospital developed severe,
acute diarrheal illness. Shigella dysenteriae type 2 was isolated from stool
samples of some of the sick workers. All outbreak patients reported eating
muffins or doughnuts in a break room. Shigella dysenteriae type 2, recovered
from the patients, from an uneaten muffin, and from the medical laboratory’s
stock strain were indistinguishable by pulsed-field gel electrophoresis. A
criminal investigation ensued focusing on a laboratory technician who was
subsequently convicted on five felony assaults and falsifying laboratory
documents.'""

The few examples described above focus mostly on those agents that could
cause harm to human targets (see CDC list).” However, disruption of food
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sources and great economic upheaval could arise by targeting agriculture. U.S.
commercial animal agriculture revolves around three commodities: cattle,
swine, and poultry (i.e., chickens and turkeys). Sheep, goats, ducks, and other
species may be considered commercially insignificant, but an attack on these
could hurt smaller economic sectors and affect public confidence. While
horses are not considered to be a domestic livestock industry by the United
States Department of Agriculture (USDA), they do fulfill personal and recre-
ational needs. Deer, elk, bison, and other wildlife species are also not consid-
ered domestic livestock but could become reservoirs for pathogens, and attacks
on wildlife could affect the ecosystem. Fish and shellfish, which form a notable
industry, are often not thought of as targets, but could be targets for an attack.

International lists of livestock diseases that pose the greatest threats are
maintained by the International Organization of Epizootics (OIE)."* There are
about 15 diseases on the OIE List A and a much larger number in List B. Blue-
tongue, Newcastle disease, and vesicular stomatitis, which are on List A, occur
naturally in the U.S. Terrorists and criminals have easier access to these and
other animal pathogens, because they occur naturally. Some animal diseases
are caused by zoonotic pathogens (i.e., causing disease in animals and
humans). These include: Rift Valley Fever (Bunyaviridae), Glanders (Burk-
holderia mallei), and Q fever (Coxiella burnetii). Pathogens that reside in a
broad range of host species can be more difficult to eradicate and enable access
from a variety of reservoirs.

Livestock are highly vulnerable. One need only consider the most recent
outbreak of Foot and Mouth disease in England to appreciate the impact of
just a natural outbreak. The same or greater effect can be imagined with the
use of a livestock-directed bioweapon. Animal pathogens are often highly con-
tagious and can be dispersed without advanced technology; in addition, disease
can spread rapidly, animal to animal. In the U.S., disease spread can be exac-
erbated because livestock are often transported in large numbers throughout
the U.S."” Historically, attacks have occurred against livestock. For example,
during World War I, Glanders (Burkholderia mallei) was used by the Germans
to infect Allied horses and mules. In fact, a laboratory was established in Chevy
Chase, Maryland in 1916 to culture Glanders (and anthrax) and the live organ-
isms were then provided to German agents to infect U.S. draft animals. They
successfully infected a number of animals in the U.S., as well as in Europe.”'*'
The former Soviet Union also used Glanders in the early 1980s during its war
in Afghanistan.'”'® In 1952, the Mau Mau poisoned and killed some cattle at
a British mission station in Kenya using a local toxic plant, the African milk
bush (Synadenium compactum “Ruby”). They purportedly placed plant latex
material into incisions made in the animals’ skin.'®!"'®

There are no major plant pathogens that also pose a significant threat to
human public health. However, the plant agriculture industry is a large part
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of the U.S. economy and a major source of foodstuffs. A significant proportion
of the global crops of soybeans, wheat, and corn are grown in the U.S. A suc-
cessful attack on any of these commodities would have obvious economic
impact locally, if not globally, and could affect food supplies. In addition, many
other crops such as sorghum, rice, barley, cotton, and tree crops such as citrus,
apples, and stone fruits are economically important in regions of the U.S. An
attack on a regional crop, such as rice in the U.S., may not be catastrophic eco-
nomically or significantly affect food supplies, but public concern would inten-
sify. However, an attack on the rice crop in some Asian countries, such as India
or China, could be economically devastating and/or create a famine. Also, one
needs to consider forest plant life as a significant target that can impact on the
ecosystem, economy (e.g., lumber), recreation, and security.

The most significant plant pathogen threats for U.S. agriculture are fungi'’
such as soybean rust (Phakospora pachyrhizi)*>*' and wheat stem rust (Puc-
cinia graminis).”> Wheat stem rust can be an especially effective bioweapon
because it can remain viable for more than two years with proper storage con-
ditions and spreads rapidly.” Wheat smuts are endemic around the world, and
large infestations can greatly reduce crop yield. In addition, wheat smuts may
have another weaponizable feature not typically considered; they produce
trimethylamine gas that is highly flammable. Harvesters containing infected
wheat could perhaps become bombs.” Although chemicals such as Agent
Orange for defoliation or chlordane to poison food'” have been used, there are
no documented cases of intentional use of pathogens to attack crops or other
plants. Natural outbreaks, however, can provide insight into the possible effect
of a successful attack. The potato blight in Ireland during 1845-1846 resulted
in a famine that caused one million deaths and the emigration of another
million Irish.”?** Also in the 19th century, a coffee leaf rust destroyed planta-
tions throughout southeast Asia.”?* Brown spot rice contributed to the Bengal
famine of 1943.* In 1970 in the United States, a leaf blight destroyed one
billion dollars worth of corn.”” Some of the most devastating crop pathogens
pass from plant to plant in an airborne manner or by splashing rain; thus,
once an infestation has begun, dispersal can occur easily. There are more than
50,000 known diseases that affect crops. Many crops have low genetic diver-
sity, which render some crop varieties widely susceptible to the terrorist or
criminal use of plant pathogens. There are few restrictions on trade and trans-
portation of plant products, especially seeds; thus, an attack on agriculture
could be easy to carry out and difficult to prevent. Because fungi are far more
complex than viruses, bacteria, or toxins (the major human and animal
threats), a greater resource investment will be required to develop the inves-
tigative tools and technologies required for forensic detection and analysis.

Toxins, produced by some plants, fungi, and bacteria, also may be used as
weapons. Botulinum toxin is one of the most lethal toxins known.” A single
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gram of the toxin is sufficient to kill more than 1 million people.”” Moreover,
as a potential weapon, botulinum toxin is easy to produce and transport. At
least three times in the early to mid-1990s, the Aum Shinrikyo attempted
unsuccessfully to disperse botulinum toxin in Tokyo and at U.S. military instal-
lations in Japan.” The castor bean (Ricinus communis) contains the toxin ricin,
which is highly lethal can be made easily (recipes can be readily found on the
internet) has been involved in several U.S. criminal cases, and has been used
as a tool for assassination.” In London in 1978, Georgi Markov, a Bulgarian
dissident, was assassinated and ricin was the weapon. He was stabbed in the
back of his right leg with the tip of an umbrella, resulting in the deposition
of a ricin-laden platinum/iridium spherical pellet only 1.52mm in diameter.
Interestingly, a similar attempt at assassination was made in Paris in 1978 on
Vladimir Kostov, a Bulgarian defector. The pellet was lodged in his back, but
the delivery mode was unknown. Because Kostov was aware of the death of
Markov, the pellet was identified and surgically removed before any lasting
effects developed. Ricin was confirmed as the toxin by the presence of ricin
antibodies in Kostov.'” Mycotoxins (toxins from fungi) can cause severe illness
and death.'”*® Even as far back as the 6th century B.C., the Assyrians recog-
nized the potential of mycotoxins as a weapon; they poisoned their enemies’
water supply with rye ergot.”® Shortly after World War II the potential of
mycotoxins as a bioweapon became apparent via the Russian military, when
Fusarium-contaminated flour was used to make bread that was then fed to
unaware civilians, who suffered severe illness.” Mycotoxins, in the form of
yellow rain, allegedly have been used in Laos (1975-1981), Kampuchea
(1979-1981), and Afghanistan (1979-1981). As many as 10,000 people, civil-
ians and guerilla fighters, may have died from the mycotoxin poisoning.”® The
Iraqis had an active program developing aflatoxin (although it is difficult to
see how this mycotoxin would be used as a significant weapon).*

One can appreciate that there are many potential targets, and the number
and variety of potential pathogenic weapons are large. Some pathogens are
readily available and may be easy to weaponize and disperse. It is now time to
build an effective forensic science program to analyze evidence found at crime
scenes where bioweapons have been used.

FORENSIC SCIENCE

Forensic science generally is the application of science in the investigation of
legal matters.”® In other words, scientific knowledge and technology are used
to serve as witnesses in both civil and criminal matters. While science may not
offer definitive solutions to the problems of society, it does provide a special
investigative role, particularly in the criminal justice system. The areas of
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science that are exploited are diverse, but typically include the major disci-
plines of biology, chemistry, physics, and geology. Within each discipline are
many subcategories of science that may be used in a forensic science investi-
gation. For example, within biology are the disciplines of medicine, pathology,
molecular biology, immunology, odontology, serology, psychology, and ento-
mology. The specific discipline(s) applied depends on the circumstances of the
crime. Mathematics, especially statistics, are used to place weight or signifi-
cance on observations or data retrieved from crime scene evidence.

The ultimate question usually is “who committed the crime?” (i.e., attri-
bution), and crime scene evidence can play a role in answering that question.
Evidence can be any material, physical, or electronic finding that can associ-
ate or exclude individuals, victim and/or suspect, with a crime. It typically
comprises materials specific to the crime and to control samples for back-
ground information. Types of evidence may be fingerprints, blood, semen,
saliva, hair, fibers, documents, photos, computer files, videos, firearms, glass,
metals, plastics, paint, powders, explosives, tool marks, and soil.

Once a crime scene is recognized and living victims are cared for, the crime
scene is secured to preserve the quality of the evidence. Then, forensic science
and its practitioners take over by first recognizing and properly collecting and
preserving physical evidence. Such processes commence by setting up a docu-
mented chain of custody on all evidence collected and by recording the crime
scene. These actions are important for scientific and legal integrity. Chain of
custody is the practice of maintaining the continuity of possession of evidence
and minimizing and/or documenting all those people who have come into
contact with the evidence. Importantly, if one does not properly collect and
preserve pertinent evidence, crucial and reliable forensic information cannot
be obtained. Improper preservation methods may lead to loss of crucial infor-
mation. Thus, defining proper evidence collection and preservation procedures
and the training of those individuals who carry out such activities (including
first responders) are fundamental to any forensic analysis process.

Once collected and preserved, the evidence is sent to the laboratory for
analysis and all chain of custody practices continue to be maintained. Within
the laboratory, a cadre of analytical procedures may be used to identify the
material. Often, a comparison is made of the data obtained from the evidence
(for example, a DNA profile from a bloodstain) with that obtained from analy-
sis of a reference sample (for example, a DNA profile from a buccal swab from
a suspect in a murder case). Ideally, unique identification of the sample, and
thus its ultimate source or origin, is desired. In many cases that may not be
possible. Thus, one categorizes evidence into two types of characteristics:
individual and class. When evidence can be associated with a reference, or
source sample with a high degree of probability, it is considered to possess
individual characteristics. Typical types of evidence that fall into the individ-
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ual characteristics category are fingerprints and the current battery of human
DNA markers. However, most evidence cannot be characterized to such a level.
It cannot be associated with a high degree of confidence with an alleged source
sample. Thus, the evidence can only be included within a group and hence is
classified as class-characteristic evidence. There is nothing inherently wrong
with class-characteristic evidence; it adds direct and/or circumstantial evidence
for the fact finder to consider in the totality of the case. At times, it may be
difficult to place a probability on class evidence. Yet, a failure to exclude is still
valuable information. It is important, though, to recognize and convey the
limited value that the analysis may comprise. Examples of evidence that fall
into the class-characteristic category are ABO blood groups, mitochondrial
DNA, hairs, glass, fibers, and paint. In general, while the class characteristics
do not achieve the level of source attribution, they generally offer valuable
information with regard to narrowing down the possible source of origin of
specimens collected from the crime scene.

Interpretation of data in a comparison of an evidence sample and a refer-
ence sample is routinely carried out. Generally, there are three categories of
interpretation: inclusion, exclusion, and inconclusive. An inclusion, or match,
is stated when the pattern or profile from the two samples is sufficiently similar
and potentially could have originated from the same source. An alternate def-
inition of an inclusion is a failure to exclude the two samples as having a
common origin or belonging to the same group. An exclusion is stated when
the pattern or profile is sufficiently dissimilar such that the two samples could
not have originated from the same source. Lastly, an inconclusive interpreta-
tion is rendered when there are insufficient data to provide a conclusive inter-
pretation. Obviously, the higher the resolving power that a procedure has, the
better is the chance of excluding those wrongly associated with the evidence.
Note that we did not say “associated with a crime.” Scientific evidence in itself
does not prove guilt or innocence. It is the entirety of all evidence (science
and non-science) that is used by the fact finder to determine guilt or
innocence.

DEFINING THE MICROBIAL
FORENSICS PROGRAM

Most would agree that based on past history and with current technology capa-
bilities, the potential of biological weapons being used is greater than at any
other time in history. Only a few individuals are needed with expertise and
access to dual-use equipment (e.g., equipment used in the pharmaceutical
or food industries) to inexpensively produce a number of bioweapons. As
reviewed earlier, microorganisms and their toxins make particularly danger-
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ous weapons because bioweapons can be grown from a single organism or cell;
thus creation of large quantities can be accomplished readily and at low cost,
starting with minimal amounts of starting material. Thus, even the smallest
amounts of pathogens can be used to perpetrate a major terrorist event or
biocrime. Furthermore, it can be difficult if not impossible to determine
whether very small amounts of such materials have been removed surrepti-
tiously from a facility that is authorized to possess pathogens. Most impor-
tantly, a biological weapon can be easy to conceal and, depending on the target,
easy to disseminate. We must accept that it is impossible to guarantee that the
government can deter or prevent all bioterrorist or criminal acts. Therefore, a
proactive approach must be taken. In addition to the physical security meas-
ures being enacted, science can be effective as a deterrent and for identifying
perpetrators. One major scientific approach to improve investigative capabili-
ties for attribution and deter the use of pathogenic agents in an illicit manner
is the development of a strong, scientifically rigorous microbial forensics
program.

Microbial forensics can be defined as a scientific discipline dedicated to
analyzing evidence from a bioterrorism act, biocrime, or inadvertent microor-
ganism/toxin release for attribution purposes. One may consider attribution
solely to be the “fingerprinting” of a pathogenic agent, but the unique identi-
fication of a microorganism may never be possible, because of the clonal nature
of many microorganisms and, on a case-by-case basis, lack of population
and phylogenetic data. More importantly, the ultimate goal of attribution is
identification of the persons who committed the bioterrorist act or biocrime,
intentionally or inadvertently. In addition to microbiological analytical tools,
traditional forensic analyses, such as human DNA analysis, dermatoglyphic
patterns, analytical chemistry, tool marks, and other techniques will be used
to analyze a bioterrorist event or biocrime evidence.

There is nothing exceptionally unique about forensic microbiological
evidence compared with other forensic evidence. Recognizing a crime scene,
preserving a crime scene, chain of custody practices, evidence collection and
handling, evidence shipping, analysis of evidence, and interpretation of results
are carried out in the same general manner as for any forensic evidence, except
that the evidence will be handled as a biohazard [even more so than with
human immunodeficiency virus (HIV)-infected blood]. It is anticipated that
the majority of microbial forensic evidence will fall into the class-characteristic
category, with some of the data being very informative and some being rather
limited. For example, the bacterium Bacillus anthracis demonstrates low diver-
sity among the various strains of the species. If analyzed in the context of a
biocrime, one may only be able to identify the strain, while substrain resolu-
tion may be difficult. If such data can be derived, for example, by development
of a specified biomarker assay, then further resolution may be possible. In con-
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trast, HIV is a rapidly evolving virus. It is likely that two samples with a recent
common origin could differ at a few nucleotide bases within the genome. Not
having an identical nucleic acid sequence between an isolate and a reference
sample in itself is not considered exculpatory evidence. Phylogenetic trees/
networks are used to demonstrate relationships of those isolates that have a
close or similar ancestry compared with those isolates that have less related
histories (see the Forensic Case Examples section below).

Since an attack may be easy to carry out and difficult to prevent, law
enforcement needs to enhance its capabilities to confront this new challenge.
Law enforcement already has the infrastructure (i.e., its traditional role) for
attribution and deterrence. Measures need to be developed and implemented
to effectively carry out law enforcements responsibility in the field of micro-
bial forensics. The major components of a successful microbial forensics
program may be listed as:

1. Detection and Identification are keys to thwart bioterrorism. To effectively
carry out attribution, robust analytical techniques need to be developed and
implemented. Assay development to enhance sensitivity and specificity and
expand detection capabilities must be promoted. Analytical solutions may have
to be developed quickly and effectively. These include DNA-based systems, as
well as analytical chemistry and physical analyses (i.e., nonbiological evidence
characterization), culture, immunoassays, and the use of bioassays in animals
and tissue culture.

2. Information and Databases will play an important role in the microbial
forensics endeavor. The quality and accessibility of rapidly expanding and
evolving databases, such as those that contain bioagent genomic sequence data,
need to improve. To achieve this, national databases on pathogen genetics
and other biological data (and to include nonbiological evidence) need to be
created.

There needs to be a relational database on those who have access to these
pathogens so that threats can be deterred or traced back effectively to possi-
ble sources. Security measures are already being enhanced to restrict and
control access to select pathogens and toxins.”” While such a database may
deter some individuals from participating in microbiology research, the infra-
structure will more likely protect the legitimate user so that exchange of
scientific information can proceed for the betterment of society (such as
developing therapeutics and better diagnostic assays). Another database
needed is one that is encyclopedic in nature. There are many sources that
contain scientific information, including but not limited to publications, pre-
sentations, websites, and genomic databases. It is difficult to access all these
sites in an effective and rapid manner. Being able to place at one’s fingertips
all microbiology data and data on associated nonmicrobial forensic materials
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will greatly enhance the investigative capabilities of the microbial forensic
scientist.

3. A strain repository to house pathogens and other appropriate near-
neighbor microorganisms must be developed. The “near-neighbor” concept
is intimately related with the methods used for detection and identification.
Some methods of identification that are robust may lead to a broad class of
near neighbors, while sophisticated methods may define near neighbors that
are narrower. Well-characterized samples must be available to enable good-
quality assay development. Assays cannot be adequately validated without
proper samples and reference material. Bioinformatic interpretation of analyt-
ical results from evidence samples may be more limited without properly
defined samples and controls. In addition, better control of access and dis-
semination of select agents for research and development can be executed.

4. New analytical methods and some existing methods need to be properly
validated. Such validation tasks are not limited to laboratory procedures; they
equally apply to tools to be used for data interpretation and statistical assess-
ment issues. Moreover, some biological crimes may require analysis by
methodologies that may not have undergone the rigorous review process of
that of standard operating protocols. A preliminary review process for such
assays must be implemented (see Quality Assurance discussion below).

5. Quality assurance (QA) guidelines for microbial forensic laboratories
must be established (some are already enacted due to public health regula-
tions). One must employ high-quality practices to ensure that reliable results
are obtained and to maintain public confidence.

CARRYING OUT A SUCCESSFUL MICROBIAL
FORENSICS PROGRAM

Building a robust microbial forensics program is a challenging task; there are
many aspects to consider, and it is a continuously evolving process. Regardless,
dedicating resources and establishing centers of excellence are required. In
the U.S., a National Bioforensics Analysis Center (BFAC) is being developed
as part of the National Biodefense Analysis and Countermeasures Center
(NBACCQ) and the Fort Detrick, Frederick, Maryland, interagency biodefense
campus. The BFAC (and partner laboratory network) will serve as the national
reference center to support homeland and national security for the attribution
of the use of biological weapons. The laboratory will be part of the NBACC
and will be supported primarily by the Department of Homeland Security
(DHS) in partnership with the FBI and will execute and coordinate micro-
bial forensic casework. This center will also develop requirements, as well as
coordinate and conduct applied development and validation of microbial
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forensic technologies and methods. In order to carry out its mission, the BFAC
will rely on three major components. The first is a Knowledge Center com-
posed of databases on genomics, microbiology, forensics methods, matrix and
related evidence assays, bioinformatics, and standardized tools. Readiness of
the laboratory can be achieved only by national cooperative efforts. Therefore,
the second component is a strong partnership laboratory network with exist-
ing government, academic, and private sector assets to include Plum Island,
the Department of Defense, the Department of Energy, the Department of
Health and Human Services, the National Science Foundation, specialty tech-
nology laboratories, and other centers of excellence. The third component
is the Scientific Working Group on Microbial Genetics and Forensics
(SWGMGF), which will establish and sustain guidelines and/or standards for
quality systems, identify processes and procedures, define criteria for knowl-
edge systems, and most importantly serve as an experienced resource on per-
tinent issues as they arise. The organization of the SWGMGF component is
prompted by the success of a similar group (Scientific Working Group of DNA
Analysis Methods, SWGDAM) that has been performing similar tasks in the
field of human DNA forensics.

SWGMGF

Since the first two components that the national microbial forensic laboratory
will rely upon are addressed in other chapters, the focus here will be on the
SWGMGE The newly formed SWGMGEF is hosted by the FBI and has a mem-
bership drawn from a wide range of federal agencies, as well as academia. Input
from the private sector will be sought on a routine basis. As mentioned above,
the SWGMGF is modeled after the successful practices in the human DNA
forensic arena (i.e., SWGDAM)* which utilizes peer consensus to identify and
define the criteria on various topics, address technical issues, and set per-
formance guidelines. The Scientific Working Group’s success is based on bring-
ing together experienced individuals and organizations (that routinely do not
have the opportunity to share and exchange ideas) to foster high-quality, inte-
grated interactions so that challenges related to bioterrorism and biocrimes can
be rapidly and effectively addressed. The goals of the SWGMGF are to provide
guidance and criteria so that physical evidence can be used to obtain infor-
mation about the organism or toxin, the persons involved, the places, the
processes, the instrumentation, and/or the time of the criminal act.

The missions of SWGMGF are (1) to define criteria for the development
and validation of forensic methods for attribution of biological toxins and
microbial agents, and (2) to define the needs and criteria for forensic infra-
structure and capabilities to support investigation and attribution.
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There are many tasks for the SWGMGF to undertake to develop a micro-
bial forensics program and support the mission of the national microbial foren-
sic laboratory. Some may take many years to complete. Because of foundational
needs and current funding resource focus, the SWGMGEF initially is concen-
trating on: (1) establishing the criteria for the development and validation of
methods to type or individualize various threat agents in ways that can be used
forensically to attribute criminal acts, (2) defining quality assurance guide-
lines, (3) prioritizing research efforts on pathogens and toxins that would most
likely be used in biocrimes, (4) understanding and/or enhancing population
genetic data so that the significance of a finding is appropriately conveyed, and
(5) establishing the design criteria for the various supporting databases. Other
topics to be subsequently addressed by SWGMGEF include analyses that can
further resolve the source of the evidence, such as nonbiological evidence, bio-
logical background information (to include pollen, fungi), specific technology
needs (to include immunoassays, isotope analysis, mass spectrometry), field
testing assays, and host response (such as antibody detection assays).

A primary and immediate focus of the SWGMGEF is laboratory quality assur-
ance (QA). Assays carried out in the laboratory need standards of performance
for forensic applications. False positive and false negative outcomes and their
implications should be understood. Sensitivity and specificity standards should
be established. Defined controls and proficiency tests need to be developed.
The BFAC will require a valid QA program for operations and to set the stan-
dard of performance for the microbial forensic community. Laboratory QA is
the documented verification that proper procedures have been carried out by
skilled and highly trained personnel in such a way that valid and reliable
results can be obtained. When the same methods are used, test reliability
implies reproducibility under defined conditions of use and should transcend
different laboratories and practitioners. Quality assurance must encompass all
significant aspects of the analytical typing process, including organization,
management, personnel education and training, facilities, security, documen-
tation of records, data analysis, quality control of reagents and equipment,
technical controls, validation, proficiency testing, reporting of results, audit-
ing of the laboratory procedures, and safety. Quality assurance and appropri-
ate guidelines or standards for microbial forensics will be based on human
forensic DNA typing standards,” clinical laboratories’ standards,’” and stan-
dards of the ISO (International Standards Organization).” It is important to
note that QA guidelines in microbial forensics must retain enough flexibility
to accommodate the nature of forensic samples as well as future advancements
in technology and molecular biology. The first microbial forensic laboratory
QA guidelines document has been published.*

One of the important aspects of the QA program is to develop a set of cri-
teria for the development and validation of methods to type various threat
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agents in ways that can be used to attribute criminal acts. Validation is a
process by which a procedure is evaluated to determine its efficacy and relia-
bility and to determine the operational limits of the technique. Many methods
are being developed and need to be developed further (many with government
support). Some methods, however, may not have been subjected to quality
standards, and no established criteria to guide validation have been estab-
lished. Quality products need to be developed, and these must have defined
performance parameters so that the users can apply the information generated
effectively.

An event may occur where methods will be required that have not yet been
validated by rigorously defined QA practices. For public security, it will be
imperative that investigators make use of these techniques. If the results of
one of these less-validated procedures are used for other than investigative
leads, then a preliminary validation assessment should be carried out. One
could convene a panel of experts, with proper security clearances, to assess
the utility of the rapidly developed method and to define the limits of inter-
pretation and conclusions.” Such an approach has been employed in the field
of human DNA forensics for victim identifications in the collapse of the twin
towers of the World Trade Center in New York caused by the terrorist acts of
September 11, 2001.

Identifying pathogens to focus research efforts is a requisite. Many of the
original top-priority biothreat agents were based on agents researched and
weaponized in former state-sponsored bioweapons programs. Although, his-
torically, food pathogens such as Shigella dysenteriae, Salmonella typhimurium,
and E. coli O157:H7 are readily accessible in nature and have been used," little
attention has been focused on agriculture, and plant pathogens in particular
have been underrepresented in microbial forensic efforts. Although hundreds
of potential pathogens and toxins exist, not all of them present the same threat
as weapons. While one organism may have a high virulence, it may be very
difficult to culture, disperse, or handle. Conversely, an organism with limited
destructive potential may be readily available and easy to disseminate. To focus
research efforts, it is therefore of crucial importance to outline a set of criteria
with which to evaluate the potential threats posed by biological agents. Poten-
tial criteria include availability, ease of culture, survivability in the environ-
ment, ease of dispersion, infectivity, morbidity, impact on target population,
immunity of target, therapeutic control measures, ability to be transmitted
subject to subject, and ability to be bioengineered to increase virulence or to
make the agent resistant to vaccines or therapeutics. The SWGMGF is con-
sidering all of these criteria and has added virulence, the knowledge base
forming the foundation upon which biological marker development relies (i.e.,
state-of-the-art), the likelihood of use of a particular agent, and the impact of
the use of the agent on social stability.
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Once an organism is identified by whatever means is available, the signifi-
cance of that finding needs to be conveyed appropriately. One should not inter-
pret evidence beyond the limits of the assay. While inferences can be made
without a complete understanding of the genetic diversity of an organism,
more data will provide increased resolution toward the goal of attribution. This
requires more population genetics and statistics studies. To date little has been
done in the context of forensic attribution.

Information is the key to thwart terrorism and may be our best
defense. Databases are required to have ready access to information. For a data-
base to be effective, it must contain the appropriate data entry items, and the
data must be retrievable. With proper planning, meaningful and useful
databases can be developed. The database(s) criteria need to be defined, and
SWGMGEF is taking on this function as well. Criteria fields for information
databases under consideration are: multi-agency threat lists (virus, bacteria,
fungi, protozoa, insects, toxins), recognizing synonyms, strain data and
virulence, vaccine strains, DNA sequences (whole genomic and partial), bio-
engineering events, biomarkers, organism sources (laboratory, geographic,
and natural), national experts and contact information, laboratory facilities,
assays, scientific presentations, literature references and full text, research
grants, characteristics (e.g., microscopic morphology, colony morphology),
antibiotic resistance, natural transmission, viability (e.g., aerosol, liquid),
materials found with microorganisms (e.g., manufacturing process
residue/metabolites, culture media, additives for processing, additives for sta-
bility), methods of manufacture, handling, packaging, shipping, sources
for materials, environmental incidentals (e.g., pollen, fungi), historical out-
breaks, known instances of threats or usage, hoaxes, epidemiology, strain
and disease history, disease symptoms, dissemination strategies, dispersal
strategies, methods for investigation prior to an event, and links to other
databases. The Bioforensics Demonstration and Application Project supported
by the Department of Energy (DOE) is developing a National Bioforensic
Information Encyclopedia and National Bioforensic Evidence Database
through the efforts of Lawrence Livermore National Laboratory, Los Alamos
National Laboratory, and Northern Arizona University. This effort is coordi-
nating with the SWGMGF to set criteria and functionalities. Obviously, the
diversity of data entry items in such databases makes it essential that such
databases include heteroformatic components and a relational structure (with
appropriate links), in which all of the information on any specific record may
not physically reside together. Therefore, one task of the database subgroup of
the SWGMGHF is also to define and suggest research and development needs
for bioinformatic tools of suitable search engines for data retrieval in user-
friendly platforms.
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EPIDEMIOLOGY (A FIRST STEP IN A
MICROBIAL FORENSIC ANALYSIS)

Successful use of a bioweapon may not become apparent immediately. Since it
may take days to weeks after exposure for an individual(s) to develop symp-
toms, the first evidence of an event may well be cases in hospital emergency
rooms. However, emergency room personnel may not be the first to detect a
problem. Other indicators could be, for example, pharmacists distributing
more antibiotics than usual, 911 operators experiencing an increase in health-
related distress calls, and funeral homes having increased business.*® Thus,
better public health (and agriculture) surveillance is needed. Disease out-
breaks, especially suspicious ones, should be evaluated as a potential bio-
terrorist attack. Epidemiologic tools can assist in differentiating between
intentional and natural outbreaks.

An important step in achieving the goals of microbial forensics is the inte-
gration of different disciplines. It is important to recognize the role of epi-
demiology in forensics. A biological crime may be mistaken as a natural event.
For events that have already occurred, epidemiologists will often be the ones
to gather the data. The epidemiologist addresses the cause of the disease and
treatment of the victim/patient. The evidence and data obtained at the initia-
tion of the event also will be crucial for the forensic scientist to continue the
investigation further for attribution.

The basic epidemiologic approach in the evaluation of a potential bioter-
rorist attack or biocrime is essentially the same as that of a natural outbreak.*
The presence of some pathogens will automatically indicate an attack, such as
smallpox.®® A naturally occurring disease that is found outside its typical envi-
ronment may raise suspicion and initiate a forensic investigation, such as a
man in Florida contracting pulmonary anthrax with no known contact with
livestock and a couple in New York developing plague (although the latter was
not the result of a bioattack). Laboratory and clinical data are used to confirm
that a disease outbreak has occurred. Then to trace back to the source, aspects
of the health surveillance system are used, such as number of emergency visits,
laboratory data, pharmacy use, work and/or school absenteeism, or any other
data that correlate with an increase in infectious disease. It is obvious that an
integrated surveillance system must be established, as it is essential for detec-
tion of emerging or reemerging disease. Microbial forensics requires estab-
lished computerized surveillance networks to track infectious disease
outbreaks in real time.”> While some systems do exist, better connectivity is
needed. Better integration with the CDC’s Lab Response Network and PulseNet
(for food pathogens) is essential. In the same light, interaction with the
veterinarian, Animal and Plant Health Inspection Service (APHIS), and
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Agricultural Research Service (ARS) for agricultural targets should be inte-
grated with law enforcement.

MICROBIAL FORENSIC TOOLS

Epidemiology and forensics have similar roles when investigating biocrimes.
However, after the determination of the cause, doctors treat the patient. Foren-
sic scientists proceed further with analyses. There are additional stringencies
placed on the forensic investigation, which include maintenance of chain of
custody of the evidence and more detailed analyses of the pathogen that was
used as a weapon. If possible, the analyses may determine the strain or sub-
strain of the organism and other features that may be unimportant to the public
health sector.

While protocols exist for evidence collection and preservation, challenging
samples will be encountered. Samples that include soil, mud, swamp water,
large items that may not fit into biosafety containment hoods, and other types
of materials must be considered. The BFAC and its partners must consider
various scenarios and develop processes to handle a wide variety of samples
and sample types, at times under the constraints of biocontainment.

Clearly DNA typing methodologies will figure prominently in the attribu-
tion of a pathogenic weapon. First, the DNA must be successfully extracted
from a sample. Extraction procedures that are used for pristine samples may
not be adequate for more challenging environmental samples. Efficiency of
recovery may be low, and polymerase chain reaction (PCR) inhibitors may not
be removed effectively. The BFAC and its partners will have to promote the
development of better DNA extraction methods. Once DNA has been recov-
ered, molecular biology tools and biomarkers exist to assist analyses; these
include sequencing, microarray analyses, pathogenicity array analyses, single-
nucleotide polymorphism (SNP) characterizations, 16S rRNA sequencing,
variable number tandem repeat analysis, and antibiotic resistance gene char-
acterizations. This list of analyses is impressive. However, more research is
needed regarding the selection of the genomic region of pathogen agents to
determine the severity of pathogenicity. Further, still more assays need to be
developed for better resolution of strains and substrains of pathogens. Detect-
ing bioengineered organisms is also extremely important. Inserting a toxin
gene into a normally nonpathogenic organism is feasible. Not only can previ-
ously harmless organisms be endowed with virulence by genetic engineering,
but certain virus vectors can also serve as carriers of harmful genes that could
be inserted into a host’s own cellular DNA. Analysis of the genome of an organ-
ism may be able to differentiate a bioattack from a natural outbreak. Toxins
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may be characterized by immunoassays, biofunctional assays, peptide or
protein-based assays, or by mass spectrometry. In addition, trace levels of the
DNA from the organism that produced the toxin may be present, and DNA-
based assays could aid in attributing the source of the toxin.

As stated above, forensic investigations use all types of physical evidence to
attempt to obtain information on the organism, the persons involved, the
places involved, the processes used to develop or disperse the weapon, the
instrumentation used, and/or the time of the criminal act. Other materials and
methodologies may assist in an investigation of a bioterrorism event, and at
times may be more informative than DNA-based tests. Traditional physical
evidence collected at a crime scene will also be evaluated. In addition, a recent
report by the American Academy of Microbiology’* described a number of
non-DNA-based approaches to consider for the microbial forensic panoply of
assays. These include:

1. The physical attributes, such as morphology and microstructure,
acquired by the microorganism(s) during preparation for weaponization may
be distinctive and provide information on attribution;

2. Isotope analyses can be used to approximate the age and source of the
microorganisms;

3. Traditional physiologic methods (e.g., fatty acid composition, phage
typing, serotyping) may provide information to further identify the
microorganisms;

4. Remnants of growth media and media components adhering to the
microorganisms may provide clues to the source of the weapons or methods
used to prepare the material,

5. Stabilizers and additives in the preparation of a sample may be signa-
tures that can provide leads about the perpetrator;

6. Incidental biocontaminants, such as environmental pollen and fungi,
may give clues to the location and time of year the sample was prepared;

7. Bacterial endemism is the existence of unique strains of bacteria that
may exist in only one location or rarely in other locations. Identification of
such incidental bacteria coexisting in a weaponized sample may be used to
geolocate the sample source or place of preparation;

8. Monitoring changes in the immunological response of a host to a
pathogen, such as temporal IgG and IgM responses to epitopes of the micro-
organism, may indicate whether or not an individual has had long-term or
recent exposure to the microorganism or toxin;

9. Immunoassays are often used as rapid detection methods and are
especially applicable to field-deployable assays. Antibodies may also be spe-
cific to particular protein signatures that could further resolve the identity of
a material.
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Analysis of all pertinent physical evidence collected at a crime scene will
assist in attribution. It is of tantamount importance to consider other tools
besides solely DNA-based assays. Since microorganisms often propagate clon-
ally, it may be difficult to differentiate some samples based on genetics, espe-
cially slowly evolving species. These non-DNA-based assays and others are
part of the suite of potential approaches that a microbial forensic scientist may
be able to use for attribution today and in the future.

BIOINFORMATICS AND GENETICS

Genetic markers have been used for more than a decade in forensic identity
testing to differentiate humans, animals (such as dogs, horses, and cows), and
plants. For those diploid, sexually reproducing organisms, sufficient genetic
variation exists to distinguish unrelated and related individuals (excluding
identical twins). Thus, in a forensic identity test, the DNA in the sample serves
as a signature for the organism. However, with microorganisms the DNA
sequence may be the same or similar in multiple isolates.

Some microorganisms may carry forensically significant markers that may
distinguish some isolates from others, such as some of the highly diverse
enteric pathogens;*"*® others such as Bacillus anthracis may not be readily
distinguishable genetically among some strains of the species. Although such
cases have a substantial difference in diversity, phylogenetics may be employed
to infer relationships based on evolutionary characteristics. Obviously, the
more derived characters organisms share, the more closely related they are.
Thus, an understanding of genetic variation within a species and, if necessary,
its near neighbors will improve capabilities to resolve attribution of isolates or
samples. Major efforts in genome sequencing are underway, and the costs are
decreasing substantially. So as long as resources are adequate and focus main-
tained, gathering the genetic information on priority bacteria and viruses
should be possible. However, the genomes of fungi are substantially larger than
bacteria, and more efforts will be needed to acquire the basic genetic infor-
mation on significant fungal pathogens.

Data acquisition, manipulation, analysis, and presentation will figure
prominently in microbial forensics. Bioinformatics, including comparative and
functional genomics, is an important cornerstone in understanding whether
an event is a natural or unnatural occurrence. Genetically engineered organ-
isms may be able to be identified. The understanding of host-pathogen
interactions will enable the scientist to evaluate the potential impact of a
weaponized agent and the function of pathogenic genes and gene families.
Computer models may be used to predict biology and improve assay design
even if the use of the organism is restricted. Expression arrays will help
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identify genes and functions. Rational design of assays, instead of relying on
only anonymous sequence data, will enhance detection and identification
capabilities. Since the basic objectives of gathering such genomic data are to
determine the extent of pathogenicity of the agent and subsequently make
attempts towards source attribution, the annotation of relevant microbial
genomic databases is extremely important. This area of bioinformatic research
is still preliminary. However, model systems are emerging through annotation
of the human transcriptome databases that the microbial forensic community
may find useful.

FORENSIC CASE EXAMPLES

To better plan for forensic investigation strategies of an event, capitalizing on
past experiences can shed light on current practices and the direction of future
research. Two illustrative examples, neither of them bioterrorism acts, are the
Sverdlovsk anthrax incident and the case of a dentist with AIDS who may have
infected patients with HIV. Both required epidemiological investigation and
molecular biology to resolve.

The first case explores the sources of anthrax spores from an anthrax epi-
demic. In April 1979 in Sverdlovsk, Russia, a loud explosion occurred at a
military compound. Several days later, residents downwind from this com-
pound developed high fever and had difficulty breathing. The persons affected
lived or worked downwind and within a narrow zone, approximately 4km
south and east of the military facility. At least 200 patients died. Medical
doctors identified the outbreak as pulmonary anthrax. Government officials,
in contrast, declared that the outbreak was caused by consumption of meat
from a cow suffering from the disease. Thus, there was a discrepancy regard-
ing the cause of the anthrax epidemic; either it was due to consumption of
tainted meat or it was the result of a release of aerosolized anthrax from a
bioweapons factory (a Biological Weapons Convention treaty violation).

Patient fatalities did not display the symptoms of gastric or skin anthrax,
which would likely have been the result of handling or eating contaminated
beef. Investigations also revealed that sheep and cattle in six different villages
as far as 50 km southeast of the facility also died of anthrax. Autopsies of
human victims revealed severe pulmonary edema and toxemia. DNA analysis
suggested that the patients were exposed to several anthrax strains simulta-
neously, which is atypical for a natural infection in a cow. The available evi-
dence supported that the cause of the disease was anthrax from an accidental
release from the compound, a Russian bioweapons facility.*** The release of
the anthrax spores apparently occurred only once and may have taken no more
than a few minutes.
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The second case describes attempts to determine the cause and source of
HIV in patients that implicated a Florida dentist with AIDS. A number of
people from Florida became HIV-infected in the late 1980s. Their histories did
not indicate lifestyles or practices that would put them at high risk for expo-
sure to HIV.*' An epidemiologic investigation indicated that the HIV trans-
mission occurred during invasive dental care from a dentist with AIDS. The
dentist was first identified as HIV-positive in 1986.”* The HIV-positive
patients had invasive procedures performed by the dentist after he had been
diagnosed with AIDS. The precise mode of HIV transmission was unknown;
the only data implicating him as the source are that multiple patients who con-
tracted HIV visited that same dentist.

To provide further insight into whether or not the dentist transmitted HIV
to his patients, bioinformatics/phylogenetics were employed. DNA sequence
data from the HIVs from lymphocytes from each of the patients, the dentist, a
local control group, and an outgroup were aligned and compared. The basis
of the phylogenetic comparison is that sequences that are more similar are
more closely related and share a more recent common ancestry than the
sequences from other lineages.”* The analysis showed that the HIV
nucleotide sequences from a number of the patients were closely related
(although not exactly the same) to those from the dentist and were distinct
from viruses obtained from control patients living in the same geographic area
as the dental practice. The data strongly support (but not necessarily conclu-
sively) that the patient HIV is closely related to the HIV from the dentist
contracted the virus from the dentist.*

For other microorganisms that do not mutate as rapidly, more similar
sequences may be required for an association. Further, a lower evolutionary
rate of divergence suggests that a larger segment of the genome of many
microbes must be sequenced (or at least typed for the informative sites). Thus,
it is important to increase efforts in genetics studies to gain a better under-
standing of the degree of variation among pathogenic agents so that circum-
stantial evidence for attribution can be strengthened.

EDUCATION

One of the best ways to combat a bioterrorism event (or any disease outbreak)
is by having an involved and educated public. Surveillance by those who
recognize a disease (particularly a rarely occurring one) can help reduce the
effects of the disease. Furthermore, proper understanding of and response to
an event can reduce public fear, minimize economic impact, and halt the par-
alyzing effect that some terrorists attempt to inflict. However, the public may
not be educated sufficiently to serve in this capacity. The following example
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of the state-of-understanding of a potential health risk and bioterrorism act
demonstrates the need for better education tools and strategies.

The risk of a smallpox attack is unlikely. The known declared supplies of
the variola virus supposedly reside only in secure facilities at the State Research
Center of Virology and Biotechnology (called VECTOR) in Koltsovo, Russia
and the U.S. (at the CDC).* However, it is possible that rogue states have iso-
lates of the smallpox virus. Thus, the potential for a smallpox attack has led
to a debate on what precautions should be taken nationally. To be effective,
the public should be knowledgeable about smallpox and the risk of prophy-
laxis. Lack of knowledge will render the public less capable to identify a victim
of smallpox (if one is ever encountered), to appreciate the degree and inten-
sity of transmission, and to make judicious decisions on whether to receive
the vaccine.

Blendon et al.¥” conducted a survey of randomly selected adults (n = 1006)
to evaluate their knowledge of and beliefs about smallpox virus and the vaccine
and their possible reactions to an attack. The majority of respondents had mis-
understandings or wrong information about smallpox and smallpox vaccina-
tion. Some beliefs were that (1) there had been a case of smallpox in the last
five years (the last in the world was in 1977); (2) there is an effective treat-
ment for smallpox once contracted (although none exists); (3) vaccination
within two to three days after exposure does not provide protection (although
it does, assuming the virus has not been engineered to evade the immune
response of the host);* and (4) there are not enough doses of vaccine for the
public (although there are).*

While not a direct action of a microbial forensics program, the above
described state of affairs of the public’s understanding points to a need for
better education. Smallpox has been presented substantially in the news, yet
the public knows little about it. Increased preparedness and planning will
enable early recognition of the disease, effective vaccination strategies, and
proper isolation procedures to mitigate the spread of the disease.*” Early detec-
tion will stem the spread of disease and allow better gathering of forensic evi-
dence. Furthermore, there is no reason to believe that the public’s (including
public leaders) understanding of bioterrorism risks, prevention, and recogni-
tion is any better for other potential pathogenic weapons and their impacts on
society. Without education, early detection/warning of an event may not occur,
and out-of-scale reactions will likely occur. No modeling can predict the
thoughts and actions of terrorists or how the public and its leaders will respond
during times of crises.”® However, education to some degree can place issues
and actions in proper perspective.

The microbial forensics field, in collaboration with, for example, the
American Society of Microbiology, must develop educational tools so that
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materials will be available for lectures, courses, workshops, and general dis-
semination to the public. The SWGMGEF has deemed education an important
part of its mission.

CONCLUSION

Advances in technology will no doubt develop better treatments and therapies
for many of the microbial diseases that affect humans, animals, and plants.
However, these same technologies can be abused and used as weapons; thus
challenges to national (and international) security will continue to arise.
Because it may be difficult to detect and deter use of a bioweapon, vigilance
is necessary. Science can take up the mantel and provide tools to detect and
attribute the pathogen and those who may use bioweapons to create terror or
to commit crimes. A multidimensional formulation of the microbial forensics
discipline, as outlined in this chapter, should be capable of addressing these
aims. By developing a robust microbial forensics field, supported by the BFAC,
a developed knowledge base; integration of government, academic, and private
sector institutions; and the standing working group, SWGMGE we can be
ready to meet the needs of society.
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CHAPTER 21

Infectious Diseases: Not Just a
Health Matter Anymore

ROGER G. BREEZE
Centaur Science Group, Washington, DC

INTRODUCTION

Barely 15 years ago, only a handful of scientists in the military, medical, and
veterinary fields had more than a passing interest in infections such as small-
pox, anthrax, plague, and tularemia. Even fewer in the agricultural sphere
worked on foreign pathogens that posed threats to U.S. livestock populations
or our major crop commodities. Three federal government departments whose
missions encompassed preparedness for uncommon infections—Agriculture,
Defense, and Health and Human Services (HHS)—supported these efforts, and
their combined budgets for this effort were small. But in 2005 talk of these
infections is on many lips, the list of federal and state government agencies
with active programs has grown significantly, and the funds available have
mushroomed.

The purpose of this chapter is to explain how this came about and why the
intelligence community and the Departments of Homeland Security, Justice,
and State have now joined the traditional agencies—Agriculture, Defense, and
HHS—as significant players in studies of infectious diseases of humans,
animals, and plants. Subsequent chapters in the book explain in more detail
the specific needs of these new entrants to the field.

This is not the place to recount the history of the development and use of
biological weapons, which has been fully detailed elsewhere."* The seminal
events for our purposes occurred over the past 15 years; they are the realiza-
tion that molecular techniques could transform the properties of microbial
pathogens; discovery of the vast covert offensive biological weapons programs
of the former Soviet Union; proliferation of biological weapons technologies
to smaller countries that also harbored or supported organized international
terrorist groups; attacks in Japan with biological and chemical weapons
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mounted by Aum Shinrikyo, a religious cult with access to skilled scientists
and abundant finance; attacks in the U.S. by domestic groups or individuals
employing biological agents, such as the followers of Bagwhan Rajneesh in The
Dalles, Oregon, and conventional explosives, as used by Timothy McVeigh in
Oklahoma City, Oklahoma; and finally the al Qaeda attacks of September 11,
2001 and the anthrax letter campaign of October 2001 for which the purpose
and perpetrator(s) remain unknown at this date. Today, we find ourselves
locked in what appears to be a lengthy global struggle against a number of
foreign terrorist groups at the same time that we confront individuals and
groups domestically who are prepared to employ biological agents to advance
their goals.

The common thread is that nation states, organized groups, and individu-
als can now see that for their own purposes it is possible to employ a group
of readily available viral, bacterial, and fungal pathogens and their toxins—
either in their native form or after genetic manipulation—to cause very serious
consequences for humans, livestock, or plants. Questions of who would do
this, why, and how have many answers—too many and too diverse to relate
here."” It is only important to realize that there are three concepts: biological
warfare waged by nation states as an act of war; biological terrorism employed
by terrorist groups that may or may not be supported by a nation state; and
biological crimes (biocrimes) performed by individuals or small groups for
nonwarfare or nonpolitical purposes.

Biological warfare—the use of disease-spreading microorganisms, toxins,
and pests against enemy armed forces or civilians—as historically intended
or conducted by nation states for military purposes, generally focused on
infectious but noncontagious agents. These give rise to incapacitating or fatal
illness in the human population exposed to the weapon, but pose no risk
of rebounding on the attacker. Anthrax, tularemia, Brucella, and encephalitis
viruses are the classic examples. The former Soviet Union’s extensive devel-
opment of smallpox biological weapons was an exception to this principle.
Biological weapons targeting livestock or crops—such as the anthrax cattle
feed cakes produced by Great Britain during World War II—were intended to
deny the adversary’s population the food supplies essential to continuing hos-
tilities. We may still face the threat of biological weapons wielded by a nation
state as an act of declared or undeclared war. But our military, political, and
other means to counter such an event appear far greater than those we might
employ against the much more dangerous yet amorphous threats of interna-
tional terrorism.

The word terror, intense fear, is derived from the Latin verb terrere, meaning
to frighten. There are many definitions of “bioterrorism.” The one used here
is: “the threat or use of biological agents by individuals or groups motivated
by political, religious, ecological, or other ideological objectives.”’ Aum
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Shinrikyo provides an example; another may be the 2001 anthrax mail
attacks. These events are different from the deliberate misuse of biological
agents in biocrimes—as described in Chapters 4 and 18.

INFECTIOUS DISEASE: THE CLASSIC
HEALTH VIEWPOINT

Biological agents developed as weapons pose different threats than the natu-
rally occurring disease states traditionally associated with these infections in
humans, animals, or plants. These differences become clear by a comparison
of how public health or agricultural disease professionals and those engaged
in creating offensive biological weapons programs see the infectious disease
process.

Infectious agents, such as viruses, are composed of a delivery system—the
outer coat of the virus—and a payload—the genetic material inside the virus.
Their target is the host cell. This is a classic weapons scenario that those
engaged in offensive biological weapons development know and exploit to the
maximum. As Peter and Jane Medawar so aptly noted, “a virus is just a piece
of bad news wrapped in protein.”

The interaction between an infectious agent and a susceptible host is quite
familiar, perhaps too familiar, to the medical professions and those charged
with protecting animal and plant health. It is encapsulated in Figure 2.1:
a microorganism is either virulent or not, and its contact with a host that is
susceptible or not governs whether illness and death follow. The health
professions in their entirety cannot help but look at this equation from one
perspective—that the outcome be health and that the host regain full
function, life, and happiness—because our education and ethical systems
are built on these values.

Because of this perspective, health professions orient their research pro-
grams in infectious diseases along familiar lines: they dissect the infectious
agent to understand those parts that might be used in a vaccine, and they
examine the course of the infection in the host to find where the virus can be
detected for diagnosis or where it persists in chronic infections. Their goals
are simple: to identify the properties of the virus and of the host that can be
of value for the purposes of diagnosis, treatment, and prevention.

Smallpox is by far the most important biological weapons threat because
the disease is highly contagious, spreads easily by contact or aerosol from one
person to another, and most probably could not today be limited to one
country or continent after deliberate release. Variola virus, the cause of small-
pox, can also be readily altered by genetic engineering techniques to enhance
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Virus infection

Virus Host Infected Host Outcome
eavirulent eresistant einapparent infection erecovery
svirulent esusceptible eclinical disease °death

FIGURE 2.1 Consequences of the encounter between an infectious agent and a host. If the infec-
tious agent is not virulent or the host is not susceptible, there is no infection and no disease.

its virulence. The day is not far off when this pathogen can be synthesized de
novo. An attack with the smallpox virus on the United States would threaten
the entire world, could result in tens of millions of deaths, and could paralyze
the economies of industrialized nations. Given these possibilities, health
professionals have difficulty even comprehending that someone would
deliberately release such a devastating disease. When forced to confront the
threat of smallpox as a biological weapon, most health professionals would
stress the need for adequate public health preparedness and see the most
urgent questions to be answered as these:

e Do physicians have the skills and knowledge to recognize smallpox?

e Can the disease be diagnosed quickly and accurately?

¢ Do we have enough smallpox vaccine for the civilian population?

e Are first-responders vaccinated?

¢ Can we make a safer vaccine for immunocompromised individuals?

e Can we treat adverse effects of vaccination?

e Do we have policies and procedures in place for preventive and
emergency vaccination?

Solutions to all these very important public health questions will certainly
be critical if we should ever be attacked with smallpox, and the prudent first
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step as a nation must be to strengthen the public health system to answer each
question positively. However, these are not the only important questions for a
biological weapons defense program.

INFECTIOUS DISEASE: THE OFFENSIVE
BIOLOGICAL WEAPONS VIEWPOINT

Scientists engaged in offensive biological weapons development see pathogens
as weapons, and they look at the same equation for the interaction between a
pathogen and a host shown in Figure 2.1. However, they do this from a very
different perspective and with very different outcomes in mind from those
involved in health care and delivery. For example, developers of offensive
biological weapons want to understand the properties of the weapon’s
delivery system that allow it to spread by aerosol and survive in unfavorable
environments, and those attributes of the payload that confer ability to evade
host defenses and cause injury and death. They also seek to understand and
undermine the properties of the target that confer resistance and susceptibil-
ity. Their goal is to enhance the weapon’s capacity to cause injury in the host,
and their desired outcome is death or disability. Understanding how a virus
enters a susceptible target and how the virus outwits or evades the defenses
of the host are critical factors in biological weapons design.

For those who want to make weapons, there are two desired outcomes: the
native organism is honed to maximize death and injury, and advanced weapons
based on the native pathogen are created by genetic engineering technologies.
Advanced weapons have new properties, such as additional foreign genes that
change the native biological properties to alter the species or organ system
target, to overcome vaccination, to obscure diagnosis, to enhance transmis-
sion, or to add completely unexpected physiological effects. Advanced bio-
logical weapons pose new threats of technological surprise for the opponent.
Wheelis® outlines the issues in more depth.

The questions those engaged in offensive smallpox biological weapons
development might pose include:

e Can smallpox virus be engineered to cause disease in people who have
been vaccinated?

e Can another pox virus be engineered that has the same effects as
smallpox and evades vaccination?

e Can this pox virus be made highly infectious by aerosol?

e Can the smallpox virus be altered to have additional unsuspected
effects that would result in more disability and death?

e Can the recognition of smallpox by physicians or its detection and
diagnosis be confused or delayed so infection could spread?



32 INFECTIOUS DISEASES: NOT JUST A HEALTH MATTER ANYMORE

Were any of these questions to be answered affirmatively and such
weapons released, our traditional public health defenses would prove insuffi-
cient. Given the past and present existence of covert foreign offensive biolog-
ical weapons programs, the inexorable march of science and technology that
could put these dangerous pathogens, knowledge, and skills into more and
more hands, and the apparently growing ranks of non-state entities prepared
to use such weapons, a comprehensive program to defend the U.S. must
counter offensive biological weapons challenges and ensure public health pre-
paredness. These are the factors that have brought new government players to
the field.

INFECTIOUS DISEASE: NEW PLAYERS AND
NEW THREATS

DEPARTMENT OF DEFENSE AND THE
INTELLIGENCE COMMUNITY

These agencies have always had the prime roles in defense against traditional
biological warfare and have vigorously responded to changing threats over the
past 15 years.

Defense focused first on real-time detection of biological weapons agents in
air, water, and soil on the battlefield and translating detection into immediate
effective protection of the Warfighter. Those biological agents long considered
potential weapons were the first priorities. As the nature of the threat to our
armed forces has become more diverse—all those persons on military bases at
home and abroad, critical ports through which troops and material must load
and unload—so Defense programs have expanded to provide a broader range
of detection and countermeasures against a broader array of pathogens that
might be encountered on and off the traditional battlefield.

The roles of intelligence community members will not be discussed in detail
here. Suffice it to say that entities such as the Central Intelligence Agency are
charged with using the equation shown in Figure 2.1 to discover those posing
threats to us abroad, the nature of these threats, and the potential targets
and means of delivery. Biology is just one of the technologies deployed for
these purposes. The reader will appreciate the singular challenge posed in
trying to identify a few people engaged in threatening activities among a global
ocean of legal activities employing almost exactly the same types of persons,
equipment, and facilities in academia, industry, and government. And even
when suspects are identified it may not be possible to gain entry to the facil-
ities they use, and thus remote means must be employed to discover what is
going on inside. The kinds of biological questions the Agency might face could
include:
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e What pathogen is in the facility?

e Can that pathogen be reliably recovered from and identified in
nonclinical materials from the suspect facility?

e Is reliable recovery possible after materials have been treated in ways
adverse to pathogen survival?

e How few copies of the pathogen can be there for detection and how
much of the whole organism is essential?

e Where did the pathogen come from?

e Has the organism been genetically altered and, if so, what unexpected
properties have been added?

e Is there a foreign gene(s) present in the pathogen?

e What does the gene(s) do?

e Where did the gene(s) come from?

e How did the gene(s) get there?

e Is there any other evidence from the pathogen, the genome, or the
delivery vehicle that would indicate laboratory origin or deliberate
manipulation?

DEPARTMENT OF JUSTICE AND THE FEDERAL
BUREAU OF INVESTIGATION

Deliberate attacks with biological weapons on the U.S. or U.S. interests at home
and abroad would be either an act of war, if conducted by a nation state, or a
crime. In either case, the Federal Bureau of Investigation (FBI) would be called
upon to investigate. The FBI must thus look at Figure 2.1 with an eye to
preparing for a wide variety of investigations: to determine what can be gleaned
from studies of the biological agent, the victim and, perhaps, the perpetrator,
to clear the innocent and to identify those responsible so that they may be suc-
cessfully prosecuted.

This volume is largely devoted to the FBIs scientific needs for microbial
forensics—the tools and technologies that will equip the Bureau to investigate
biological crimes successfully. That such specialized and unmet needs exist at
all will come as a surprise to the vast majority of readers, and the first purpose
of this volume is to alert the wider scientific community to this deficiency. The
chapters by Budowle and colleagues and by Harmon explain what the Bureau
needs, how biological information will be used with other evidence to inves-
tigate and correctly attribute and prosecute criminal activity, and the standards
that courts will demand for the scientific evidence. The rest of the volume
starts to outline the field of microbial forensics through example and applica-
tion of specific technologies. We intend that the volume as a whole should
fulfill a second and greater purpose: to attract other scientists with novel ideas
and skills to the field.
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DEPARTMENT OF HOMELAND SECURITY

The FBI is charged with investigation of potentially criminal activity involv-
ing biological agents, during which the Bureau will use tools mostly developed
by other agencies, of which the Department of Homeland Security (DHS) is
the principal. The chapter by Budowle and colleagues explains the role of
the DHS’s Bioforensic Analysis Center as the core of a coordinated national
activity.

DEPARTMENT OF STATE

The Department of State would take the lead in responding to biological
attacks on U.S. citizens and interests overseas—other than those occurring as
an act of war, which would fall under the aegis of the Defense Department. In
addition, State is responsible for monitoring compliance with the Biological
and Toxin Weapons Convention. To meet this mission, State must be capable
of identifying suspicious disease outbreaks in humans, animals, and plants
overseas that might be indicators of covert or illegal biological weapons activ-
ities undertaken by a nation state, organized group, or individuals. This is not
a simple or rapid task, as illustrated by the Sverdlovsk anthrax outbreak
described by Budowle and colleagues elsewhere in this volume. At a minimum,
State must look at Figure 2.1 and be able to:

¢ Define how suspicious human, agricultural, and wildlife disease
outbreaks differ from natural disease outbreaks in terms of
surveillance, diagnostics, characterization, and attribution.

e Identify any special measures, qualifications, procedures, safeguards,
technologies, or scientific approaches that must be used in
investigating such outbreaks given the limited capabilities of
established international human and agricultural health agencies.

e Field an effective investigative team that is backed by proven microbial
and biological forensic techniques that can meet the scientific evidence
requirements of international courts.

Currently the U.S. cannot provide these capabilities to the extent one would
desire: the DHS’s Bioforensic Analysis Center and the FBI will be leading U.S.
capability- and capacity-building in the necessary areas. Nor are there inter-
national agencies that might fulfill these needs. International agencies moni-
toring livestock and plant health matters have very limited capabilities, and
those for wildlife diseases are virtually nonexistent. Even the World Health
Organization (WHO), probably the best resourced of any, maintains a healthy
distance. A recent report’ outlined that agency’s anticipated role in any inci-
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dent of intentional, malevolent use of biological or chemical agents. Key points
included:

e WHO will focus on the possible public health consequences of such an
incident, regardless of whether it is characterized as a deliberate act or
a naturally occurring event.

e WHO adpvises strengthening public health and response activities with
an emphasis on:

More effective national surveillance of outbreaks of illness

Better communications between responsible agencies and better

coordination of their responses

Improved assessments of vulnerability and effective communication

about risks to both professionals and the public

Preparation for handling the psychosocial consequences of the

deliberate use of pathogens and chemicals to cause harm, and

Contingency plans for an enhanced response capability.

[}

[}

[}

[}

[}

WHO also points out that: “Should the United Nations be called on to
respond to a request to investigate, WHO could be asked to provide technical
expertise or to make available its existing resources and mechanisms. Non-
public health issues related to investigations of reports on possible use of
chemical and bacteriological (biological) or toxin weapons, however, remain
the responsibility of the United Nations.”

Clearly, the Bioforensic Analysis Center and FBI will be meeting an impor-
tant need for the U.S. and setting a key precedent for the international com-
munity by fulfilling the research and development program outlined elsewhere
by Budowle and his colleagues. This volume will be critical in informing the
broader U.S. and international scientific communities of the opportunities for
contributions in this important area.

Specifically, in terms of future research investment, attention should be
drawn to a significant gap in our knowledge of disease agents in wildlife
species, in which category I include biting insects and ticks. This is an
area in which suspicious disease outbreaks should be expected, especially
at habitation borders where humans are now encountering wildlife
species—and pathogens—from which they were previously separated by
geography.

In terms of known pathogens, this would include most of the top human
threats (except smallpox), such as plague, tularemia, anthrax, botulism, hem-
orrhagic fever viruses, encephalitis viruses, Nipah and Hendra viruses, and
other zoonotic pathogens, several of which are transmitted by mosquitoes,
ticks, and other biting insects.

Wildlife species, including biting insects and ticks, are also the reservoir of
many unknown infectious agents that may cause little or no illness in the wild
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species which have adapted to them by evolution. However, when these infec-
tious agents enter a novel host, such as humans, they can provoke very serious
and fatal disease. Examples include: Ebola virus (possibly in a chimpanzee
reservoir), Hendra and Nipah viruses (maintained as inapparent infections in
fruit-eating bats), and Hanta virus (maintained in mice). The interface between
wildlife and humans is an area of great risk to human health normally, and is
one of the most likely sites for future suspicious disease outbreak investiga-
tions. Incidents of fatal human diseases caused by presently unknown
pathogens can be predicted in Africa and South America as people begin to
live permanently on newly cleared land at the margins of virgin jungle where
they are exposed to biting insects and other wild reservoirs of these infections.
Paradoxically, however, in the past ten years, Hanta virus occurred in the
American Southwest and Hendra and Nipah viruses appeared in Australia
and Malaysia, respectively. The latter two viruses, representative of a new
family of viruses whose other members we do not yet know, were carried by
fruit-eating bats that had no direct contact with mammals: the infection was
transmitted by feces from bats roosting over places where horses or pigs were
housed.

It is worth noting that the unknown pathogens that cause serious diseases
and death in wildlife species will likely not be detected or raise alarm by them-
selves. The trigger for attention will be when these pathogens spill over into
humans (Hanta virus), or horses and then humans (Hendra virus), or domes-
tic swine and then humans (Nipah virus). The tools and technologies to inves-
tigate disease in wildlife species will thus be developed primarily to investigate
disease in humans or livestock caused by the same pathogens.

INFECTIOUS DISEASE:
WHAT ARE THE THREATS?

There are many dangerous pathogens that could be used in deliberate attacks
on humans, livestock, and plants. A question that is often asked is: “Which is
the most important?” The answer is: “The next one to be employed against
the U.S.” This is not a trite comment. Because several federal agencies are
struggling to balance a finite amount of resources against a growing list of
potential threats, we cannot approach this problem linearly.

There are various “lists” of priority pathogens, and these vary by the orig-
inating agency. Defense has a fairly short list of pathogens that can mostly be
traced back to a historical state-supported offensive weapons program. HHS
has a somewhat longer list that adds domestic terrorism precedents, such as
ricin and Salmonella, and foreign viral diseases such as Rift Valley fever and
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Nipah virus. Agriculture maintains a long list of animal and plant pathogens,
but how much of a threat most of these pose for the U.S. awaits more critical
analysis. For example, it is difficult to envisage how the U.S. could be terror-
ized by camel pox, a virus that infects only that species. In any event, in the
case of foreign animal and plant diseases, it is only the ways we have chosen
to respond to inadvertent disease introductions in the past—by mass slaugh-
ter of infected hosts and sweeping trade penalties—that enable terrorists to
threaten us with them in the future.’

But however the lists are chopped and changed, it is clear that agencies such
as the FBI and State are always likely to be faced with suspicious incidents that
involve either unknown pathogens or pathogens for which the specific science
base is not available. As a result, analytical techniques that can be developed
and used “on the fly” will always be necessary.

INFECTIOUS DISEASE:
BIOSAFETY AND BIOSECURITY

Those who work with infectious agents are familiar with biological safety stan-
dards developed by the Centers for Disease Control and Prevention to protect
the health of laboratory staff by reducing or eliminating accidental exposure
to human pathogens and to prevent the release of microorganisms from the
laboratory into the environment.® These standards are based on facilities con-
structed and operated so as to contain the pathogens and on working prac-
tices in the laboratory that safely manage infectious agents. Many scientists
thought these guidelines were stringent enough to prevent release of danger-
ous pathogens from the laboratory, but they did not consider the possibility of
deliberate theft. During 1999 and 2000, informal attempts by government
scientists to develop specific security standards could not achieve interagency
consensus. The absence of precedents of theft and malicious use undermined
attempts to make security a priority, even though in this regard many labora-
tories handling dangerous pathogens stacked up poorly against supermarkets
and shopping malls.

The anthrax mail attacks in fall 2001 ushered in extensive security restric-
tions in all laboratories handling “select agents,” a specific list of high-
consequence pathogens defined by the Departments of HHS and Agriculture.
These restrictions involved physical security standards, personnel surety pro-
grams, and tighter controls on inventory, shipment, and transport of
pathogens. To the traditional base of “biological safety (Biosafety),” these new
laws added another layer of “biological security (Biosecurity),” designed to
protect biological agents against theft or sabotage. As a result, the biological
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research community has chafed under the unfamiliar burdens of operating in
a security-conscious environment. These burdens are unlikely to lift soon
given increased public awareness of biological weapons and the threat of ter-
rorism, and a belated realization that diagnostic and research laboratories are
potential sources of viable, virulent pathogens and their toxins. Nevertheless,
there is no doubt that in the rush to do something about security, most relied
far too heavily on guns, guards, and gates.

The biological community needs specific new tools to achieve a balance
between adequately monitoring certain biological agents and toxins (far fewer
than are on the lists today) and not obstructing legitimate research and devel-
opment involving those agents and toxins. A good place to start would be a
reappraisal of the biological agents subject to restriction: not all agents need
the same level of scrutiny, and the ones requiring the tightest safeguards should
be those that are most attractive to terrorists because they are the most dev-
astating when used as weapons. The next step should be a proper Biosecurity
Risk Assessment that starts with a definition of the facility’s biological inven-
tory and evaluates the consequences of its loss, a step that enables the
pathogens to be prioritized based on those consequences. The identities of
those who might seek to steal the assets, along with their motives and methods
can then be assessed. Then the overall risk—probability and consequences—
of these undesirable events can be evaluated.

Microbial forensics in support of law enforcement must become a critical
new tool. Specifically, if we can move beyond simple statements about lists of
microorganisms possessed by a particular facility to the stage where each
isolate in the inventory is characterized and “fingerprinted” (bearing in
mind the limitations of this analogy described elsewhere in this volume), we
will be able to move quickly in an emergency to differentiate those who are
definitely not involved from those who could be. For example, the DHS’s
Plum Island Animal Disease Center is the only facility in the U.S. legally
allowed to possess certain high-consequence livestock pathogens, most of
which are viruses. In the event of an outbreak of one of these diseases in the
U.S., the first suspicion today would not be an inadvertent introduction but a
terrorist act. The second thought would be that someone at Plum Island might
be involved. At the very same time that the U.S. would need the services of its
handful of experts, they could be under suspicion. The ability to “fingerprint”
immediately the outbreak virus and compare this with the fingerprints of those
viruses stored at Plum Island would resolve this conundrum. Clearly, for the
vast majority of biological laboratories and pathogens, the issue is not so
simple. However, we can apply the same principles to a whittled down list of
high-consequence pathogens, given application of the technologies described
in this volume. There is a long way to go, but the road ahead is clearer than
ever before.
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CHAPTER 3

The Fundamentals of
Human Virology

JEFFREY WILUSZ

Department of Microbiology, Inmunology and Pathology, Colorado State University, Fort Collins,
Colorado

This chapter provides an overview of basic virology along with a primer on
the numerous viruses that cause significant human disease. Viruses are
grouped in terms of their genomic organization in order to facilitate a discus-
sion of both the molecular and pathogenic aspects of their biology. In addition
to increasing our understanding of mechanisms of pathogenesis and rational
drug design, the detailed molecular characterization of these pathogens has
provided the potential to identify molecular signatures that can be used to trace
outbreaks of viral disease.

INTRODUCTION

Viruses were established as agents that cause human disease at the beginning
of the 20th century. Their small size (approximately 2- to 60-fold smaller than
a standard Gram-positive staphylococcus or streptococcus bacterium) gave
viruses the distinct property of being able to pass through the conventional
filters of the day, allowing their identification as “filterable agents.” Today
viruses have been identified that affect every kingdom—animals, plants, and
bacteria. These ubiquitous agents therefore have the potential to influence the
entire biota of the planet. While this chapter will focus on human viruses, the
general principles discussed can be applied to other virus families.

Viruses are molecular pathogens. They possess no metabolism of their own
and can be thought of as molecular parasites. A conventional virus is made up
of two or three major components. A nucleic acid genome, which can be DNA
or RNA (single- or double-stranded, contiguous or segmented) contains all
of the genetic information and is responsible for encoding all of the
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virus-specific macromolecules of the pathogen. Due to the aggressive applica-
tion of molecular biological techniques, the sequences of many viruses are
known and fully annotated. This nucleic acid genome is packaged in a protein
shell called a capsid. The capsid proteins generally self-assemble to form the
shell, which takes on an icosahedral, helical, or complex symmetry depend-
ing on the virus family. The functions of this capsid include packaging of the
genome, protecting the genome from environmental insults, and effectively
delivering the nucleic acid to the inside of living cells. Most RNA viruses and
some DNA viruses are surrounded by a lipid envelope that is derived from the
host cell. The membranes of enveloped viruses all contain viral-specific gly-
coproteins that aid in viral tropism.

It is interesting to note that the conventional virus described above is not
the simplest molecular pathogen. RNA-only agents called viroids exist that can
kill plants without ever making a protein. In addition, protein-only pathogens
called prions “replicate” in the absence of a nucleic acid genome by inducing
a conformational change in other normal prp proteins. Prions cause degener-
ative neurological diseases called spongiform encephalopathies in humans.
The bottom line is that it is truly a molecular jungle out there.

There are eight basic steps in a viral infection of a eukaryotic cell. The first
is adsorption of the virion to the cell surface through an interaction of viral
proteins with specific cellular receptors and, in some cases, coreceptor mole-
cules. Viruses can specifically and tightly interact with proteins (e.g., HIV and
CD#4), carbohydrates (e.g., influenza virus and sialic acid), and lipids (e.g., B19
parvovirus and globoside). This virus-receptor interaction in large part deter-
mines the tropism of many viruses. Preventing this interaction is the goal of
neutralizing antibodies that are generated by the immune system. The second
step is viral penetration of the cell surface. This can be done by direct mem-
brane fusion or endocytosis. The third step is uncoating of the viral genome
inside the cell. In many cases, uncoating is due to pH changes that occur inside
endocytotic vesicles that result in structural rearrangements of viral surface
proteins. The fourth step is primary transcription/gene expression. Many
viruses are designed to actively express their genomes immediately upon
uncoating. This is accomplished via several strategies, including the packag-
ing of viral polymerases, packaging or production of strong transcriptional
transactivation proteins, and the simple fact that some viral genomes can serve
directly as mRNAs. Step five is replication of the viral genome. Since viral-
encoded proteins play a key role in this step for many viruses, this step has
been a prime target for the development of antivirals. The next step is called
“secondary transcription,” or gene expression that occurs off of progeny
genomes. This is an important step that viruses use to amplify their gene
expression to obtain maximal yields of viral progeny. It should also be noted
that many viruses make different sets of proteins at early and late times postin-
fection. Early proteins generally include replication and transcription factors
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as well as proteins that allow the virus to usurp cellular metabolism. Late
protein production focuses on virion structural components. The seventh step
is the packaging of progeny viral genomes. Viral capsids in most cases self-
assemble, and the genomic nucleic acid must be properly inserted. The final
step is the release of progeny virions from the cell. For enveloped viruses, this
involves budding and the acquisition of a lipid bilayer membrane.

There are several ways to determine whether a cell is infected with a virus.
First, many viral infections elicit cytopathic effects such as the rounding of
cells, shrinkage, aggregation, lysis, or cell-cell fusion. These effects are due in
large part to the expression of specific viral proteins or the shut-down of host
cell macromolecular synthesis that occurs during the infection. Second, focal
points of viral replication and assembly can sometimes be observed. These are
referred to as inclusion bodies; a classic example is the detection of Negri
bodies (cytoplasmic acidophilic inclusion bodies) in rabies virus-infected
samples. Third, viral proteins expressed on the surface of an infected cell can
sometimes bind many red blood cells, a phenomenon called “hemadsorption”
that can be very striking when observed in a light microscope. This technique
can be very useful if a viral infection shows very little cytopathic effect. The
fourth way to directly detect viral-specific gene products is through the use
of antibodies in western blots, immunofluorescence, or enzyme-linked
immunosorbent assays (ELISAs). Finally, polymerase chain reaction (PCR)
with virus-specific primers can be used to directly identify viral-infected tissue.
The use of PCR-based assays as a powerful molecular epidemiologic tool is
discussed further below.

The quantitation of virus in a sample can be approached using either phys-
ical- or biological-based assays. Physical methods such as particle counts using
an electron microscope, hemaglutination assays, and ELISAs/(RIAs) can
provide an approximation of the total number of viral particles in a sample,
but do not address the fact that for many viruses, the particle-to-biologically
active particle ratio is rather low. Therefore biological assays that include serial
dilutions in conjunction with plaque assays, focus-forming assays, or deter-
mination of the infectious dose needed to kill 50% of a target laboratory animal
test group are often considered the gold standard.

There are several key definitions and unique aspects of viral genetics that
should be stressed. First, a field or street isolate of a virus is obtained directly
from the natural host. Viruses that are passaged in cell culture often adapt
to growth under in vitro conditions and may lose or gain some properties
relative to the field isolate. Second, co-infection with two or more viruses that
contain a segmented genome can result in a reassortment of segments in the
progeny virions. This can result in dramatic changes in the biologic and/or
antigenic properties of the new viruses. Third, while DNA viruses have a muta-
tion rate of 10 to 10" per nucleotide incorporated, RNA viruses have a
million-fold greater mutation rate (10~ to 107). This is due to the presence
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of error-prone polymerases that lack the ability to proofread. Fourth, pheno-
typic mixing or pseudotype formation can occur in an infection by two
different viruses when progeny viruses are produced that contain the capsid
of virus “A” surrounding the nucleic acid genome of virus “B.” In other words,
phenotypic mixing is the mixing of nonnucleic acid components between two
viruses. Finally, many viruses generate defective progeny viruses as a normal
part of their life cycle. While this is one reason for the low particle-to-plaque-
forming-unit ratios that are observed in viral preparations, the production of
defective particles can have biological consequences as well. It is well estab-
lished for several RNA viruses that defective particles are naturally produced
that interfere with the replication of the wild-type virus. These defective
interfering particles moderate the course of an infection and can support the
establishment of persistent infections.

One of the best ways to control viral infections in a susceptible population
is to prevent them from occurring through the judicious use of vaccines. Vac-
cines have reduced the incidence of measles, mumps, and rubella by >99.7%
in the U.S., and have completely eliminated natural transmission of smallpox
and poliovirus. The three main types of vaccines currently in use are killed
(i.e., formalin-fixed viruses), live attenuated vaccine strains, and subunit vac-
cines made from recombinant proteins. Additional types of vaccines, includ-
ing DNA-based vaccines and use of single vectors for broad vaccination, may
well be on the horizon.

Historically, the availability of effective antiviral drugs has lagged behind
that of other antimicrobials. However due to advances in molecular virology
and rational drug design, the arsenal of antiviral compounds is growing
quickly. The prime targets of available antivirals include uncoating (e.g., aman-
tadine prevents intraviral pH changes in influenza virions), viral polymerases
to prevent replication (e.g., AZT, ribavirin, and acyclovir), viral proteases to
prevent maturation of virions, neuraminidases to prevent viral release from
cells, and cellular enzymes involved in protein synthesis (interferons). The
application of antibodies for the treatment or prevention of viral diseases is
also becoming more common. In summary, the antiviral arena is definitely an
evolving field.

The International Committee on the Taxonomy of Viruses has classified the
major human viral pathogens into approximately 21 families. Since more
viruses remain to be discovered and the relationships of individual viruses to
human disease continue to expand, this number is likely an underestimate.
Viral classifications are based on a variety of factors. First is morphology—the
size of the particle, its shape, and the presence or absence of membranes. Other
factors include the properties of the viral genome, viral genomic organization
and expression patterns, antigenic consideration, and biological relationships
such as host range, etc.
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AN OVERVIEW OF THE DNA VIRUSES

Of the ~21 families of viruses that cause common human diseases, only six
possess a DNA genome. Consistent with the location of cellular enzymes
that act on DNA, all of these DNA viruses have a nuclear life cycle, with the
exception of one. The Poxviruses remain cytoplasmic during infection, likely
because they are too large to fit through the nuclear pore. Of the nuclear DNA
viruses, only the herpesviruses are enveloped. Finally, epidemiological studies
suggest that infection by many of the DNA viruses is very common in the
human population. An overview of the six families of DNA viruses based on
their molecular properties and life cycles is presented below.

Parvoviruses contain a small but unique 5-6-kb single-stranded DNA
genome. The key human pathogenic parvovirus is called B19, which specifi-
cally infects red blood cell precursor cells via the P antigen as its receptor. This
results in a transient, usually subclinical anemia that can be rather severe
in hemolytic anemia patients (i.e., sickle cell disease) or the immune-
compromised. Several weeks later, an immune-mediated rash (erythema
infectiosum or fifth disease) or arthritis-like symptoms develop. Another
parvovirus that is worth mentioning due to its utility in gene therapy is
adeno-associated virus (AAV). As its name implies, the virus is dependent on
co-infection with another DNA virus for efficient replication. Due to the facts
that AAV causes no recognized human disease and integrates at a predominant
location in the cellular genome, it is currently under development as a means
of therapeutic gene delivery to human cells. In addition to therapeutic uses,
the possibility clearly exists that AAV can be engineered as a biowarfare agent
as well (i.e., potent toxin genes can be inserted into its genome and effectively
delivered to human cells).

Adenoviruses were discovered about 50 years ago and generally cause res-
piratory and ocular infections. Two of the approximately 50 serotypes (types
40 and 41) are a major agent of gastrointestinal distress. Focal outbreaks of
adenoviral-induced disease (e.g., pharyngoconjunctival fever associated with
contaminated swimming pools or ponds) can occur in the U.S. The plethora
of serotypes makes vaccination impractical given current vaccine technology.
Gutted adenovirus vectors are also under intense development as a delivery
system for gene therapy. As noted above for AAV, adenoviral vectors can
also be used to potentially deliver detrimental genes as well as therapeutic
ones.

There are eight major human herpesviruses, seven of which cause defined
human disease. Individuals will maintain herpesvirus infections in a latent
form following the initial acute infection. Reactivation can occur under a
variety of circumstances. Herpes simplex viruses type I and II cause ulcerative
lesions of the skin and remain latent in nerve ganglia. Cold sores are due to
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herpes simplex virus reactivation from the trigeminal ganglia. Varicella zoster
virus causes chicken pox during primary infection and zoster or shingles upon
reactivation. Human cytomegalovirus is a major cause of congenital infections
that result in a variety of symptoms including retardation and hearing loss.
Epstein Barr virus (EBV) targets B cells and causes infectious mononucleosis
in young adults. In addition, EBV infection is associated with cancers in some
populations (Burkitt's lymphoma in Africa and nasopharyngeal carcinoma in
Asia). Human herpes virus type 6 causes the common childhood rash roseola
(exanthem subitum). HHVS8 or Kaposi’s Sarcoma Herpes Virus is a sexually
transmitted agent that causes kaposi lesions in the immunosuppressed. In
addition to vaccines for VZV, herpesvirus infections can be controlled by a
highly effective antiviral acyclovir and its derivatives. The drug specifically
targets the viral thymidine kinase gene and prevents replication during active
infections. The widespread nature of most herpesviruses makes suspicious
outbreaks less likely. It should be noted, however, that due to the sexually
transmitted nature of HHVS8, kaposi sarcoma was one of the defining lesions
on homosexual AIDS patients noted early on in the HIV epidemic.

Papovaviruses contain a unique circular double-stranded DNA genome. The
family consists of two human polyoma viruses, BK and JC, which are rather
ubiquitous agents that often cause inapparent primary infections. Reactivation
of these agents by immunosuppression, however, is associated with cystitis
for BK and a severe neurological disorder, progressive multifocal leukoen-
cephalopathy, for JC. The broad array of wart-causing agents, the human
papillomaviruses (HPV), are also members of this family. In addition to warts
and condylomas, it is important to note that the vast majority of cervical dys-
plasias observed in PAP smears are due to HPV infection. Infections by certain
HPV subtypes, i.e. HPV16 and HPV18, are strongly associated with the devel-
opment of cervical cancers and other malignancies.

The Hepadnavirus family contains a one key member Hepatitis B virus
(HBV). HBV is a unique agent that replicates using an RNA intermediate and
reverse transcriptase. It is a leading cause of chronic hepatitis outside of the
U.S. An effective recombinant subunit-based vaccine is currently available.

Poxviruses are exceptionally large enveloped virions with a unique complex
viral capsid structure. Their entirely cytoplasmic life cycle is unique among
the human DNA virus families. The key human pathogens in this group are
variola (smallpox) and mulluscum contagiosum (which causes wart-like
lesions). Smallpox was eradicated many years ago due to the effective appli-
cation of the smallpox vaccine (vaccinia virus) and the fact that humans are
the only natural reservoir of the agent. The risk of smallpox as a biowarfare
agent has received much recent attention due to the declining or total lack of
immunity currently seen in the population. Finally, the 2003 outbreak of mon-
keypox, a nonfatal rash disease, in the upper Midwest that was previously
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unseen in the western hemisphere serves as a reminder that other zoonotic
viruses exist that can emerge in the human population.

AN OVERVIEW OF THE RNA VIRUSES

Fifteen families of the 21 virus families that cause major human diseases
contain an RNA genome. Four useful generalities can be applied to virus fam-
ilies that contain RNA genomes. All of the RNA virus families maintain an
exclusively cytoplasmic life cycle, except for three [retroviruses (which go
through a DNA intermediate) and the two RNA viruses that use the cellular
splicing machinery (orthomyxo- and bornaviruses)]. All but four of the RNA
viruses are enveloped—only the picornaviruses, astroviruses, caliciviruses, and
reoviruses contain naked capsids. With the exception of the double-stranded
RNA genomes of the reovirus family, all RNA virus families contain single-
stranded genomes. These single-stranded RNA genomes can be of mRNA sense
(i.e., positive sense), complimentary to mRNA (negative sense), or a combi-
nation of both (ambisense). Finally, most RNA viruses have nonsegmented
genomes, with the exception of three families—orthomyxoviruses, bun-
yaviruses, and arenaviruses. An overview of the 15 families of RNA viruses
based on their molecular properties and life cycles is presented below.

POSITIVE-SENSE RNA VIRUSES

There are six families of RNA viruses that contain a single-stranded genomic
RNA molecule of message-sense. The genomic nucleic acid of positive-sense
RNA viruses is fully infectious when delivered to cells in the absence of viral
proteins. The gene expression strategies of these agents fall into three groups.
The least complex is illustrated by the picornaviruses and flaviviruses. These
agents have a single large open reading frame that encodes a single large
polyprotein that is subsequently cleaved in an ordered fashion by proteases to
generate individual functional polypeptides. Cap-independent translation was
discovered in picornaviral internal ribosome entry site elements located in the
5’ noncoding region of the genome. Togaviruses, astroviruses, and caliciviruses
generate two or more individual polyproteins that are encoded by the genome,
as well as subgenomic mRNAs that are generated during infection. Coron-
aviruses use the most complex strategy. Instead of generating a polyprotein,
numerous subgenomic mRNAs are made from their large genomes, each
encoding an individual protein. Recombinant togaviruses that encode subge-
nomic mRNAs capable of producing large amounts of proteins of interest have
been developed. Therefore in addition to naturally occurring positive-sense
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RNA viruses, the possibility that designer viruses may be responsible for
suspicious outbreaks cannot be overlooked.

Picornaviruses are a family of small stable viruses, most of which can
survive the harsh environment of the gut and be recovered from stool samples.
There are five key genera of picornaviruses. Poliovirus, a rather ineffective
pathogen that can infect the central nervous system (CNS) and cause
poliomyelitis, is eradicated in many parts of the world due to the use of highly
effective killed and attenuated vaccines. Select members of the 30+ serotypes
of echoviruses are among the most commonly isolated viruses from stools, and
cause a variety of disease symptoms including meningitis, encephalitis, rashes,
diarrhea, upper respiratory infections, and conjunctivitis. Coxsackieviruses
(29 serotypes) are also rather commonly isolated from humans and cause
hand, foot, and mouth disease (which is distinct from the animal virus that
wreaked havoc on British livestock in 2000), herpangina, pleurodynia, and
myocarditis in addition to a variety of nonspecific symptoms. Hepatitis A virus,
the agent that causes acute infectious hepatitis, is also a member of the picor-
navirus family. The final branch of the human picornavirus family tree, rhi-
novirus, contains over 100 serotypes and causes the common cold. The biology
of rhinoviruses is unique from other picornaviruses in that the virions are not
stable to low pH, and the agent prefers growing at lower temperatures (33°C
vs. 37°C). These properties are reflected in the restriction of rhinovirus
infections to the upper respiratory tract.

Flaviviruses are enveloped viruses with icosahedral particles. There are six
key members of this family, four of which are transmitted to humans via
arthropod vectors. Yellow fever virus, the prototype of the group, was the first
human virus isolated. It causes an Aedes mosquito-borne severe fever and
myalgia, followed by jaundice and vomiting that can be prevented through the
use of a live attenuated vaccine. The four serotypes of Dengue fever virus are
also transmitted by Aedes species and cause a fever that can acquire hemor-
rhagic manifestations and be extremely severe. Dengue is probably the most
significant mosquito-borne viral disease worldwide, with 50-100 million cases
per year. St. Louis encephalitis virus is associated with Culex-borne epidemic
encephalitis in the U.S. The last of the arthropod-borne flaviviruses, West Nile
virus, is a key emerging pathogen in the U.S. since 1999. There are two
hepatitis agents—hepatitis C virus (HCV) and hepatitis G virus (HGV)—that
are classified as Flaviviridae that are not passed to human via an insect route.
HCV is a major cause of chronic hepatitis in the U.S.

The four families of positive-sense RNA viruses that make subgenomic
mRNAs contain species that cause a variety of human diseases. Key members
of the Togaviridae include a variety of arthropod-borne encephalitis agents
(Eastern equine encephalitis virus, Western equine encephalitis virus, and
Venezuelan equine encephalitis virus) along with rubella virus (RV). RV is the
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agent that causes the fever and rash associated with German measles. More
importantly, the virus can cause severe fetal abnormalities if it crosses the pla-
centa. RV is currently under control in the U.S. due to the wide use of an atten-
uated viral vaccine given as part of the MMR vaccination. The Astroviridae and
Caliciviridae are difficult to culture and are associated with gastroenteritis out-
breaks. In addition, the hepatitis agent HEV (hepatitis E virus) is classified as
a calicivirus. The final family of viruses in this group—the Coronaviruses, con-
tains exceptionally large genomes (~27kb) in a helical nucleocapsid and are
associated with common colds. The agent responsible for the SARS outbreak
in 2003 is a member of the Coronaviridae.

NEGATIVE-SENSE SINGLE-STRANDED
RNA VIRUSES

All of the viruses in the four families of human pathogens classified in this
group contain helical nucleocapsids within an enveloped particle. There are
three general factors that govern gene expression in these viruses. First, the
viral polymerase initiates transcription only at one end of the viral genome
and reinitiates with approximately 50% efficiency following termination at the
end of each gene. This property makes gene order an important means by
which the relative levels of proteins are regulated. Second, the decision by the
polymerase whether to transcribe mRNAs or replicate the entire genome is
determined by the relative levels of the viral nucleocapsid protein. If levels are
sufficient to package the nascent transcript, the polymerase ignores termina-
tion signals and proceeds copying the RNA template. Finally, cotranscriptional
editing—the insertion of additional uncoded nucleotides by the viral poly-
merase—occurs at a select homopolymer run in all paramyxovirus genomes.
This property is probably related to the tendency of the polymerase to stutter
on poly(U) stretches to generate the poly(A) tail. In addition to the natural
human viruses outlined below, it should also be noted that the technology to
create recombinant negative-sense viruses has been developed.

The four families of negative-sense, single-stranded RNA viruses contain
several classical and emerging human viruses of notoriety. The first family, the
Paramyxoviridae, contains four major human viruses that all initiate infection
in the upper respiratory tract. Measles and mumps viruses cause once-common
childhood maladies (fever/rash and parotitis syndromes, respectively) that are
preventable by live attenuated vaccines given as part of the MMR series. The
four serotypes of human parainfluenza virus are responsible for numerous
seasonal respiratory infections in children, most notably croup. The last
member of the paramyxoviruses, respiratory syncytial virus, is the number one
respiratory pathogen for children in terms of disease severity. No vaccine is
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currently available to prevent infection by the last two members of the
paramyxoviruses. Prophylactic doses of anti-RSV IgG is currently being given
to reduce to the risk of respiratory syncytial virus infection in highly suscep-
tible groups of children. The major member of the next family, the Rhab-
doviridae, is rabies virus. This bullet-shaped virion is usually acquired through
the bite of a rabid animal (most notably bats in recent years). Following repli-
cation at the site of infection, the virus travels to the CNS, where it invariably
results in death. Because of the protracted time it takes for the virus to cross
the neuromuscular junction to infect the nervous system, this is the only viral
infection where post-exposure immunization is helpful. The Ebola virus is the
prototypic member of the third family of negative-sense RNA viruses, the
Filoviridae. As its name implies, this family consists of viruses with elongated
nucleocapsids. Ebola causes outbreaks of severe hemorrhagic fever that is often
fatal. Although the disease has not been seen in the U.S., several individuals
in Reston, Virginia were infected by an Ebola strain with reduced virulence
that was carried in a primate laboratory animal shipment. The bornaviridae
make up the final family of this group. These viruses are unique among the
negative-sense RNA viruses in that they replicate in the nucleus in order to
utilize the cellular splicing machinery. It has been suggested that bornaviruses
play a role in several neural pathologies, but their exact contribution to human
disease is still being explored.

SEGMENTED RNA VIRUSES AND
THE RETROVIRIDAE

There are four families of human pathogenic RNA viruses that contain
genomes consisting of two or more unique segments of nucleic acid. These
genomes can take the form of negative-sense, ambisense, or double-stranded
RNA. A key feature of these viruses is the rapid evolution that can occur due
to reassortment of genomic segments in the progeny of infections by multiple
viral species in the same cell. This is the reason that epidemiologists follow
influenza virus very closely to insure that the current vaccine will provide
coverage to any new variants that have recently emerged. One interesting
molecular property of all of the single-stranded families in this group is that
they “steal” the 5" caps from cellular mRNAs to form the 5" end of their own
transcripts.

The segmented RNA virus families contain numerous important and inter-
esting human pathogens. The Orthomyxoviridae consist of the enveloped neg-
ative-sense RNA viruses that cause influenza. Influenza A has eight segments.
As noted above, due to reassortment, the nature of the two major surface
antigens, hemagglutinin and neuraminidase, are closely monitored by the
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U.S. Centers for Disease Control (CDC) in new influenza virus isolates. In
addition to the killed influenza vaccine, infections can also be treated by
antivirals that block uncoating (amantadine) and neuraminidase function. The
Bunyaviridae family contains many arthropod-borne agents that cause fevers
and encephalitis. These viruses have three genomic RNA segments that may
be negative- or ambisense. In addition to these viruses, the rodent-borne han-
tavirus which emerged in the southwestern U.S. in 1993, causing numerous
cases of severe pulmonary syndrome, is also a bunyavirus. The rodent-borne
arenaviruses contain two ambisense genomic RNA segments and generally
cause severe hemorrhagic fevers in humans (e.g., Lassa fever virus). The
human members of the Reoviridae consist of 10-12 double-stranded RNA
segments packaged in a double-walled protein shell. These viruses never fully
uncoat their genome during infection, which helps avoid the action of double-
strand activated enzymes of the interferon response. The major example of a
human Reoviridae member is the common childhood diarrhea agent rotavirus.
Over 80% of children in the U.S. will suffer diarrhea and vomiting due to infec-
tion by this agent.

The Retroviridae are included in this section not because they contain a
segmented genome, but because they package two identical strands of
positive-sense RNA. During infection, this genomic RNA is converted to DNA
that then integrates into the cellular genome. Cellular DNA-dependent RNA
polymerases are responsible for viral gene expression. The main examples of
human retroviruses are the agent responsible for human acquired immune
deficiency syndrome (AIDS: HIV) and human T-cell leukemia virus. Both of
these agents are complex retroviruses that contain several regulatory genes
(i.e., tat and rev) in addition to the gag, pol, and env genes of conventional
retroviruses.

THE APPLICATION OF MOLECULAR
FORENSICS AND EPIDEMIOLOGY
TO VIRAL INFECTIONS

Antigenic subtyping has been applied for many years to classify viral infec-
tions and outbreaks. Elaborate networks of surveillance teams, for example,
are monitoring the antigenic characteristics and epidemiology of influenza
virus strains isolated from infected patients, to determine the best vaccine
cocktail to use in the coming year. The advent of rapid sequencing techniques
has opened the door to obtaining detailed fingerprints of viruses that could
provide important clues as to their source. In general, a selected region of
the viral genome is sequenced from numerous isolates and subjected to
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comparative phylogenetic analysis. Despite the increasing desire to rely on
molecular analyses for all the answers, one should not overlook the fact that
phenotypic features of the virus (tropisms, cytopathic effects, etc.) may provide
important clues to facilitate identification.

As with other microbial species, the analysis of viral genomic segments can
provide important clues as to the relatedness and origins of infections. Due to
their small size and high rate of evolution, several considerations should be
kept in mind when applying comparative molecular forensic analyses to
viruses. First, for statistical reasons, it is usually advisable to look at as large
a number of regions with variable sequence content as possible in the viruses
that are isolated. Cost constraints, however, often make this impractical. Many
viral genes, especially in RNA viruses, contain regions under rapid evolution
and others that are under significant evolutionary constraint. In choosing a
region of the viral genome to focus the analysis upon, it is important to con-
sider that only rapidly evolving regions will provide enough useful variability
when comparing agents from recently acquired infections. Second, if possible,
it is extremely useful to include in the analysis a significant number of control
viruses isolated from the surrounding population. This will allow for a full
consideration of the background viruses in the local environment, and allow
for a stronger statistical argument for relatedness to a predicted infection
source. Finally, the overall strength of the argument for relatedness between
two viruses requires detailed phylogenetic and statistical analyses that consider
all alternative hypotheses. It will be important to get as close to “100%”
certainty when one is performing the analysis for use in a legal rather than
scientific context.

The tracking of HIV infections provides excellent examples of the success-
ful application of molecular forensics to identify the source of a viral infection.
In 1990, an HIV-positive dentist in Florida was suspected to be the source of
HIV infection in six patients with no known risk factors. The sequencing of
the env gene from viruses isolated from the doctor and patients strongly cor-
roborated the epidemiological data that suggested the transmission route.' In
more recent cases, polymerase chain reaction (PCR) amplification of the HIV
genes followed by phylogenetic analyses have been used to suggest HIV trans-
mission from a surgeon to a patient” and from a nurse to a patient.> Molecular
forensics has been applied to other viral infections in addition to HIV. The
nosocomial spread of specific strains of hepatitis C virus infections in
hemodialysis units, for example, has been documented in several instances.*’

The examples above involve molecular epidemiology of conventional viral
pathogens. In order to rapidly identify viral agents involved in biocrimes, more
work is needed to develop supportive resources. There is a clear need to estab-
lish an extensive sequence database of possible species. The identification of
unique patterns and signatures beforehand will greatly facilitate the elabora-
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tion of the strain and perhaps the source of the suspect agent. In the case of
recombinant biowarfare agents, the bioengineered features along with the
strain background should give reasonable clues to the source.

In closing, the goal of this chapter is to provide a background in the fun-
damentals of human virology and provide an overview of the utility and issues
surrounding the use of molecular forensics and epidemiology to the world of
virology. The rapid evolution of genomic technologies should continue to
expand the capacity and impact of this exciting field. T hope that this chapter
can be used as a stepping-stone to appreciate and give perspective to these
advances.
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INTRODUCTION

Viruses are ubiquitous in nature. They prey on all forms of life from archaea
and eubacteria to fungi, plants, and animals. It has been estimated that viruses
that target sea-dwelling organisms, such as algae, turn over half of the world’s
biomass each day. As such, viruses are an important part of the ecological
balance on earth. Of the vast collection of ribonucleic acid (RNA) and deoxyri-
bonucleic acid (DNA) viruses, research has focused on the tiny fraction that
cause disease in humans, domestic animals, and crops. Modern virology,
coupled with public health initiatives, has seen many triumphs including the
development of effective vaccines against yellow fever, poliomyelitis, smallpox,
mumps, measles, rubella, hepatitis A and B, and papillomavirus-associated cer-
vical cancer. The global eradication of smallpox and poliovirus as well as the
prediction and successful prophylactic vaccination against influenza represent
tremendous gains for public health. Antiviral therapy against human immun-
odeficiency virus (HIV) and some herpesviruses, as well as rapid detection and
containment of emerging viruses such as the severe acute respiratory syndrome
coronavirus (SARS-CoV) illustrate the successful application of viral research
programs as well as the need for ongoing efforts focused on rapid identifica-
tion and elucidation of viral distribution, kinetics, and pathogenesis. With
the growth of knowledge about replication, transmission, and disease, viruses
have also taken the stage as possible biowarfare, bioterrorist, and criminal
agents.

Microbial Forensics
Copyright © 2005 by Elsevier Inc. All rights of reproduction in any form reserved. 55
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In our unpredictable world, viral diagnostics and forensics are becoming
increasingly important and sophisticated. The purpose of this chapter is to
introduce basic concepts in virology and to provide several examples of how
current technology has been used to identify and track viral pathogens. The
first part of the chapter discusses virus structure, replication strategies, classi-
fication, and evolution. The second part highlights the varied modes of trans-
mission, infection, and disease manifestations as they relate to the different
diagnostic methods for virus identification. We follow this with examples of
how emerging viruses were identified and tracked (Sin Nombre, Nipah, West
Nile, SARS coronavirus, and monkeypox). With regard to viral forensics, the
Schmidt case is a fascinating example illustrating how the study of RNA virus
evolution and relatedness was used in a criminal investigation. Finally, we
provide a few snapshot views into new technologies that allow the creation of
manmade or “engineered” viruses, some exciting new frontiers in viral diag-
nostics, and a few thoughts on the future of virology.

WHAT IS A VIRUS? BASIC VIROLOGY
VIRUS ANATOMY

Viruses are extremely simple “life” forms without metabolic capacity,
organelles, translational machinery, or autonomous replicative potential;
the essential elements of a virus are consequently minimal. Virus particles are
either enveloped or nonenveloped. Enveloped viruses contain one or more
envelope glycoproteins embedded in a lipid bilayer that is acquired by bud-
ding through host cell membranes. Nonenveloped viruses are made up of a
tight protein shell. In both kinds of viral particles, the envelope or protein
shell serves to protect the viral genome from the hazardous extracellular
environment, since without such protection, the fragile nucleic acid genome
would be vulnerable to physical, chemical, and/or enzymatic destruction.
Surface proteins also harbor functions required for virus entry into host cells.
Inside the virus particle, the viral genome is associated with one or more pro-
teins to form a complex usually referred to as the nucleocapsid. In addition to
nucleic acid binding proteins, some viruses also carry enzymes required to ini-
tiate replication (like polymerases). Although not all virus particles are highly
structured, two kinds of symmetry are common. Helical symmetry is reflected
by the arrangement of the protein subunits in a “spring-like” or stacked lock-
washer fashion, whereas icosahedral symmetry comprises 20 triangular faces
that form the surface of a sphere. In the simplest icosahedral capsid, one
protein subunit is at each triangular point of the 20 faces, requiring 60 total
subunits.
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While host organisms use only DNA for their genetic material, a viral
genome may be composed of either DNA or RNA. The size of viral genomes
varies greatly. The genome of variola major, the DNA virus that causes small-
pox, is 190kb. The RNA genome of the SARS-causing coronavirus is 29.7 kb;
those of Ebola and Marburg viruses are each 19kb, while the HIV and
poliovirus are 9.2 kb and 7.4 kb, respectively.

VIRUS LIFECYCLE
VIRUS ATTACHMENT AND ENTRY

Among the enormous variety of host cell types, how does a virus choose which
cell to commandeer for its own replication and propagation? The surface of
an enveloped virus particle contains virus-specific proteins that mediate viral
recognition of host cell targets. The membrane surface of a host cell is riddled
with numerous macromolecules including glycoproteins, glycolipids, and car-
bohydrate residues that have specific host functions serving as transport chan-
nels, mediating signaling pathways, and assisting in antigen presentation.
While these macromolecules may be essential for host cell survival and func-
tion, some of these macromolecules also serve as receptors for virus particles.
The presence of the host cell receptor is essential for viral attachment, but the
mere presence of the receptor does not confer upon the cell the ability to
support virus replication. Some viruses (such as HIV) require a coreceptor for
viral entry without which the virus may be able to bind to the host cell mem-
brane but remain unable to enter the cell. If the virus is not enveloped or is a
naked particle, the viral capsid undergoes a conformational change upon
binding that releases energy used to breach the host membrane, allowing viral
entry. Delivery of viral nucleocapsid, and hence the genome RNA or DNA,
occurs via fusion of the virus particle with cellular membrane either at the cell
surface or after endocytosis. Virus genome replication can occur either in the
cytoplasm or the nucleus, and all viruses usurp the host cell translational
machinery to produce virus-specific proteins.

REPLICATION STRATEGIES

In 1971, David Baltimore divided viruses into seven groups based on genetic
material, polarity, and mRNA synthesis.' Insight into the replication strategy
of a virus can be gained by understanding how other well-studied viruses in
the same group replicate. The following is a brief description of the seven
groups; included where possible, are examples of viruses belonging to each
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FIGURE 4.1 Schematic illustrating the replication strategies and means of gene expression for
the various Baltimore classes. Reprinted with permission from Ref. (56). (See color insert.)

given group. Note that in the following sections nucleic acid genomes will be
discussed in terms of strand polarity, where positive, (+), strand nucleic acid
has a 5’—3’ polarity identical to mRNA and negative, (—), strand nucleic acid
is complementary to mRNA. In cases of (=) strand polarity, the virus must
synthesize a complementary (+) strand for gene expression to occur. A sim-
plified schematic is presented in Figure 4.1.

Double-stranded DNA viruses (Class I): Viruses of this class have double-
stranded DNA genomes and are subdivided into two groups. The first contains
viruses that require replication to take place in the nucleus; the second class
contains viruses that replicate in the cytoplasm. Variola major, the cause of
smallpox, is an example of an enveloped double-stranded DNA virus that
replicates in the cytoplasm; its linear DNA genome is directly transcribed to
mRNA, which is then translated by host machinery to produce viral proteins.
In contrast, genome replication of herpesviruses occurs in the nucleus.

Single-stranded DNA viruses (Class 1I): These viruses have single-stranded
DNA genomes. Host proteins transcribe mRNAs from the viral genome, which
are subsequently translated to viral proteins.

Double-stranded RNA viruses (Class III): Viruses in this class contain
double-stranded, segmented RNA genomes. mRNA is synthesized by a virally
encoded RNA-dependent RNA polymerase (RdRp) that is, like the RNA
genome, contained within the capsid. Most eukaryotic cells do not encode
RdRps, so in order for the virus to replicate itself, it must provide this enzyme
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for RNA replication. The common etiologic agent causing severe infectious
diarrhea in children, rotavirus, has a double-stranded, segmented RNA
genome.

Positive-strand RNA viruses (Class IV): These viruses have single-stranded
(+)-strand RNA that is directly translated by the host cell to produce viral pro-
teins. The (4+)-strand genomic RNA from these viruses can be infectious,
in contrast to (—)-strand RNA, which cannot. To generate multiple copies of
the genome, these viruses synthesize (—)-strand complementary RNA species
that are subsequently transcribed by viral RdRps, to produce more (+) strands.
Examples of viruses in this class include poliovirus, West Nile virus, the SARS
coronavirus, and hepatitis A virus.

Negative-strand RNA viruses (Class V): In contrast to class IV, viruses of
this group contain negative polarity single-stranded RNA molecules as their
genome. These viruses are all enveloped and can have genomes that are either
segmented or continuous. Some members have ambisense genomes with por-
tions of the genome acting as (+) strands and other portions of the genome
having (=) polarity. All members of this class, such as influenza virus, han-
tavirus, and Ebola virus package both genome RNA and an RdRp into their
virion.

Retroviruses (Class VI): This unique class of viruses uses a totally novel
scheme for replication and expression. These viruses have two identical copies
of single-stranded (+)-polarity RNA molecules as their genome. These RNA
molecules are reverse transcribed by the enzyme reverse transcriptase (RT),
generating complementary DNA molecules from their RNA templates.
Members of this class are called retroviruses, reflecting the fact that their
replicative cycle is retrograde (RNA—DNA—mRNA—protein) relative to the
central dogma of modern biology, in which the DNA is transcribed to mRNA,
which is then translated to protein (DNA—mRNA—protein). A very impor-
tant virus in this class is the human immunodeficiency virus (HIV), which
causes acquired immune deficiency syndrome (AIDS).

Hepadnaviruses (Class VII): Members of this group have partially double-
stranded DNA molecules as their genome. These viruses replicate via an RNA
intermediate, similar to the retroviruses. RNA is packaged into immature par-
ticles where reverse transcriptase uses the RNA template to generate the DNA
genome. An example is hepatitis B virus, an important human pathogen that
can cause chronic infection and consequent liver damage.

ASSEMBLY AND RELEASE

Once the genome of a virus has been amplified, it must be packaged into infec-
tious particles. This is a complicated process that is well understood for
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only a few viruses. The exact mechanisms that allow selective packaging of
viral nucleic acid and particular virus-specific proteins are not completely elu-
cidated. The site of assembly can be in the nucleus, in the cytoplasm in asso-
ciation with membranous organelles (endoplasmic reticulum or Golgi bodies),
or at the cell surface. The process of virion release occurs through budding or
in the case of naked nonenveloped viruses, through host cell lysis.

VIRUS CLASSIFICATION

Viral nucleic acid, replication mechanisms, and virion release are only some
of the characteristics that define a virus. Virologists have devised classification
systems to describe and identify viruses based on observed similarities and dif-
ferences. Initially, the decision of how to classify a virus was rooted in under-
standing the host and tissue infected by the virus, the resultant disease process,
and the method of transmission. As technology advanced, the classification
criteria shifted to include physical properties such as virion morphology, sta-
bility, filterability, and antigenicity. With the development of negative-staining
electron microscopy that allowed scientists to visualize the virus particle, the
classification of viruses changed to comprise descriptions of virion size, mor-
phology, and surface characteristics. Finally, technological advances including
polymerase chain reaction (PCR), DNA sequencing, monoclonal antibody pro-
duction, and DNA microchip analysis have allowed researchers to differenti-
ate between single-nucleotide changes present in viral genomes. The complete
genomes of numerous viruses have been sequenced, allowing for the identifi-
cation of species, strains, and mutants that could never before have been pos-
sible. When very little information is known about an emerging infection, the
classification system and its wealth of descriptive information is useful; pre-
dicting possible routes of transmission and pathogenic consequences based on
information known about similar well-studied and previously classified viruses
may significantly impact public health practices while the new etiologic agent
is under study.

The current standardized hierarchical International Committee on the
Taxonomy of Viruses (ICTV) system used to classify viruses utilizes sequen-
tially more exclusive levels of order, family, subfamily, genus, and species.” This
classification system includes viruses that infect vertebrates, invertebrates, bac-
teria, fungi, plants, algae, and others. A brief description of the classification
system follows.

VIRUS ORDER

Virus order is a collection of phylogenetically related virus families that have
similar properties. At present there are only two recognized orders, Monone-
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gavirales and Nidovirales. The Mononegavirales order is comprised of viruses
that have a single-stranded negative-sense RNA molecule as their genome.
There are three families in the order Mononegavirales: Filoviridae, Rhabdoviri-
dae, and Paramyxoviridae. The Nidovirales order comprises the families Coro-
naviridae and Arteriviridae. The virus that causes SARS is a member of the
Coronaviridae. Virus order names are discerned from the other classification
level names by ending with the suffix -virales.

VIRUS FAMILY/SUBFAMILY

A virus family is a phylogenetically related collection of genera that share
similar properties. Families are given names that end with the suffix -viridae.
Virus particle morphology, genome characteristics, and/or strategies of
replication are used to group viruses into families. Due to the diversity and
complexity of the families Paramyxoviridae, Poxviridae, Parvoviridae, and
Herpesviridae, each is further classified into subfamilies. Subfamilies are given
names that end in -virinae.

VIRUS GENUS

Names given to genera end with the suffix -virus. There is continuing pressure
to use increasingly detailed structural, physicochemical, or serological differ-
ences to create new genera in many families.’

Virus Species

Species is a highly specific classification given to a virus that has met many
selective criteria. In 1991, the ICTV defined a species as “a polythetic class of
viruses that constitutes a replicating lineage and occupies a particular niche.”
This definition allows for some plasticity in the properties required for species
classification, allowing emphasis in some cases to be on genome properties,
in others on structural, physicochemical, or serological properties. The term
“quasi-species” refers to a population of closely related viral sequences.
This is often used to describe RNA virus isolates where essentially every
genome sequence is different due to the high error rate of RNA-dependent
RNA replication.

The highly structured and formal classification system set up by the ICTV
gives the virologist, clinician, technician, epidemiologist, and first-responder
access to valuable information. Once a virus is identified and its classifica-
tion is defined, information about the virus or similar better-studied viruses
such as the kinetic characteristics of virus spread, tissue tropism, disease
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pathogenesis, associated clinical symptoms, treatment, and level of required
biocontainment can be quickly realized. This system also allows for classifi-
cation and characterization of a new unknown virus. For example, SARS was
a previously unknown virus that was quickly analyzed and placed into the
Coronaviridae family.

GENERATION OF VIRAL DIVERSITY

Although the classification system facilitates virus identification, the constant
emergence of new, diverse viral populations continues to challenge scientists.
Three major mechanisms give rise to viral diversity: mutation, reassortment,
and recombination. Depending upon the replication strategy of a particular
virus, the relative contribution of these pathways differs. Nucleotide misin-
corporation leading to mutation occurs for all viruses but is dramatically dif-
ferent for viruses with RNA versus DNA intermediates. Errors are made both
by DNA and RNA polymerases, but while DNA polymerases have proofread-
ing capacity, RNA polymerases do not. Consequently, errors generated by RNA
polymerases are incorporated into the newly generated viral genome at a very
high rate. The error rates of DNA polymerases can be as low as one base sub-
stitution per every 10°~10"" nucleotides, whereas the RNA polymerases have
error rates as high as one base substitution per every 10°~10° nucleotides.* In
the case of RNA viruses, virus population studies of patient and tissue culture
isolates have shown the coexistence of numerous viral genomes with slightly
different sequences, or quasi-species.

Homologous or nonhomologous recombination is another mechanism by
which new viruses are generated and has played a significant role in virus
evolution. Large DNA viruses can not only recombine with each other but also
contain genes usurped from the host. RNA tumor viruses have incorporated
cellular oncogenes that lead to transformation in some cell types. For RNA
viruses, recombination probably occurs via incomplete synthesis and tem-
plate RNA switching during negative-strand synthesis. This process occurs
with high frequency in poliovirus infection, with an estimated 10%-20% of
poliovirus genomic RNA recombining in a single growth cycle.” In polio erad-
ication efforts, a live virus preparation consisting of three separate attenuated
poliovirus strains was used. Despite the safety of each attenuated strain, some
vaccinated patients did develop poliomyelitis. Through genetic testing of
patient isolates, it became clear that the recovered virus was not the same as
the administered vaccine, and that neurovirulence had been restored by recom-
bination among the three attenuated strains.®”’

Reassortment can also occur when two related viruses with segmented
genomes infect a single cell. For example, reassortment is responsible for gen-
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erating new influenza A strains that are antigenically different enough from
previous strains to infect and cause disease. Besides the annual flu season,
severe pandemics have occurred such as the Spanish flu of 1918, the Asian flu
of 1957, the Hong Kong flu of 1968, and the Russian flu of 1977. Influenza
virus infects several animal hosts, including humans, pigs, horses, and its
natural reservoir, waterfowl. The two major antigenic proteins of this virus,
hemagglutinin (HA) and neuraminidase (NP), can be reassorted between dif-
ferent influenza viruses, generating new strains different from the two parental
strains (called antigenic shift). Each influenza strain is given a code which
identifies its HA and NP proteins. The Spanish flu was caused by the HIN1
strain, the Asian flu was strain H2N2, the Hong Kong flu was strain H3N2,
and the Russian flu was strain HIN1.”

INTRODUCTION TO VIRAL KINETICS
AND OUTCOME

A virus enters the host through any opportunistic opening of the body. Minute
breaks in the skin barrier or mucosal linings of the eye, nose, gastrointestinal,
and urogenital tracts create portals for the virus to enter host cells and under-
lying tissues. Replicating virus may establish a localized infection, or the virus,
traveling as free virions or associated with immune cells, may spread to other
areas of the body. Replication can continue at the initial site of infection or
move to secondary organs and tissues. During an active infection, virus parti-
cles may be shed through nasal and respiratory secretions, urine, and stool.

INCUBATION PERIOD

An incubation period is the time between exposure to virus and the manifes-
tation of symptoms of infection. Initial symptoms may be slight, such as a rash
or fever, and may not initially prompt patients to seek medical care. Diagnos-
tic samples are taken when people seek medical treatment; therefore, the pres-
ence of virus and virus-specific antibodies depends on the incubation period.
This observation has important implications for the identification of new viral
infections or epidemics. Virus may be detected and isolated for infections with
short incubations; however, antibodies may not yet have developed, see Figure
4.2. For example, infections with influenza and adenovirus have very short
incubation periods, 1-2 days, before myalgias and fever manifest. Many viruses
have invaded the body for over a week before symptoms become apparent.
Dengue, measles, and rotavirus are relatively asymptomatic during the first 5-8
days, but may rapidly progress to severe illness soon after. Longer incubation
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FIGURE 4.2 (A) Adaptive immune response in an acute resolving infection. Low-affinity anti-
bodies of the IgM isotype develop initially, and partially control circulating virus. T cells undergo
clonal expansion upon virus antigen stimulation. In response to effector T cells and often higher-
affinity 1gG antibodies, virus levels decline and the immune system differentiates into memory T
cells. Such memory T cells and neutralizing antibody may persist for the life of the patient. (B)
Adaptive immune response in a chronic virus infection. Antibodies and T cells develop but are
unable to eliminate virus. Virus levels, although typically lower than in the acute stage, are con-
tinuously present despite a measurable immune response. Mechanisms leading to chronic infec-
tion include generation of viral mutants that escape the adaptive immune response, induction of
immune exhaustion or tolerance, and a quiescent state called latency for some DNA and RNA
viruses.
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periods may be caused by chronic infections. For example, rabies virus may
remain silent for 30-100 days after an animal bite before causing sudden
disease demanding medical treatment. Other stealth viruses, such as HIV, hep-
atitis B and C, and papilloma viruses, may bring about a mild ailment initially
that may gradually progress to a fatal disease. Patients with chronic infections
may seroconvert and have detectable virus even in the presence of antibodies.
Others may be persistently infected by a virus, yet never develop symptoms.
These carriers may have low levels of virus, which could potentially be trans-
mitted to other individuals despite being below the level of assay detection.
An understanding of how the host responds to viral infection aids investiga-
tors and health care workers in identifying and treating infection.

THE IMMUNE RESPONSE

The immune system typically recognizes the invading pathogen at the site of
entry, where it launches a generalized innate immune response. Signal mole-
cules recruit inflammatory cells to the area which engulf cell debris and
released virions. Virus proteins are presented to the adaptive immune system
in local lymph nodes, allowing the host to create a directed defense against
the virus. Effector T cells specific for virus antigen stimulate B cells to secrete
virus-specific antibodies. There are two predominate types of antibodies pro-
duced in response to virus infection, IgM and IgG. The first antibody produced
is the IgM isotype and is present in the blood within days and remains in cir-
culation for several months. As the adaptive response develops, B cells switch
antibody isotypes to secrete the IgG form. Investigators use the detection of
antibodies as indicators of virus exposure, and can utilize knowledge of the
presence of specific isotypes to discern acute infection from past or chronic
infection. Detection of IgM or rising titers of IgG points to a recent virus expo-
sure. Virus-specific antibodies are also used as tools in numerous serological
assays. The specificity of the antibody is useful to distinguish between differ-
ent virus types and to detect virus protein in clinical samples.

COURSE OF INFECTION

Most virus infections cause an acute infection with viral particles rapidly
cleared from the body. Examples of acute infections are influenza, rhinoviruses,
and rotaviruses where infections are brief and virus is eliminated completely
from the host. Other viruses are capable of establishing a long-term, persist-
ent infection and may be present for years or throughout the life of the host.
During a persistent infection, some viruses are continuously present in the
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body with a constant level of viremia, or virus detectable in the blood. For
example, lymphocytic choriomeningitis virus is noncytopathic even while
actively replicating. Other viruses such as Epstein-Barr virus regulate their
replication programs to avoid detection by the immune system, while still
others establish infection in certain areas of the body that are immunoprivi-
leged sites, including the central nervous system (CNS) and the eye, where
once present, viruses may propagate undetected. Viruses may evade the
immune response by infecting the immune cells themselves, such as in HIV
infection of CD4" T cells and dengue virus infection of dendritic cells. Some
viruses enter a latent stage where replication temporarily ceases. Reactivation
of virus replication can occur weeks to years later, multiple times in the life
of the host. Finally, viruses may reduce the rate of virus production so that
little or no virus is detectable. As the immune system struggles to control, but
not eliminate the infection, virus may be measured in a cyclical pattern with
titers alternately rising above and falling below the threshold of detection.

HOW DO YOU IDENTIFY A VIRUS?

An understanding of the established classification system, mechanisms respon-
sible for generating viral diversity, and pathogenesis facilitates the identifica-
tion of an unknown virus. The sudden emergence of an infectious disease
demands rapid methods to identify the source of infection, diagnose patients,
and explain routes of transmission. Detection of a novel virus relies on ade-
quate sample acquisition and knowledge gained from previously identified
viruses, sequences, and reagents such as antibodies and virus antigen.

SITES FOR VIRUS ISOLATION

The types of samples and the manner of collection depend upon the capabil-
ities of the diagnostic laboratory. The chance of obtaining an active virus
sample depends on many factors. The virus concentration varies in the body
over the course of infection and may actually not be present when symptoms
bring the patient to medical attention. The virus may have been cleared from
the area of disease, or the symptoms may reflect damage induced by the
immune system rather than direct virus pathology. It is therefore critical to
obtain samples early in the infection and from multiple locations in the body.
The most common site to look for virus is in the blood. Other clinical samples
are generally collected near the site of virus-induced disease or based on
known routes of virus transmission. Mosquitoes can deposit West Nile virus
and dengue into the skin; poxvirus and papillomavirus replication can create
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lesions and warts; the perfuse spread of Ebola allows detection even in the
skin. For respiratory infections, samples may include nasal and throat swabs
as well as nasopharyngeal aspirates and bronchial lavage fluids. Urine and stool
samples are collected for enteric disease, and cerebral spinal fluid is obtained
when neurological symptoms are present. Viruses may be very labile, and care
must be taken to avoid exposure to harsh treatments such as extreme pH,
direct sunlight, and freezing temperatures in order to preserve the potential
for identification and study. Generally, samples are transported on ice and eval-
uated in the lab as quickly as possible. If delays are expected, samples can be
frozen, but the recovery of infectious virus may be reduced or eliminated.

VIRUS ISOLATION

Historically, viruses were cultivated in the laboratory utilizing human samples
to directly inoculate susceptible animals or embryonic chicken eggs. Tissue
culture allows virus to be isolated, quantified, and amplified to produce a large
stock for further analysis. Primary cell lines derived from animal tissues have
a limited lifespan in tissue culture, yet are necessary to initially isolate some
viruses. Continuously replicating cell lines are the most convenient, with an
infinite capacity to be passaged. Human specimens are clarified and treated
with antibiotics before addition to cell culture. The inoculated cells are mon-
itored for any detectable morphologic changes and periodically harvested for
other serological assays. There are specific culture conditions for particular
viruses. For instance, viruses from the conjunctiva, nasal and respiratory tracts
are incubated at cooler temperatures resembling the exterior of the body, and
viruses entering cells via fusion proteins requiring cleavage need to have
trypsin added to the culture media. Some viruses cannot be cultivated in cell
lines but require that clinical samples be injected into suckling mice by spe-
cially trained personnel and examined for virus using serological methods.
Other culture conditions are being established that involve the use of whole-
organ cultivation. Some viruses are even more difficult; hepatitis C virus can
only be grown in chimpanzees.

ELECTRON MICROSCOPY FOR
VIRUS IDENTIFICATION

In the early days of virology, researchers and clinicians could only identify and
classify a virus based on its infectivity and associated pathology. Viruses could
not be more closely described because of their extremely small size; virion
particles can range from tens to several hundred nanometers (nm). The light
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microscope, which is a valuable instrument for the identification and study of
fungi, bacteria, mold, and spores, does not have the resolving capacity to visu-
alize virus particles. Virologists were limited in their investigations until the
1930’s, when the electron microscope (EM) was invented. This instrument
uses, instead of visible light, a beam of electrons to form an image of the spec-
imen. The instrument not only produces extremely large magnifications (up
to 1,000,000x) but also resolves fine structure at such magnifications.

Virus morphology is as diverse as that seen in other microscopic organisms.
Because of this, viruses can be identified based on their appearance under the
microscope. The researcher is able to examine both the external and internal
structure of the virus. Particle morphology has been observed to appear
ribbon-like (rabies), rod-shaped (measles), spherical (poliovirus), and fila-
mentous (Ebola) (Figure 4.3). Many viruses show multiple morphologies
under the microscope and are referred to as pleomorphic. An example of a
very pleomorphic virus is influenza A, which can appear kidney bean-shaped
or filamentous. Some viruses have very characteristic spikes, club or pin-like
projections present on the viral envelope. A very interesting example of spikes
is seen in the emerging SARS virus.

FIGURE 4.3 (A) Ebola virus particles showing filamentous morphology. Courtesy of the CDC/C.
Goldsmith. (B) Polio virus particles showing spherical morphology. Courtesy of the CDC/Fred
Murphy, Sylvia Whitfield. (C) SARS virus showing indicative “corona-like” morphology. Courtesy
of the CDC/Fred Murphy.
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There are two main types of visualization for virus identification using EM.
The first is negative staining/contrast, which was a revolutionary visualization
technique designed in the late 1950s. Due to the low level of electron scatter
by viral particles, direct contrast and visualization are difficult. However, using
the negative contrast technique, the virus particle is visualized on a black (elec-
tron-opaque) background. The degree to which the heavy metal salt stain
(electron-rich) penetrates into the virus particle determines the contrast/reso-
lution of virus structure. This procedure provides very useful information on
the external structure of the virus, but is somewhat limited in resolving inter-
nal structure.

Thin sectioning is a very important sample preparation technique that
allows internal structure to be visualized. Tissue samples are embedded with
an epoxy-resin, and thin slices are prepared using an ultramicrotome. These
slices are then examined using various electron-dense stains and antibodies
that can be used to tag specific cellular organelles and virus proteins.

OBSERVANCE OF CYTOPATHIC EFFECT

A virus may kill an infected cell creating characteristic cytopathic damage or
may replicate in cells without any visible effect. The type of changes induced
by a virus can be significant for the type of virus and can be observed by the
light microscope. The cytopathic effect (CPE) can be focal, diffuse through the
cell monolayer, or at the edge of the culture. Cells may appear to be rounded
or enlarged, growing in grapelike clusters, indicating adenovirus or herpes
simplex virus. Influenza and mumps cause cells to fuse together, creating syn-
cytia that detach from the surface. Cells may fuse and form multinucleated
giant cells with granular cytoplasm typical of measles infection. Vaccinia and
poxviruses create foci of fused cells, whereas picornaviruses induce prolifera-
tion of membranes in the cytoplasm and shrinkage of the nuclei (pyknosis).
However, many viruses such as members of Bunyaviridae, Arenaviridae, and
Retroviridae fail to produce obvious CPE and can replicate in culture without
any noticeable change.

SEROLOGY

The specific affinity of antibody-antigen recognition is widely used in virus
diagnostics. Polyclonal and monoclonal antibodies can be raised against
recombinant virus proteins and virus produced from infected cells. If a virus
can be isolated in cell culture, cell lysates and slurries can be used as virus
antigens. Infected cell cultures can also be used to test for antiviral reactivity
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present in patient serum. Recombinant virus proteins produced in E. coli and
baculovirus expression systems are also used as antigens to detect antibodies
present in human serum, cerebrospinal fluid (CSF), and tissues. Finally, con-
valescent serum proven to react with infected cells in culture can be used as
a source of antibodies for additional assays.

NEUTRALIZATION ASSAY

Antibodies produced during an infection often have the ability to bind the
virus and reduce infectivity. These protective, neutralizing antibodies recog-
nize epitopes on the surface of the virus and prevent virus from infecting a
cell. Neutralizing antibodies are often used to classify virus into serogroups.
Closely related virus families have similar virus coats, and neutralizing anti-
bodies that can bind viruses within a group are said to cross-react. In a neu-
tralization assay, dilutions of neutralizing antibodies are mixed with virus and
assayed for remaining infectivity. An unknown virus may cross-react with anti-
bodies from a known serogroup, revealing an antigenic relationship and an
initial clue to the genetic identification. More specific and focused assays can
then be performed to identify the virus. An extensive bank of serotype-specific
antibodies in the diagnostic laboratory increases the chance of discovering a
novel virus.

HEMAGGLUTINATION ASSAY

The hemagglutination assay uses the ability of virus proteins to bind and aggre-
gate erythrocytes. Virus is mixed with an erythrocyte suspension in serial dilu-
tions and added to a microtiter plate with V-bottom wells. Unabsorbed red
blood cells fall to the bottom point of the well forming a dot, whereas aggre-
gated blood cells uniformly coat the well. The hemagglutination inhibition
assay is used to classify virus families that share that ability to bind to ery-
throcytes. Antibodies specific for a virus family may prevent aggregation of
erythrocytes and are assayed by hemagglutination inhibition.

COMPLEMENT FIXATION

Complement fixation uses known virus-specific antigen rather than known
anti-virus antibodies. Interactions between virus antigen and antibody cause
fixation of complement and result in membrane lysis. Briefly, patient sera are
incubated with antigen and a standardized amount of complement. Red blood



How Do You Identify a Virus? 71

cells are coated with anti-red blood cell antibodies that are recognized by com-
plement and added to the sample. If antibodies specific to the virus antigen
are present and fix complement the red blood cells will be protected from lysis.
Using group-specific virus antigens allows a patient’s virus to be identified.

IMMUNOSTAINING

Antibodies can be used to detect virus antigen in patient tissues and in infected
cell cultures. An antibody is linked to a fluorescent dye or enzyme and allowed
to bind virus antigen. The complex is visualized under a microscope, allow-
ing location of the virus proteins to be seen inside the cell. Cross-reactive sera
can be used to serologically identify an unknown virus as a member of a known
family. Polyclonal sera can identify a wide range of viruses, whereas mono-
clonal antisera can give a specific diagnosis. Additionally, the direct visualiza-
tion of virus antigen in a cell can provide interesting clues of virus properties
beyond the diagnosis.

ENZYME-LINKED IMMUNOSORBENT ASSAY

The enzyme-linked immunosorbent assay (ELISA) provides a fast method
to detect the presence of virus antigen or antibody from a large number of
samples. Because of its reproducibility and flexibility, it is the most common
serological assay used in the viral diagnostics lab. The general scheme is to
capture virus antigens or virus-specific antibodies on a solid surface and to
expose the bound complex with a substrate. ELISAs specific for IgM and IgG
antibodies can distinguish between recent infection and previous exposure or
vaccination. Detection of virus antigen indicates an acute stage of virus infec-
tion. The microtiter plate format can test multiple patient samples with dif-
ferent dilutions of antibodies to determine a serological titer, and sequential
sampling of patient’s serum over the course of an acute infection can allow
detection of seroconversion. An increase in titers of IgG antibodies twofold to
fourfold over 2 weeks is diagnostic of an active primary infection. ELISAs are
frequently used in serosurveys where populations are screened to determine
the efficacy of immunization programs or previous exposure to a newly iden-
tified virus.

NUCLEIC ACID-BASED METHODS

The detection of virus nucleic acid has revolutionized diagnostics. The use of
molecular techniques has identified viruses that cannot infect cells in culture
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or inoculated animals. Most specimens such as blood, tissues, urine, stool, CSE,
and respiratory secretions can be treated and the nucleic acid extracted, inac-
tivating the virus and reducing concern about transport or contact in the lab-
oratory. Detection of virus in the blood is diagnostic of an active infection,
and the sensitivity of PCR has enhanced our capability to detect very low levels
of virus in persistent infections; the universal genetic code allows inves-
tigators to detect virus sequence from host insects, animals, bacteria, and
fungi where serological reagents may not be available. The specificity of
PCR is dependent on the selection of the primer sets. Primers are designed to
anneal to conserved regions in a virus genome. Genes that encode proteins
essential for the virus life cycle such as polymerases, helicases, and integrases
as well as RNA elements in untranslated regions are maintained even in viruses
with high mutation rates. There are good PCR amplification targets. To iden-
tify a new virus, universal primer sets are designed based on alignments of
virus family sequences and selected to minimize base pair mismatches. Primers
containing degenerate bases are used to widen the net and find a genetically
distant virus. For DNA viruses, PCR can be applied directly. RNA viruses
require an initial reverse transcription RT-PCR reaction before amplification.
Complex variations on the basic technique of PCR including utilization of
multiplex primers, TagMan probes, and molecular beacons can enhance the
ability to identify viral sequences.

PCR products are either sequenced directly or cloned into intermediate
vectors for sequencing. Multiple PCR isolates are sequenced in order to verify
the authentic virus sequence, as mutations arise during PCR amplification.
Sequencing virus directly from clinical samples without amplification in cell
culture minimizes cell culture adaptation artifacts. The unknown virus
sequences are entered into sequence databases to search for any similarity with
known virus genomes. The database should include sequences from clinical
isolates, field samples from the natural hosts, and nonpathogenic viruses to
assist identification of a novel emerging virus. As with any assay, molecular
diagnosis of virus nucleic acid is confirmed with other diagnostic methods
such as serology and virus isolation.

MOLECULAR EPIDEMIOLOGY

Traditional epidemiology relies on the combination of clinical presentation of
disease, identification of the pathogen, and anecdotal circumstances to explain
where the infection began and how it spread throughout a population.
Common features are established to link the transmission to the source of
infection. The addition of molecular tools to the investigative effort allows the
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infectious agent to be identified at the genetic level and enhances our under-
standing of virus origin, emergence, and transmission.

Molecular epidemiology uses phylogenetic methods to reconstruct a path
of virus transmission based on heredity. As a virus replicates and moves
through a population, mutations accumulate. The genetic variability displayed
by the viruses is compared to deduce common ancestors and explain how one
virus sequence gave rise to another. Viruses evolve, sometimes very quickly,
to adapt to new hosts and environments. The genetic makeup of the pathogen
may increase in variability with time and passage. Closely related virus
sequences therefore correlate with recent infection and transmission. Using
PCR and molecular tools, virus sequences are collected during an outbreak
from infected human, animal, or insect reservoirs. These new virus sequences
are then compared with a database of known virus sequences. The compari-
son is not a simple match of nucleotides between the virus genomes; rather,
it involves sophisticated algorithms creating clusters of virus sequences
sharing a common evolutionary ancestor.

Phylogenetic trees display how a set of virus sequences might have been
derived during evolution, and provide guides in the placement and classifica-
tion of an unknown virus. The trees are a graphical illustration of the evolu-
tionary linkage of newly isolated virus sequences with known virus genomes
(Figure 4.4)."° The outer nodes of the tree display existing virus sequences.
The inner branches represent theoretical ancestral virus sequences that gave
rise to the recently isolated virus genome. The length of each branch corre-
sponds to the amount of genetic change between the ancestral virus and the
currently circulating virus. Additional algorithms may be applied to place a
temporal scale with the amount of evolutionary change. A viral sequence that
is very distantly related may be used as an outgroup to orient the tree with a
direction of evolutionary change. Phylogenetic analyses revealing ancestry
enable initial hypotheses about its basic life history, including the virus hosts
and transmission patterns, as close relatives tend to be similar in their biology.

The phylogenetic tree can be interpreted as clusters of virus sequences that
are used in classification schemes, and often these groupings complement tra-
ditional methods. Broad virus families can be defined using sequences from
conserved genes such as polymerases and other enzymes required in the
virus life cycle. Finer distinctions are noted by using sequences from genes
that are more specialized for a particular virus. For example, envelopes and
genes encoding structural proteins are often used to define virus subgroups
within larger families. These subgroups often correspond to traditional
serogroups defined by traditional serological methods that define groups by
their ability to cross-react to a particular antibody. Entire genes or portions
of genes can be used in the phylogenetic analysis, but complete virus genomes
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FIGURE 4.4 Phylogenetic tree of the RNA virus family Flaviviridae. Originally defined by sero-
logical assays, the phylogenetic tree shows inferred genealogical relationships based on maximum
likelihood analysis of nucleic acid sequences. The family is divided into separate genera, Pestivirus,
Hepacivirus, and Flavivirus. Flaviviruses are further subdivided into species that fall into three
groups that can be transmitted via ticks or mosquitoes or without an arthropod vector (black ver-
tical lines). Dengue viruses are separated into four serogroups or genotypes based on serology and
envelope protein divergence. Within each Dengue serotype/genotype, representatives responsible
for outbreaks of disease have been isolated from around the world. Given that RNA viruses mutate
rapidly, a given isolate from an infected individual exists as a nonhomogeneous population variant
termed a “quasispecies.” Figure adapted from Ref. (10).

are rarely used, as the sequence length is restricted by the amount of compu-
tational time.

Epidemiological questions can be resolved with phylogenetic trees. The
most fundamental questions in epidemiology are the mode of transmission and
the origin of an outbreak. As the virus is passed through a population, genetic
differences accumulate. More recent infections generally correspond to more
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shared derived genetic changes, and the most closely related will cluster on a
tree. Transmission patterns are revealed as virus sequences from isolates are
compared with sequences from a database and the clusters of sequences reveal
a common ancestor.

An immediate question to solve during a virus outbreak is the mechanism
by which the virus spreads. Viruses frequently infect animal or insect vectors
that serve to pass the virus to humans. By identifying the virus through
sequence analysis, a hypothetical reservoir can be predicted by the placement
of the sequence on the phylogenetic tree, since viruses that share a mode
of transmission often cluster together. More than one type of vector may be
used within the same family of viruses, but individual members depend on a
particular vector. Viruses from the family Bunyaviridae can be transmitted to
humans by such pests as ticks, mosquitoes, flies, and rodents. The particular
vector utilized often distinguishes individual subgroups within the family. Phy-
logenetic trees have been instrumental in proving virus transmission through
family members, hospital settings, and susceptible members of a population.
By comparing the virus sequence isolated from a patient to virus sequences
isolated from individuals in the population transmission routes can be
deduced. For example, it can be concluded that a doctor became infected from
a patient seen at a hospital rather than from the general community if the virus
sequences from doctor and patient are more similar than sequences found in
the population.

The geographic location of virus infection can also be predicted by the use
of phylogenetic trees. Viruses isolated from reservoirs in different geographic
locations can define where people became infected. Arenaviruses are carried
by rodents, but domestic rodents are often responsible for causing infections
rather than rodents found in the fields or forests. By analyzing virus sequences
obtained from infected patients and from house, field, and forest mice, the
group of mice serving as a reservoir can be determined, and public health
measures to prevent rodents from entering homes can be implemented. The
origin of a virus outbreak can involve larger geographic areas. As the SARS
outbreak demonstrates, importation of new viruses is an increasing global
health concern. By accessing a database of virus genomes from around the
world, a new virus outbreak could be rapidly identified as having been
imported from another land. As viruses travel, some viruses become endemic,
and it is necessary to distinguish between endemic and imported outbreaks to
allow appropriate control measures to function. Viruses may also cause sea-
sonal outbreaks. Influenza varies its genome with each year of infection. By
understanding the extent to which the virus alters its genome from year to
year, phylogenetic analysis assists in predicting the next year’s strain and allows
scientists to begin production for the upcoming yearly vaccine.
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EXAMPLES OF NATURALLY
EMERGING VIRUSES

SIN NOMBRE

In May 1993, a clinician reported a cluster of cases presenting with nonspe-
cific illness, fever, headache, and cough that rapidly progressed to respiratory
distress. The patients were young, previously healthy, and lived in rural areas
in the four-corners region bordering Arizona, Colorado, New Mexico, and
Utah. By early June 1993, 24 cases had been reported with a mortality rate
approximately 75%.'"'* Patient blood and autopsy tissues were sent to the
Centers for Disease Control (CDC) for investigation. Diagnostic assays failed
to identify known causes of respiratory illness; however, patient samples
cross-reactived with antibodies to four different hantaviruses. Using hantavirus
sera, immunohistochemistry detected hantavirus antigen in autopsy tissue
from the lung and other involved organs."” Hantaviruses are RNA viruses with
a genome in three segments and a member of the family Bunyaviridae. Previ-
ous outbreaks of hantaviruses involved patients with renal disease leading to
hemorrhagic complications, not respiratory distress. Hantaviruses are classi-
fied into four antigenic groups, and each strain of hantavirus is tightly associ-
ated with a specific rodent host. Although hantaviruses have a worldwide
distribution, the dependence on a particular species of rodent host restricts the
geographical range. Hantaan (HTN) is associated with the field mouse in
Korea, China, and eastern Russia and causes hemorrhagic fever with renal syn-
drome (HFRS). Seoul (SEO) causes moderate disease in Korea and China and
is associated with urbanized rats. A milder form of HFRS is caused by the
serogroup Puumula (PUU) in Scandinavia and Europe and is transmitted by
the bank vole. At the time of the four-corners outbreak, the only North Amer-
ican hantavirus identified was Prospect Hill (PH), which was detected in two
rodent isolates of meadow voles and not associated with any human illness.
Patient samples from the U.S. four-corners region cross-reacted with han-
tavirus antigen and allowed epidemiologists to expand their assays to include
RT-PCR and narrow the search for the host to local rodents. The virus was
unable to be cultured from patient samples; therefore, molecular identification
was crucial for identification. Partial sequences were available for HTN, SEO,
PUU, and PH in a database and used to design PCR primers based on con-
served areas of the virus glycoprotein. Nucleic acid was extracted from autopsy
tissue, and a PCR product was detected in two cases using primer pairs based
on PUU and PH. The PCR product was sequenced, revealing a 70% sequence
similarity between the new virus and PH and PUU." New primers were
designed and could detect products in all current cases. The sequence of the
new virus was identified, and the nucleocapsid protein was expressed in bac-
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teria and purified and used as a recombinant antigen in other serological
assays."” The new virus was eventually named Sin Nombre virus (SNV).

Rodents were trapped in areas in and surrounding patient houses. The pre-
dominant species was the field mouse, Peromyscus maniculitis, and approxi-
mately 30% had anti-hantavirus antibodies detected in an IgG ELISA. PCR
revealed that 82% had detectable virus in the blood, indicating high viremia
even in the presence of circulating antibodies. Sequences from rodent and
human cases isolated in the four states were aligned, and identical nucleotide
substitutions were present in the rodent and human cases from the same loca-
tion, indicating that transmission occurred from the field mouse to the human
cases.'* Transmission occurred by inhalation of aerosolized rodent urine. Ecol-
ogists reported an increase in the population of field mice during that year due
to a surplus food supply. The arid conditions of the southwest and the close
proximity of the mice and the patients also contributed to transmission. In this
outbreak, there were no reports of human-human transmission.'®

The discovery of SNV led to a heightened awareness and search for other
American hantaviruses. Field investigations and retrospective serological
studies identified additional hantaviruses in North America.'"” The North
American viruses show an 80%-95% similarity, but are always found only
in their specific rodent species.'® The detection of the new hantaviruses is
enhanced by the use of diagnostic reagents developed in this outbreak and
refined as new viruses are identified. Additional cases have also been detected
in South America. In 1995, Andes virus was isolated in Argentina, the only
documented case of human-human transmission." Hantavirus outbreaks have
also been identified in Chile, Paraguay, Bolivia, and Brazil, causing both res-
piratory illness and some renal hemorrhagic disease. South American cases
show higher virus titers and also persistently infect a distinct rodent species
as a natural reservoir.

After the SNV outbreak, efforts increased to study the relationships between
hantaviruses and the rodent hosts worldwide. Phylogenetic analysis of rodent
and human virus sequences has shown a close evolutionary relationship, and
hantaviruses are often used as models of coevolution. A particular genotype of
hantavirus persistently infects one species of rodent even though other rodent
hosts may be present in the same environment. This remarkable coexistence
has been mapped through changing landscapes. As a rodent species radiates
farther away into another habitat, it may evolve into a separate, but genetically
similar, species. The hitchhiker hantavirus also evolves with the rodent host,
becoming genetically distinct from viruses associated with the ancestral
species. This ancient relationship has been mapped using phylogenetic trees,
which display common ancestral species as clusters that diverge and separate
with geographical and genetic distance. The topology of the rodent tree can
be compared and reveals similar patterns with topology of the associated
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hantaviruses.”® Phylogenies have been performed on rodent family, subfamily,
genus, and species using mitochondrial DNA. Phylogenetic trees of han-
taviruses reveal a similar branching pattern to the rodent tree. Viruses that
infect the same subfamily of rodents form identical clades, and closely related
hantaviruses are grouped in the same tree pattern as their rodent reservoirs.
Although rare, there have been instances of transmission of one virus to
another rodent species. This provides another example of molecular evolu-
tion where virus segments can mix in the host and form reassorted viruses
containing combinations of different virus segments. This can contribute to
genetic diversity. Reassortment of the segmented genome has been found in
nature and in mixed virus infections in tissue culture, but only between very
closely related viruses.”! Phylogenetic analysis performed on more than one
virus segment tests for the chance of reassortment. Even in geographical loca-
tions where different rodent species may overlap, virus-host switching and
reassortment are very rare events. Each hantavirus is associated with a primary
rodent host, and usually a particular rodent species will be the primary reser-
voir of a single hantavirus. The tight correlation of virus and rodent host in
the phylogenetic trees supports the concept of coevolution between virus and
host. All subfamilies of the family Muridae have a hantavirus-rodent relation-
ship. Fossil records estimate the rodent families Muridae to have split into the
current subfamilies during the Miocene period, indicating that hantaviruses
have been associated with their rodent hosts for 30 million years, an associa-
tion that began before the division of the rodent family.*> The coevolutionary
relationship and worldwide distribution of hantavirus illustrates that the 1993
SNV outbreak was not due to the emergence of a new virus or virus with an
increased virulence, but simply the detection of an ancient virus.

NIPAH

Between the autumn of 1998 and spring of 1999, an outbreak of acute fever
with encephalitis occurred in peninsular Malaysia and Singapore, with 265
cases resulting in 105 deaths. The outbreak was associated with a respiratory
illness of pigs, and the primary human cases were individuals who had close
contact or occupational exposure to pigs.”’ The initial report was released
in late September 1998, attributing the cause of illness to mosquito-borne
Japanese encephalitis virus (JE). JE is endemic to the region and was believed
to involve pigs as amplifiers of virus. Ministries of Health began mosquito
control measures and vaccination campaigns to block JE infection.** By
February 1999, the outbreak continued to spread as pigs were moved from the
western-central region in the state of Perak to three other farms located in the
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southern states of Selangor and Negri Sembilan, the largest pig-rearing areas
in Southeast Asia. Pigs were also exported to two farms in Singapore and
resulted in 11 cases and two deaths. Singapore suspended pig importation from
Malaysia, and no more cases were reported. Epidemiological analysis discred-
ited JE as the infectious agent of the outbreak, since communities located near
the pig farms did not become infected and immunization and vector control
programs were having no effect on the increase of cases. As the outbreak con-
tinued, new attempts were made to find the pathogen.” In March 1999, a virus
was isolated by inoculating CSF obtained from fatal cases into Vero cells. The
presence of multinucleate syncytia in infected cell culture implicated a
paramyxovirus. Thin-section EM detected filamentous nucleocapsids with the
hallmark herringbone pattern and also captured virus budding from the plasma
membrane, both characteristic of paramyxoviruses.” The new virus was
named Nipah. A fortuitous event in the identification of the virus was the
observed cross-reactivity between sera against Nipah and the paramyxovirus,
Hendra virus. No other paramyxovirus sera reacted with Nipah samples.”

Hendra virus was identified in 1994 as the cause of respiratory illness in
three regions of Queensland, Australia, resulting in the deaths of thorough-
bred horses. A horse owner also died of respiratory distress and a stable-hand
was infected, but survived. Another individual who assisted with a horse
autopsy became ill with a meningitis-like infection and recovered (temporar-
ily), but one year later developed progressive neurological complications and
eventually died.”” Hendra virus was isolated from his CSE To test for other
potential infections, reagents for an IgM and IgG ELISA and antibodies for IHC
were developed.

Hendra-specific antibodies and antigen were used to screen initial Nipah
cases. Eventually, Nipah-specific reagents were developed for larger serosur-
veys. In pig tissues, the major source of antigen and pathological damage
was seen in the epithelium of the upper and lower airways. Most of the pigs
in case farms were IgG-positive for Nipah, yet only a minority displayed any
illness and only 5% were fatal.”® Pigs had a definite respiratory disease com-
prising a distinctive cough with some developing encephalitis. The primary
mode of transmission was suspected to be from respiratory secretions and
aerosolized droplets from infected pigs. Domesticated dogs and cats, a few
ponies, and bats also tested positive for Nipah. Human autopsy results revealed
that the primary pathology was secondary to multiorgan vasculitis due to
infected endothelium where multinucleate syncytia with viral antigen were
detected. The cerebral cortex and brainstem were also damaged, and neurons
were found to have virus inclusion bodies. Nipah antigen was also detected,
but to a lesser extent in the lungs, heart, kidney, and spleen, consistent with
a systemic infection.”
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An RT-PCR assay was developed using degenerate paramyxovirus primers
annealing to the P gene. Sequencing revealed a 78% similarity between Nipah
and Hendra, but less than 50% identity to other members of the Paramyx-
ovirinae subfamily.” The Paramyxoviridae family is divided into two sub-
families, the Paramyxovirinae and the Pneumovirinae. The Paramyxovirinae is
separated into three genera; however, phylogenetic analysis did not cluster
Nipah and Hendra into any one of the three genera. The Paramyxovirinae have
a genome size around 15kb, while both Hendra and Nipah have genomes of
18.2kb due to a long untranslated region at the 3’ end of the genome.”® The
genome size and phylogenetic differences place Nipah and Hendra into the
newly created Henipah genus.

The origin of the outbreak was traced to large fruit-eating bats, which are
typically named flying foxes. Virus was isolated from urine collected under
roosting areas and saliva from dropped fruit by the island flying fox, Pteropus
hypomelanus. Antibodies have also been detected in the Malaysian flying fox,
Pteropus vampyrus. Pig farms have fruit trees located near open pig stalls.”"*?
Flying foxes may transmit virus by urine droplets near the pig stalls or food
source, or the pigs eat fruit contaminated with flying fox saliva. The outbreak
was stopped after culling 1.1 million pigs.

WEST NILE

The West Nile virus outbreak illustrates several important points. First, it illus-
trates the difficulty in identifying a virus, especially one that had never been
seen before in the U.S. Second, it shows that even with an initial misidentifi-
cation, state and federal agencies were still able to act effectively, knowing how
similar viruses could be controlled. And last, this case illustrates that virus dis-
tribution can be tracked by monitoring those infected as well as its vector.

In late August 1999, eight concurrent cases of patients having encephalitis
and/or profound muscle weakness surfaced in Queens, New York. Geograph-
ically, the reported cases were traced to a two by two-mile area of a residen-
tial neighborhood, immediately sparking exposure concerns. By the end of
the year, 59 patients were hospitalized in New York City, and seven deaths
were reported.”® Cases presented with a mild 3-6-day symptomatic period,
including sudden onset of malaise, nausea, vomiting, headache, rash, cough,
and sore throat. Less than 1% of those infected developed neurologic disease
(i.e., encephalitis);* reported deaths were among the young, elderly, or
immunocompromised. Also during this initial period it was noticed that
several birds throughout the New York area were dying. The birds seemed
to be dying from a neurological condition. Samples were sent to the CDC for
identification.
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Shortly after initial cases were reported, the CDC believed that the infec-
tious agent was likely to be the endemic St. Louis encephalitis (SLE) virus.
The CDC based their conclusion on serologic (IgM-capture ELISA) findings,
which tested for the presence of patient antibodies to SLE antigens. The
laboratory findings of SLE as the infectious agent were consistent with the
symptoms of those infected, as well as the fact that SLE was responsible for
4,478 confirmed cases in the U.S. from 1964-1998.%° SLE is an arbovirus, or
a virus transmitted to human via arthropods, such as mosquitoes. Steps were
quickly taken to monitor and control mosquito populations.

However, shortly after their initial assessment, the CDC changed their con-
clusion, and stated that the infectious agent was West Nile virus (WNV), not
SLE. They based this on the more discriminating method of sequencing viral
RNA isolates via RT-PCR, as well as results from specific monoclonal antibody
detection of WNV-specific antigens (envelope glycoproteins). The controversy
continued as other independent researchers believed the virus to be Kunjin
virus, another closely related arbovirus.”® It was later confirmed that the agent
was indeed WNV through independent genetic testing by the U.S. Army
Medical Research Institute for Infectious Diseases (USAMRIID).*

The cause for confusion was due to the close relationship between WNV
and SLE. Both flavivirieses share significant similarity in their envelope pro-
teins and some antibodies cross-react. Another compounding factor was that
WNV had never been seen before in the U.S., although it was responsible for
outbreaks in other geographic locations, including Africa, Europe, and the
Middle East.

The diagnosis of WNV infection is made by both clinical findings and sero-
logic tests, which detect patient IgM antibodies present in CSF or serum.**?’
Direct virus isolation has been used, but due to limited sensitivities, is not a
primary diagnostic procedure. RT-PCR methods for detecting WNV-specific
RNA have been used extensively for detection in tissues and CSE Blood banks
now use RT-PCR to screen the blood supplies, due to the high incidence of
asymptomatic WNV-infected donors: 23 persons have been reported to have
been infected with WNV after receiving transfusions from 16 WNV-infected
blood donors.”®*

West Nile virus was also identified as the agent responsible for the deaths
of birds observed throughout the New York area. This has become a very
important observation, for geographical mapping of the dead birds is valuable
for tracking WNV infection as it continues to spread to other states and coun-
tries. The CDC stated: “dead-bird-based surveillance has proven to be the most
sensitive method for detecting WNV presence in an area.” However the CDC
goes on to state “mosquito-based surveillance remains the primary tool for
quantifying the intensity of virus transmission in an area, and should remain
the mainstay in most surveillance programs for WNV and other arboviruses.”
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FIGURE 4.5 Spread of West Nile virus. From the initial outbreak in New York in 1999, the maps
chart the rapid westward spread of WNV by showing the geographic distribution of human cases

in years 2002—-2004. Courtesy of the CDC. (See color insert.)
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In addition to mosquito and dead-bird surveillance, the CDC as well as state
organizations tracked live birds, equine WNV infections, and obvious human
infections. These data showed that the virus was continuing to spread west-
ward (Figure 4.5). Computer-assisted tracking services like Arbonet and the
U.S. Department of the Interior website,* provide up-to-date tracking infor-
mation. Such data allow for efficient knowledge acquisition regarding geo-
graphic distribution and changes in virus intensity, which gives the public the
ability to take necessary precautions.

WNV continues to be a problem with over 4,000 cases reported in the U.S.
in 2002. Accurate up-to-date tracking of infected humans, animals, and
mosquito populations will continue to provide extremely valuable infor-
mation about virus spread, locations at risk, and the efficiency of controlling
arboviruses through mosquito control. Surveillance efforts must be supported
to allow effective action against WNV and against future arbovirus epidemics
as they occur.
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SARS

The worldwide outbreak of SARS demonstrates the importance of rapid diag-
nosis of an infectious disease to understand how the disease spread and could
be contained. The SARS outbreak was confounded by many problems. It is
spread by close person-to-person contact allowing localized outbreaks in
households and hospitals, and it has an incubation period of 7-10 days, allow-
ing infected individuals enough time to travel anywhere in the world. The
symptoms are very general: a high fever and cough or difficulty breathing,
making it difficult to trace the spread by clinical presentation.”’ During the
early course of the outbreak, investigators did not know the agent causing the
infection.

In November 2002, several hundred cases of severe, atypical pneumonia
were reported from the Guangdong province in southern China. An infected
medical doctor from Guangdong carried the virus to Hong Kong, where he
stayed for one night on the 9th floor of the Hotel Metropole. Subsequently, at
least 16 guests and visitors to the 9th floor of the hotel became infected and
spread the illness to Vietnam, Singapore, and Canada. Hospitals became new
epicenters of infection as health care workers and family members became
infected. In March 2003, the World Health Organization (WHO) recognized
that SARS had become a worldwide health threat, and released a global alert
on travel to screen air passengers departing from affected areas. Cases of
suspected SARS continued to be reported in new areas including Thailand,
Europe, the United Kingdom, and the U.S., but the most heavily affected areas
were in China and Hong Kong. In early April, the virus was isolated and iden-
tified as a novel coronavirus, SARS-associated coronavirus, or SARS-CoV. The
numbers of cases increased at a staggering pace with over 5,000 cases on April
28, 6,000 cases on May 2, and 7,000 cases on May 8 from over 30 countries
on six continents.” Travel warnings were issued for Toronto, Canada, where
an imported case of SARS established an outbreak in a hospital with over 100
cases, which subsequently spilled over into the community. Travel restrictions
also applied to Beijing and Guangdong, China and Hong Kong. Although
transmission was assumed to be primarily from secreted virus in respiratory
fluids, another mode of transmission was found in an outbreak in a Hong Kong
apartment building. Improper plumbing in the Amoy Gardens apartment
complex probably allowed virus-contaminated sewage to be introduced into
the water supply, resulting in almost 300 cases from one building. Epidemiol-
ogists began to link a few individuals as sources responsible for infecting
a large number of people. These “super spreaders” are individuals who for
unknown reasons were capable of transmitting infection to over 100 people.
In Singapore, one individual traveling from the Hotel Metropole was credited
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for infecting 103 out of 203 cases. Despite these few instances, transmission
was primarily due to close contact with infected individuals and remained in
the hospital epicenters where import cases had harbored the virus. Rarely,
secondary outbreaks in the community occurred. This required containment
measures to be enacted. Local authorities began voluntary and mandatory
quarantine procedures and eventually, the number of new cases began declin-
ing. Officials declared regions to be free of SARS when no new cases were iden-
tified after 20 days, twice the time of an incubation period. By early July 2003,
there were no new cases of SARS reported. As of September 2003, WHO
reported an estimated 8,098 cases and 774 deaths from the SARS-CoV.”

The rapid identification of a virus as the etiologic agent of SARS allowed
public health officials to address the public on how to kill the virus, any
treatment options, and use knowledge of other animal coronaviruses to form
hypotheses regarding origin and transmission. The virus was isolated by
inoculation of Vero E6 and NCI-H292 cells from an oropharyngeal speci-
men obtained from a fatally infected SARS patient.** The cells showed CPE
with cell rounding in focal areas that were refractile to light. The infected cell
cultures were treated for thin-section and negative-stain electron microscopy,
where the particles were detected with the distinctive halo of the Coronaviri-
dae (Figure 4.3). Investigators were extremely fortunate to have an isolate
propagating and causing an obvious cytopathic effect in cell culture. Coron-
aviruses are notorious for being difficult to culture, requiring specific cell lines
with supplements, organ culture, or animals. The characteristic particles iden-
tified using electron microscopy enabled researchers to swiftly focus on a spe-
cific virus group. Coronaviridae have three serological groups. Using infected
Vero cells as a source of SARS-CoV antigen, antibodies specific for each coro-
navirus group were tested. Only antibodies from group I recognized SARS-
CoV-infected cells. Antibodies from groups I, II, and I1I all failed to detect virus
antigen in autopsy samples despite the presence of syncytial cells and other
signs of pathology. Infected Vero cells were again used as antigen to detect the
presence of SARS-CoV antibodies from patient samples. Patient sera with high
titers of SARS-CoV-specific antibodies were used to develop an ELISA. SARS-
CoV antibodies were later raised in animals injected with virus infected cell
culture. Random samples from the population did not have detectable IgG
antibodies, implying that SARS-CoV had not previously been circulating
and instead was a newly emerged virus.*

The SARS-CoV was also identified using RT-PCR with a broadly reactive
primer set designed based on the polymerase gene. The entire genome was
sequenced and phylogenetically compared to other coronaviruses. SARS-CoV
was placed equidistant from all other animal and human coronaviruses in all
gene regions. This implied that the SARS-CoV did not arise from recombina-
tion from any known coronavirus, nor did it help identify the host. To verify
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SARS-CoV as the actual agent responsible for disease, two cynomolgus
macaques were inoculated with a Vero cell culture infected with serum from
a fatal SARS case. SARS-CoV was detected in nasal secretions and fecal mate-
rial by RT-PCR and immunofluorescence. The virus sequence was identical to
the inoculated virus.” Histopathology showed cell damage in the lungs, and
both macaques seroconverted, proving Koch’s postulate for SARS-CoV as the
causative agent.*

With SARS worldwide, the number of samples requiring diagnostics grew.
Designation of SARS-CoV as a biosafety level 3 virus required specialized
laboratories, so the WHO coordinated diagnostic labs from nine countries to
work together to standardize diagnostic assays, supply similar reagents, ensure
proper equipment availability, and analyze results in a comparable manner.
Communication was vital with daily teleconferences, secure web sites, and
exchange of patient samples and autopsy materials.®

The SARS epidemic demonstrates how a delay in reporting and an incor-
rect diagnosis can allow an epidemic to spread. Initially, the Chinese govern-
ment misdiagnosed the infectious agent as Chlamydia and underestimated the
ease of transmission and potential dispersal throughout the region. Epidemi-
ologists from the WHO were not permitted into the Guangdong province until
May 2003, but by then the virus had spread all over the globe. Investigators
were distracted by reports of fatalities from a virulent strain of avian influenza,
which had resurfaced in Hong Kong in late February 2003. Also, the human
metapneumovirus, which also causes respiratory illness, had been identified
in cell cultures inoculated with some samples from SARS patients. It was later
concluded that the newly identified coronavirus was responsible for SARS,
and the metapneumovirus was simply circulating concurrently in some
populations.

It is important to find the natural reservoir of the SARS-CoV to prevent its
reintroduction into the human population. Retrospective epidemiology of the
initial outbreak in Guangdong, China revealed that early cases were local
restaurant workers handling wild animals. Investigators tested animals from
local marketplaces and performed a serological survey of animal handlers. The
SARS-CoV was isolated from the Himalayan palm civet, and antibodies were
detected in a raccoon-dog and a Chinese ferret badger as well as some animal
handlers. The sequence from the palm civet contained a 29-nucleotide region
that was not present in the genomes of virus isolated from the SARS epidemic.*
It is unknown whether this region contributed to the transmission to humans.
It cannot be assumed that the palm civet or other animals in the marketplace
are the actual natural reservoir or just infected bystanders.

The future of SARS is uncertain. We still do not understand the natural
history of the SARS-CoV. We cannot predict whether and when the virus will
reemerge. The virus may cause seasonal outbreaks or establish endemic disease
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in rural health care settings. Researchers are assured the virus will appear again
and are working to find therapies and a vaccine.

MONKEYPOX

The following case illustrates how trace-back investigations can determine
how an African virus infected 81 people across the Midwest in the U.S. On
May 20, 2003, in Wisconsin, a young girl was taken to the hospital with a rash
and raised fluid-filled bumps on her hand that formed after a bite from her pet
(Figure 4.6). The doctor who treated her suspected that the girl may have been
infected with either the plague or tularemia. Shortly thereafter, both the mother
and father became infected with the unknown agent. On May 30, 2003, upon
viewing EM micrographs of the mother’s biopsy as well as cell culture, state
doctors believed the infectious agent was a member of the orthopoxvirus
genus. The EM micrographs (Figure 4.6) were useful in identifying the genus
of virus, but were also of limited use for species identification because all
members of the orthopoxvirus genus have similar morphology. The agent
could have been any member such as cowpox, vaccinia, monkeypox, or even
smallpox. On June 6, 2003, local clinicians were able to culture the orthopox
virus obtained from the pet prairie dog’s lymph nodes. Samples were quickly
sent to the CDC in Atlanta, Georgia for identification.

While samples were awaiting identification, several more cases were
reported. These were predominantly from Midwestern states, including

FIGURE 4.6 (A) Monkeypox skin lesion on a young girl’s right hand. (B) Electron micrograph
of orthopox virus cultured from her mother. Courtesy of the Marshfield Clinic, Marshfield,
Wisconsin.
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Wisconsin, Illinois, Indiana, Missouri, Ohio, and Kansas. Patients showed
signs of rash, fever, cough, and headache, among other symptoms. As the
patients were interviewed and information gathered, a common feature became
apparent. Most patients had contact with exotic pet prairie dogs. On June 8,
2003, the CDC positively identified the virus as monkeypox.

By July 2, 2003, a final total of 81 monkeypox cases were reported, span-
ning several states. The CDC confirmed cases using a variety of laboratory
techniques including propagation in tissue culture, PCR, immunohistochem-
ical testing, and/or EM.*™ Monkeypox virus got its name when it was first dis-
covered in 1958, after several laboratory monkeys became infected with the
virus. There have been few reports of this virus, which is native to rainforest
regions of Central and Western Africa. However, in 1996-1997 an outbreak
occurred in the Democratic Republic of Congo (DRC), where monkeypox was
positively identified in 72 cases spanning thirteen villages.” The virus has been
found to infect native squirrels, shrews, monkeys, and Gambian rats among
other animals representing 14 species.” The cause of the epidemic is a result
of handling or consuming contaminated bush meat and foodstuffs. The virus
was spread most likely through person-to-person contact, due to close-
quarters habitation. Of the cases documented, six deaths occurred, account-
ing for a 3% case-fatality rate.”

In the U.S. outbreak several states linked the purchases of the prairie dogs
to particular pet stores. The trace-back investigation revealed all of these pet
stores purchased prairie dogs from a distributor in Illinois. Through PCR-based
genetic testing, the CDC uncovered prairie dogs at the Illinois dealer tested
positive for monkeypox. How did these prairie dogs become infected with a
virus native to Africa? This distributor, on April 21, 2003, received a shipment
of African Gambian rats and dormice. These were then tested by the CDC, and
found to be infected with the virus. Investigators then were able to track the
rodent shipment to a Texas distributor, which was the initial point of entry for
several rodent species imported from Ghana on April 9, 2003. Several of these
imported animals were infected with monkeypox. Finally a source for the
monkeypox entry into the U.S. was located. A schematic illustration of the
trace-back investigation is shown in Figure 4.7.

Very quickly case investigators reconstructed the events of the outbreak.
Their trace-back investigation concluded that the method of virus spread
to human populations was through contact with monkeypox-infected prairie
dogs (animal’s body fluids or skin rash); this was in contrast to the outbreak
in the DRC where monkeypox spread predominantly via person-to-person
contact. The prairie dogs were infected by the monkeypox-carrying rodents at
the Illinois animal distributor. Because pet stores from many different states
purchased from one distributor, the geographic region that became suscepti-
ble drastically expanded.
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VIRAL FORENSICS
THE SCHMIDT CASE

The value of phylogenetic analyses in forensics is well illustrated by the recent
and curious criminal case of the State of Louisiana versus Richard J. Schmidt.”
The uncontested facts in this case are that a gastroenterologist from Lafayette,
Louisiana broke into the home of his former mistress and office nurse late at
night on August 4, 1994, and that he argued with her and gave her an intra-
muscular injection. He claimed it was a vitamin B shot. She claimed it was
HIV. She had begun feeling ill several months after the injection, and a blood
test in January 1995 revealed that she had become infected with HIV. She was
a periodic blood donor, and based on tests of those previous blood donations,
had a clear record without prior infection. She did not engage in any behav-
iors placing her at high risk for infection, and her sexual contacts over the pre-
vious nine years all tested negative for HIV. He was a community leader and
Vietnam War veteran. Schmidt admitted to having a long-term affair with her,
but maintained the infection was not his doing.

She went to the District Attorney’s office to file charges on learning that
she was HIV-positive. Moving quickly, the DAs detectives obtained a search
warrant and proceeded to the accused physician’s office, where they seized his
record books for blood samples drawn from patients and a vial of blood sitting
in the refrigerator in a back room in his office. This was unusual; patients’
blood samples were sent to the lab soon after being drawn, and none were rou-
tinely stored there. The physician claimed that this sample, drawn from one
of his HIV-positive patients, was for his own use and research. Was the physi-
cian telling the truth? Might this blood sample link the physician to his
nurse assistant and former mistress’ infection? The next logical step in the
investigation would clearly be phylogenetic analyses. Phylogenetic analyses
of viral DNAs showing little or no relationship between HIV lineages from
the nurse and the alleged source (the blood vial seized from the physicians
office) could help demonstrate the physician’s innocence, whereas a close,
sister relationship among those lineages, in the context of an epidemiological
sampling of HIV, would be consistent with the physician’s alleged role in
transmission.

Are phylogenetic analyses better than other, more routine methods of foren-
sic analyses? In some instances, yes. Analyses based on similarity alone, such
as comparison of genetic fingerprinting data in which restriction fragment
patterns for hypervariable DNA sequences are compared, are subject to greater
bias from similarity due to chance, known as homoplasy, rather than similar-
ity due to common ancestry, known as homology. By contrast, phylogenetic
analyses attempt, explicitly, to show the pattern of common descent among
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samples analyzed, rather than simple similarity. Phylogenetic analyses have the
potential to show homoplasious similarity for what it is, convergence, and not
to be misled, when the desired information is evolutionary relationships.

Portions of the HIV env gpl20 gene and the RT genes were specifically
chosen to be sequenced in an attempt to maximize the phylogenetic informa-
tion in the dataset. The env gene evolves relatively quickly, being selected upon
by hosts’ immune systems, and is capable of recovering relationships among
recently diverged HIV lineages. The RT gene evolves more slowly, due to
greater functional constraints, and can provide insight into relatively older
divergences. Using both sequences thus provides a broader range of evolu-
tionary rates than either does alone.

Initial phylogenetic analyses were conducted using maximum parsimony
with the software program PAUP’' and final analyses were conducted using an
explicit model for sequence evolution seeking to account for heterogeneity in
rates of change across nucleotide sites and across virus lineages. This was done
using the maximum-likelihood optimality criteria in a bayesian context with
the program MrBayes.”> All analyses of the HIV env gp120 sequences from the
nurse, the alleged source, and the epidemiological sampling of HIV patients
were congruent in showing the HIV sequences from the victim to form a single
monophyletic clade, in showing the alleged source to form a single mono-
phyletic clade, and in showing those two clades to be closest relatives (sister
taxa) relative to the epidemiological sample. This is consistent with the accu-
sation that the physician used the blood sample from one of his patients to
infect the nurse, although this rapidly evolving sequence provides no infor-
mation regarding the direction of infection.

The more slowly evolving RT sequences also indicate their close evolu-
tionary relationship, but with an additional and valuable piece of information.
Based on RT sequences, viruses from the victim arose from within the clade
of viruses from the alleged source. That is, the alleged source viruses are para-
phyletic (incomplete in this case) unless the victim’s viruses are included and
nested within that group. This analyses does provide more direct evidence
about the direction of infection, with the clear implication that viruses from
the alleged source were used to infect the victim. Viral lineages from the alleged
source diverged prior to divergences among the victim’s viruses. This
difference from the tree topologies based on env sequences can be traced to
the slower rate of RT sequence change, with longer associated coalescence
times for gene lineages, showing an earlier set of divergence events, as
expected.

The phylogenetic analyses and rationale above are mainstream methods
among evolutionary biologists; however, phylogenetic thinking and explicit
use of evolutionary trees to track genealogy and transmission of virus or bac-
terial strains between individuals is not yet common in the U.S. courts. The
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case of the State of Louisiana versus Richard J. Schmidt set a precedent in this
area. A pre-trial admissibility hearing was held regarding the proposed use of
phylogenetic analyses in the criminal trial accusing Schmidt of attempted
murder. Despite the efforts of the defense to block their admissibility, based
on arguments that the viruses were evolving too rapidly to allow tracing of
their shared ancestry (they were not), the judge ruled that phylogenetic analy-
ses did meet judicial standards of admissibility, being subject to empirical
testing, published in peer reviewed sources, and generally accepted within the
scientific community.

Though not a panacea, phylogenetic analyses will prove useful in a range
of forensic investigations. As with other molecular forensic approaches they
can be particularly effective in demonstrating the innocence of accused indi-
viduals. They can be also be useful in tracing sources for any transfer of infec-
tious materials whether viral, bacterial, or protozoan, involving accidental
contamination or intentional infection in personal crimes or acts of terrorism.
However, these applications are potentially limited by rates of sequence
change, which must be sufficiently fast to provide a record of phylogenetic
relatedness, but slow enough to preserve sufficient phylogenetic signal, prior
to its being overwritten with multiple substitutions at individual sites. Appli-
cation of phylogenetic analyses can also be complicated by the propensity of
some viruses to recombine.

The defendant was found guilty of attempted murder and sentenced to 50
years in prison, the maximum allowable under the law. In this particular case,
tried by jury, the phylogenetic evidence was consistent with the prosecution’s
case; however, there was other evidence that the jury may have found even
more compelling. This included the physician having hidden the notebooks
of his blood sampling and having a history of threats against the victim as she
tried to end their affair. On March 4, 2002 the U.S. Supreme Court rejected an
appeal of the verdict, thus establishing precedent for use of phylogenetic analy-
ses in U.S. courts of law.

ENGINEERING NOVEL VIRUSES
BEFORE AND AFTER RECOMBINANT DNA

As mentioned earlier, viruses in nature, depending upon their replication strat-
egy and host range, have many ways to evolve through mutation, recombina-
tion, reassortment, and selection. These innate properties have been used as
tools in virology for decades. Examples include cold-adapted and attenuated
live vaccine strains of influenza, cross-species rotavirus reassortants as vaccine
candidates, and the attenuated yellow fever virus 17D vaccine strain that was
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derived by serial passaging in cell culture. Over the last 30 years, the recom-
binant DNA revolution has changed virology forever. Besides its impact on our
ability to study specific viral nucleic acids and proteins, recombinant DNA
technology (and PCR) sped up our ability to determine complete viral genomic
sequences and create specific viral variants. The ability of scientists to engi-
neer novel viruses varies greatly. Small positive-strand RNA viruses of bacte-
ria, plants, and animals provided some of the first examples where infectious
virus was produced via recombinant DNA. More recently, it has also become
possible to engineer the >29-kb RNA genome of coronaviruses and both
monopartite and segmented negative-strand RNA viruses. Viruses in the family
Reoviridae, with double-stranded RNA genomes, have proven more difficult.
For herpesviruses, whose genomic DNA is infectious, the same technologies
used for cloning large pieces of chromosomal DNA have been applied suc-
cessfully to propagate overlapping fragments of entire herpesvirus genomes.
For the poxviruses, whose genomic DNA is not infectious, recombinant viruses
are generated within infected cells by homologous DNA recombination
between a plasmid containing the engineered segment and an infecting
parental virus.

SYNTHETIC POLIOVIRUS

Typically, recombinant DNA manipulations of viruses begin with viral nucleic
acid (RNA or DNA) that is then cloned and amplified in bacteria using plasmid
vectors or in vitro using PCR. Once the genome sequence of a virus is known,
however, it becomes possible to create this sequence artificially using over-
lapping synthetic oligonucleotides and gene synthesis techniques that have
been available for many years. An example of this, which received a great deal
of attention from the media and the scientific community, was recently pub-
lished for an attenuated form of poliovirus.”> While the poliovirus case came
as no surprise to virologists and molecular biologists, it did bring several issues
to the forefront. If an infectious virus can be created by synthetic methods, can
it ever really be eradicated? In light of potential bioterrorist or biowarfare
agents, should there be a restriction on making the genome sequence available
in public databases? Should research on these agents be banned, classified, or
otherwise regulated? These and other questions will continue to be debated in
the years to come.

MOUSEPOX

The ability to engineer viruses raises the concern about modifying existing
viruses to make them more virulent. The bulk of examples in virology run
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counter to this idea. Viruses are usually highly adapted to a particular niche,
and most mutations are deleterious. Propagation of pathogenic viruses in cell
culture often leads to adaptation to that environment and attenuation in their
animal host. Recombinants or chimeras between even closely related viruses
are usually impaired relative to either parent. We do see examples, however,
of viruses that are benign in one animal host but highly pathogenic in another
species. This is often the case in epizootic emerging viruses. An extreme
example of host species-specific pathogenesis is the myxoma poxvirus, which
causes a benign cutaneous fibroma in wild rabbits of the Americas but a highly
lethal disease in the European rabbit. This virus was used for biological control
of feral European rabbits in Europe and Australia. In 2001, an Australian group
published a paper describing the construction of recombinant mousepox virus
expression interleukin-4 (IL-4) and its pathogenesis in mice.’* This study pro-
vides a striking and sobering example of an engineered virus with enhanced
pathogenicity. IL-4 is a cytokine that regulates the immune response at various
levels. The recombinant mousepox virus suppressed both innate and adaptive
immune responses that normally control infection and was lethal for other-
wise genetically resistant mice. Moreover, even animals that had been previ-
ously vaccinated and protected from virulent mousepox were susceptible to
lethal infection by the mousepox-IL-4 recombinant virus. This study raises
obvious concerns about the efficacy of current vaccination against modified
versions of the smallpox virus.

DETERMINING THE SOURCE OF AN
ENGINEERED VIRUS

Viral replication, mutation, and evolution both help and hinder determination
of the origin of a virus. In the case of naturally occurring emerging viruses,
sequence comparisons of isolates linked temporally to disease, geography, and
species can help pin down the virus origin. Cases involving deliberate dis-
semination of a naturally occurring isolate, as in the Schmidt case, require not
just phylogenetic comparisons but also other forensic evidence. The ability to
engineer viruses makes the situation even more complex. While there are
numerous laboratory strains of different viruses for which we know the exact
sequence, the sequence of an isolate does not prove that it originated from a
particular source. Viruses can be transferred and propagated or, as noted above,
functional viral genomes can be created synthetically to mimic (or diverge
from) a publicly available sequence.



References 95
CONCLUSION

In many ways, virology and viral forensics are still in their infancy. We know
very little about the vast spectrum of viruses in nature. Although we should
continue to pursue studies on known human pathogens, we need to broaden
our efforts in virus isolation, viral genomics, and bioinformatics. A compre-
hensive database of viral sequences is critical for rapid identification of emerg-
ing viral pathogens and new diagnostic platforms, such as oligonucleotide
arrays.” In addition to viral genomics, global proteomic analysis of viral
disease processes may uncover molecular signatures that can be used to impli-
cate a particular etiologic agent or class of agents, even in the absence of viral
nucleic acid or serology. The global eradication of smallpox ranks as one of
humankind’s greatest accomplishments. In the wake of this triumph, many
viral challenges remain. HIV, hepatitis B and C, influenza, dengue, rotavirus,
and many other viral diseases continue to affect tens of millions. It is dis-
tressing that in the face of these undeniable challenges we are back to dis-
cussing the deliberate use of existing or modified viruses for harm, not good.
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CHAPTER 5

Bacterial Pathogens

PAUL KEIM
Department of Biological Sciences, Northern Arizona University, Flagstaff, Arizona

Unlike viruses, bacteria are living cells that carry out many complex metabolic
functions. Because of this they are larger than viruses, have larger and more
complex genomes, and they have cell walls and membranes surrounding a
cytoplasm and nucleoid. The cytoplasm is the internal cellular region where
many physiological functions occur, and the nucleoid is the cellular region
containing a DNA chromosome or chromosomes. Bacterial pathogens have
been traditionally divided into two major subdivisions, Gram-positive and
Gram-negative, based upon their staining attributes with Gram’s stain. This
tinctorial differentiation was a useful tool, but provides little taxonomic reso-
lution in this age of sophisticated molecular diagnostics and bacterial system-
atics. Clearly, forensic scientists need to precisely identify the pathogen to
species and if possible identify the particular strain within the species. The
more precise the information, the more valuable this will be to investigation,
attribution, and the eventual prosecution of the perpetrator. While there are
many approaches to such identification, the best current methods rely upon
the vast information stored in the bacterial genomes. Extracting this informa-
tion is readily accomplished by DNA sequencing derived from PCR amplifi-
cation of particular genomic regions. Different genomic regions have different
forensic values in a single bacterial species. These values differ with the
pathogen, due to the unique evolutionary and biological properties of each.

DNA REGIONS OF VALUE FOR FORENSIC
IDENTIFICATION OF BACTERIAL PATHOGENS
16S rRNA GENE SEQUENCES

Bacterial genomes contain regions that evolve both slowly (e.g., 16S rRNA
genes) and very rapidly. Typically, bacterial genomes contain a few million base

Microbial Forensics
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pairs of information, most of which is in gene coding regions. There are only
small non-gene coding regions separating genes, in stark contrast to eukary-
otic genomes. Depending upon the forensic question being asked, different
bacterial genomic regions offer unique potential for analysis. If just a general
bacterial species or genus identification is needed for the investigation, the 16S
ribosomal gene may be the best choice. These are genes coding for an approx-
imately 1500-nucleotide RNA molecule found in the small subunit of the bac-
terial ribosome. There are great structural constraints upon this molecule
which inhibit nucleotide replacement mutations and evolutionary change.
Many scientists have contributed to a very large public database of 16S rRNA
gene sequences that represents a large fraction of all known bacterial species.
Using this database, one can make a very good start towards understanding
the diversity within and outside any pathogen target group. In other words,
the likely specificity of the 16S rRNA gene sequence should be readily
estimable from this database alone. Investigators should be able to determine
quickly whether the 16S rRNA gene sequence identifies the target pathogen as
distinct and different from other closely related bacteria, while having little
variation among different strains of the target. This would be ideal for pathogen
target identification and discrimination from non-target bacteria. However,
because of its great constancy and slow evolution the 16S rRNA gene sequence
frequently does not distinguish the target pathogen from its closest relatives
(e.g. Bacillus anthracis and some strains of B. cereus).

MULTILOCUS SEQUENCE TYPING (MLST)

Housekeeping genes are essential, are found by definition in all bacteria, and
evolve more rapidly than 16S rRNA genes. They are thus more discriminating
regions. While there are hundreds or even a thousand of these genes available
in any genome, researchers tend to pick a small number (less than 10) that
are well distributed around the genome. Housekeeping gene regions of value
can be studied across the target organism and its close relatives by designing
“universal” PCR primers to relatively constant nucleotide sequences to amplify
more variable intervening regions. Some pathogens have been extensively
studied in this fashion, but many others have not. Hence, forensic investiga-
tors will need to generate these data, and the value, or lack of value, in this
MLST approach will remain unknown until the studies are completed.
However, if an extensive MLST database exists for the pathogen under foren-
sic investigation, this can be a very powerful means to identify the pathogen
and subtype strains within the pathogen.
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RECENTLY EMERGED PATHOGENS

Some bacterial pathogens have very little genomic variation valuable for sub-
typing and strain identification. The most commonly invoked cause for this
lack of variation is that these organisms have only recently “emerged” as
pathogens from a closely related bacterium in the “recent” past. The close bac-
terial relative may or may not have been a pathogen, but some genetic change
presumably occurred (genes could have been gained or lost) that changed its
virulence properties and converted it into a highly effective human pathogen.
A related but slightly different explanation for genetic uniformity involves
a genetic bottleneck whereby an older pathogen population is “stripped”
of genomic variation by eliminating all but a single representative of the
pathogen. In this scenario, a single pathogenic strain is highly effective and
generates all currently known cases of the disease. Whatever the explanation,
where there are few or no differences among pathogen isolates, subtyping and
precise strain identification are very difficult. This situation is fairly common
for bacterial pathogens encountered in biocrimes, and exists in all pathogens
that rapidly expand during an epidemic. In other words, lack of genomic vari-
ation will be a constant challenge for forensic investigators, who would want
the maximum amount of subtyping resolution.

MULTIPLE-LOCUS VNTR ANALYSIS (MLVA)

When the highest subtyping resolution is required for the most precise iden-
tification of bacterial isolates (e.g., among lab transfers or cultures), the most
diverse and, hence, the most mutable genomic loci must be used. Valuable
examples of highly mutable genomic regions are found in the Variable Number
Tandem Repeat (VNTR) loci.

VNTR loci are locations where a short nucleotide sequence (e.g., CAT) is
repeated multiple times (e.g.,... CAT CAT CAT CAT ...). Mutations occur
when the cell is replicating its DNA and miscopies the repeats, either increas-
ing or decreasing the copy number. This type of replication error is much more
common (~10°-10° higher) than simply miscopying a single nucleotide. The
change in repeat copy number is easily detected by designing PCR primers in
non-repeated sequences flanking the VNTR and then determining the size of
the PCR amplicon by high-resolution electrophoresis. When two pathogen iso-
lates carry identical repeat copy numbers at numerous VNTR loci, it is a very
good indication that they are closely related. Likewise, if two isolates are dis-
similar at many VNTR loci, it is likely that they are not closely related. Vali-



1 02 BACTERIAL PATHOGENS

dation of this conclusion must be based upon in vitro mutation studies that
establish rates for each locus and on population studies that determine the
diversity, or discrimination power, at each locus. VNTR loci have been shown
to provide strain discrimination power even among closely related isolates of
B. anthracis and Y. pestis."?

While the genomic presence of VNTR loci varies dramatically among bac-
terial pathogens, all bacterial genomes appear to have at least a few. VNTR
loci’s power for discrimination is dictated by individual loci mutation rates,
and also by the combined mutation rate across multiple loci (multiple-locus
VNTR analysis: MLVA). Monitoring of multiple loci also somewhat mitigates
the confounding effect of convergent evolution or mutational reversals at
hyper-mutable loci. The forensic utility of MLVA depends upon:

1. Genomic identification of particular VNTR loci for each pathogen,

2. Development of efficient assays (e.g. PCR),

3. Population studies that describe the pathogen diversity for these
assays, and

4. Mutational studies that lead to mathematical evolutionary models.

Population and mutational studies must be repeated for each pathogen and
its VNTR loci. While some generalization is feasible among species, bacteria
are highly diverse organisms and each should be considered a unique entity.
In extremely critical situations, mutational studies should be carried out with
the isolates actually involved in the forensic scenario under investigation to
eliminate any possibility of strain-specific effects.

BACTERIAL PATHOGENS OF CONCERN

Many different bacterial pathogens can and have been employed in biocrimes.
It is difficult to predict which pathogens will be used in the future, although
availability, ease of handling, ease of weaponization, and potential impact
(death or terror) are factors that might narrow the options.” Traditionally
bioterrorism defense priorities and pathogen-target lists have been greatly
influenced by bacterial agents that were part of “state-sponsored” bioweapons
programs. Thus, Bacillus anthracis (anthrax), Yersinia pestis (plague), Fran-
cisella tularensis (tularemia), Burkholderia sp. (glanders and melioidosis), and
Brucella sp. (brucellosis) are often cited as possible bioterrorism agents. The
2001 anthrax letter attacks demonstrated that this is a very relevant list of
potential biocrime agents. However, other commonly available pathogens must
also be considered. In the U.S., two notable biocrimes used the food-borne
pathogens Shigella and Salmonella. The very common occurrence of these dis-
eases means that the pathogenic agents are readily available. In addition, the
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U.S. food supply system is readily accessible to criminals, making such
pathogens important considerations for microbial forensics.

Numerous websites provide detailed information on these priority patho-
gens, the diseases they cause, and the current status of genomic analysis. The
following examples provide the reader with a starting point:

e http://www.hc-sc.ge.ca/pphb-dgspsp/, Health Canada

¢ http://www.cdc.gov/ncidod/dbmd/diseaseinfo/, Centers for Disease
Control and Prevention

e http://www.idph.state.ia.us/eedo/cade_content/epifacts/, lowa
Department of Public Health

e http://www.ncbi.nlm.nih.gov/PMGifs/Genomes/micr.html, National
Center for Biologic Information

e http://www.tigr.org/tdb/mdb/mdbinprogress.html, The Institute for
Genomic Research

BACILLUS ANTHRACIS

The causative agent of anthrax is a low-GC, Gram-positive, spore-forming bac-
terium. The spore is a definitive feature of its ecology, evolution, and use as a
bioweapon. Particular strains of B. cereus and B. thuringensis isolates have been
shown to be the closest relatives to B. anthracis. Because these related species
are common in the environment and as industrial microbes, differentiation
between them and B. anthracis is crucial. Based upon 16S rRNA sequences,
there are few, or no, differences between B. anthracis and its closest relatives.
However, B. anthracis contains two large plasmids that carry essential viru-
lence genes for protein toxins (pXO1) and the biosynthesis of a poly-D glu-
tamic acid capsule (pXO2). Lack of either plasmid dramatically attenuates the
bacterium.

B. anthracis is a zoonotic disease and probably pathogenic to many
mammals. However, its virulence differs greatly among the species—herbi-
vores are most commonly affected in nature. The frequency of the disease in
herbivores could be the result of ingestion of spores along with their food, fol-
lowed by invasion from the gastrointestinal tract. Humans most commonly
exhibit cutaneous anthrax, acquired by handling spore-contaminated wool or
animal hides. Gastrointestinal anthrax from eating spore-contaminated meat
is the next most common form, with inhalational anthrax being relatively rare.
There is no evidence of strain differences between infection routes.

Because of the historical and recent importance of B. anthracis as a
biological weapon, genomic and genetic analyses are highly developed for
this pathogen. Multiple strain genomes have been completely sequenced,



1 04 BACTERIAL PATHOGENS

including the Ames isolate from the first anthrax-letter victim of the 2001 U.S.
attacks.”” High-resolution DNA genotyping based upon MLVA can uniquely
identify most laboratory strains, with some differentiation possible among dif-
ferent isolates of the same strain.'

YERSINIA PESTIS

This Gram-negative enteric bacterium causes plague. Its closest relatives are
the more mildly pathogenic Yersinia pseudotuberculosis and Y. enteroclitica
(other well known enteric bacterial pathogens include Escherichia coli and
Salmonella species). Three biovars of Y. pestis are diagnostically differentiated
by the ability of an isolate to ferment glycerol and reduce nitrate. The three
biovars (antigua, medieavalis, and orientalis) are now endemic in particular
regional geographic foci thought to be the remnants of three major plague
pandemics.

Y. pestis is a zoonotic pathogen thought to reside in animal reservoirs. The
two recognized clinical forms of human plague—pneumonic and bubonic—
are different pathological manifestations of infection with the same pathogen.
An important distinction is the transmission route, since pneumonic plague
can be extremely contagious. Bubonic plague is more commonly associated
with bites of insect vectors, especially fleas. In different global locations,
endemic plague reservoirs may be maintained by low-susceptible animal hosts,
quiescent insect vectors, or a slower transmission cycle in otherwise suscep-
tible host populations. Worldwide, endemic plague foci are locally established,
and the reservoir ecology is probably unique in each case. In addition to
humans, many mammalian species are known to be variably susceptible to
plague.

Plague genomics and genotypic analysis are advanced. Two high-quality fin-
ished genomes are publicly available at this time (Kim and C092),"" and hyper-
mutable loci have been identified for high-resolution genotyping.*®

FRANCISCELLA TULARENSIS

This Gram-negative coccobacillus causes tularemia in both the Old and New
Worlds. Two subspecies (biovars) have different global distributions. E tularen-
sis ssp. tularensis (biovar A) and F tularensis ssp. holartica (biovar B) are both
found in North America; biovar B is found in Eurasia; biovar A is very rare in
Eurasia. The severity of tularemia due to biovar A is much greater than that
of biovar B. Though the genetic basis for this difference is not currently under-
stood, it is under active research. E tularensis survives well in the environment
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and persists on contaminated meat, water, hides, and in vectors for weeks or
even years. Tularemia can be acquired from arthropod vectors such as deer flies
and ticks. E tularensis tularensis in North American rabbits is extremely viru-
lent. In contrast, E tularensis holartica infects water and aquatic mammals (e.g.,
beavers) with much less virulence.

High-resolution DNA subtyping has been described,”® and two studies are
underway to define the genome sequences of each biovar (LVS and Shu4)."
Comparison of the genomes of the two subspecies should provide insights into
their unique virulence properties. MLVA analysis of diverse strains was con-
sistent with the traditional biovar categories and uniquely identified most iso-
lates, but was unable to discriminate among epidemiologically linked isolates.’
The genetic identity of isolates from clustered disease cases is consistent with
these being initiated via a single infectious event. MLVA analysis also indicated
that E tularensis tularensis was much more diverse, suggesting an older age for
this subspecies, or that the studied E tularensis holartica isolates had been
through a great population bottleneck.

BRUCELLA

Multiple species of Brucella, all Gram-negative bacteria, have been differenti-
ated primarily through their association with particular hosts. The three public
health and forensic microbiology priorities are B. melitensis, B. suis, and B.
abortus (in order of importance). B. melitensis is the most common and patho-
genic. Brucellosis is most commonly transmitted through contaminated milk
or cheese that has not been pasteurized, although direct contact with infected
animals can cause occupational disease. Brucellosis is a serious health risk in
less developed countries where hygienic standards are low and milk products
are not pasteurized. In developed countries, Brucellosis is the most commonly
reported laboratory-acquired infection due, perhaps, to its environmental sta-
bility and aerosol infectivity.

Two Brucella genomes have been completed and others are in process. Both
the B. melitensis’ and the B. suis'® genomes are separated into two chromo-
somes of about 2 million and 1 million nucleotides. High-resolution VNTR
analysis systems under development appear capable of precise strain identifi-
cation (L. Huynh and P. Keim, unpublished data).

MELIOIDOSIS AND GLANDERS

The pathogens responsible for melioidosis (Burkholderia pseudomallei) and
glanders (B. mallei) are two closely related species. In fact, recent molecular
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analysis appears to indicate that B. mallei is a clonal derivative of the much
more diverse B. pseudomallei. Both are Gram-negative aerobic rods, but cause
very different diseases. Glanders is now an uncommon disease of horses and
donkeys. Its natural occurrence is restricted to the Indian subcontinent, Africa,
some Middle Eastern countries, and parts of eastern Asia. In North America
and Europe, human glanders cases are primarily associated with high-risk lab-
oratory or animal facility workers. The only contemporary human case in the
U.S. was the result of an accidental laboratory exposure. B. mallei does not
survive outside susceptible host animals. In contrast, melioidosis occurs
worldwide, though primarily in tropical and subtropical regions. Melioidosis
is uncommon in the U.S. except in returning travelers or immigrants. However,
it is endemic in Southeast Asia and elsewhere. B. pseudomallei survives well in
the environment (moist soil and water) to provide ample sources for human
and animal infection.

Whole genomes of both B. mallei and B. pseudomallei are being character-
ized. They have a bipartite genomic structure with both a primary and sec-
ondary chromosome. The great diversity of B. pseudomallei suggests that
multiple strains will need to be analyzed to understand this pathogen. Both
gene nucleotide sequencing and hypervariable loci have demonstrated the high
diversity found among isolates of B. pseudomallei. This may be due to a highly
plastic genome and the ecological and environmental niche of the bacterium.
Development of high-resolution DNA typing is underway, and precise identi-
fication will be possible due to the great diversity of strains (J. Schupp and P
Keim, unpublished data).
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CHAPTER 6

Biology and Detection of Fungal
Pathogens of Humans and Plants

GARY A. PAYNE AND MARC A. CUBETA
Department of Plant Pathology, North Carolina State University, Raleigh, North Carolina

Fungi represent an important group of pathogens that significantly impact
human and plant health. They are responsible for the majority of plant dis-
eases and are of increased importance as agents of infectious diseases of
immunocompromised humans. Most human and plant pathogens occur in the
phylum Ascomycota and are represented in taxonomically distinct classes
within the phylum. There are relatively few examples of fungi that are both
human and plant pathogens. Disease is the result of an interaction between a
pathogen and a susceptible host within a favorable environment. The inter-
relationships associated with disease are complex and not well characterized.
Factors required for pathogenesis include toxins, enzymes, and signaling path-
ways associated with both fungal morphology and the molecular communica-
tion between the host and pathogen. Fungi produce abundant numbers of
spores that are well adapted for short- and long-distance dispersal from
infected to healthy plants. Repeated dispersal and cycles of infection on the
same plant are common attributes of many plant pathogens. In contrast, fungal
diseases of humans are usually not communicable, and not transmitted from
an infected to a healthy individual. Polymerase chain reaction (PCR)- and DNA
sequence-based methods are allowing for a closer examination of the ecology
and epidemiology of human and plant pathogens. These methods are increas-
ing our understanding of the spread of infectious diseases, and provide prag-
matic approaches for rapid detection and identification of indigenous and
introduced fungal pathogens. This chapter provides a review of fungi, includ-
ing their taxonomy, growth, reproduction, pathogenicity, epidemiology, detec-
tion, and identification.
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INTRODUCTION

Fungi represent a diverse assemblage of eukaryotic organisms and are common
inhabitants of most aquatic and terrestrial ecosystems, where they are of
significant ecological and economic importance. Approximately 100,000
species of fungi have been described, and it is estimated that 1.5 million are
in existence.' Along with bacteria, fungi are largely responsible for the decom-
position and recycling of organic matter, particularly recalcitrant molecules of
cellulose and lignin. Fungi play a pivotal role in determining the composition
and diversity of terrestrial ecosystems, because the roots of most land plants
(>90%) have an established mycorrhizal association with at least one species
of fungi.” In addition, approximately 20% of all fungi are involved in a sym-
biotic partnership with green algae or cyanobacteria (previously referred to as
blue-green bacteria) to form lichens.’

Fungi have greatly shaped the history of humankind. For example, the yeast
Saccharromyces cerevisiae has been cultured for centuries for the production
of breads and alcohols. Likewise, several species of Aspergillus have been used
for thousands of years in Asia for the production of miso, tempeh, and soy
sauce. Fungi can also be eaten directly as a food source (e.g., blue cheese,
morels, mushrooms, truffles, and the recently marketed product Quorn®,
a mycoprotein from the filamentous fungus Fusarium venenatum).* These
culinary and nutritional uses along with more recent employment of fungi
for the production of industrially important enzymes (laccases, cellulases,
proteases, xylanases), organic acids (citric, gluconic, itaconic), antibiotics
(cephalosporin, penicillin), and pharmaceuticals (cyclosporin, lovastatin)
highlight our dependence on fungi.”™"

Not all fungi are beneficial. Some fungi are harmful pathogens and can
cause diseases of animals, humans, and plants. At least 8,000 species of fungi
are known to cause plant diseases, and less than 100 species are known
pathogens of humans.'>"”> More information on human and plant pathogenic
fungi can be found at the following websites: http:/nt.ars-grin.gov/
sbmlweb/OnlineResources/FungalDBsDescrip.cfm  and  http:/timm.main.
teikyou.ac.jp/pfdb/cover/database_eng.html.

Many fungi contaminate food by producing toxic secondary metabolites
known as mycotoxins. Mycotoxins can produce a wide array of symptoms in
animals and humans. Every system of the human body can be affected by at
least one mycotoxin."* More than 300 mycotoxins have been described, and
potentially many more exist. It has been estimated that more than 200,000
secondary metabolites are produced by fungi, most of which have not been
characterized and assayed for direct toxicity.'* Some examples of mycotoxins
are aflatoxins, ergot alkaloids, fumonisins, trichothecenes, and zearalenone.
Although not usually considered a mycotoxin, the amanitin toxins produced
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by several poisonous species of Amanita (e.g., the death cap A. phalloides and
destroying angel A. virosa mushrooms) inhibit the RNA polymerase Il enzyme
associated with gene transcription and are often lethal to humans if these
mushrooms are consumed."

CLASSIFICATION, NOMENCLATURE,
AND TAXONOMY OF FUNGI

For many centuries fungi were thought to be closely related to plants and were
not classified in their own Kingdom until 1969.'° Recent analyses of DNA and
protein sequences in fungi suggest that the Kingdom Fungi is a sister group
to the Kingdom Animalia, providing convincing evidence that fungi are more
closely related to animals than plants.'” Interestingly, whole-genome analy-
sis has revealed significant similarity among some plant and fungal genes.'®
For more detailed information on the phylogenetic relatedness of fungi to
other living organisms, see the Tree of Life website http:/tolweb.org/tree/
phylogeny.html.

Organisms classified in the Kingdom Fungi include four phyla: Ascomy-
cota, Basidiomycota, Chytridiomycota, and Zygomycota, and are often referred
to as the “true fungi” or Eumycota.” Typical features of the true fungi include
filamentous growth, cell walls that contain chitin, a predominant haploid life
cycle, flattened plate-like mitochondrial cristae, and absorptive nutrition (i.e.,
the ability to digest, rather than ingest, nutrients for their growth and devel-
opment). Historically, several evolutionarily divergent groups of organisms
such as the slime molds (Mycetozoans) and members of the phylum Oomy-
cota (water molds) have been included in the Kingdom Fungi. However, recent
molecular evidence based on analysis of DNA and protein sequence data sug-
gests that these organisms are not phylogenetically related to the true fungi.
Organisms classified in the Oomycota are of particular ecological and eco-
nomic importance because they can cause diseases of amphibians, animals,
fish, and plants. Members of the Oomycota have often been described as being
“fungus-like” because of they have mycelium and exhibit filamentous growth
and absorptive nutrition. However, organisms in the Oomycota are unlike true
fungi in that they have cellulose-containing cell walls, a predominant diploid
life cycle, different-shaped mitochondrial cristae, and a different lysine biosyn-
thesis pathway.'” Because of these differences, organisms classified in the
phylum Oomycota have been recently placed into the newly proposed
Kingdom Straminipila that also includes brown algae and diatoms.** Members
of the Kingdom Straminipila (also referred to as “straminipiles”) are also char-
acterized by the production of swimming spores called zoospores with usually
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two tail-like appendages called flagella (singular, flagellum) that are used for
locomotion. One flagellum is hairless, while the other flagellum is decorated
by two rows of tripartite tubular hairs. The latter is often referred to as a het-
erokont or tinsel flagellum.” The tinsel flagellum is the basis for the term
straminipile (which literally translates to “straw hairs”) and for naming the
Kingdom Straminipila.

Fungi were among the first microorganisms observed. In 1664, Robert
Hooke was able to visualize the spores of a “blue mold fungus” on a piece
of leather with a microscope.”" Since this initial observation, scientists inter-
ested in the scientific study of fungi (i.e., mycologists) have traditionally uti-
lized morphological characteristics (mostly color, shape, and size) of asexual
and sexual spores and how they form (ontogeny), for naming (nomenclature)
and classifying (taxonomy) fungi. Fungal spores can be colorless (hyaline)
or various shades of the visible spectrum of light, including brown and black.
Spores that are darkly pigmented (olive-, brown-, or black-colored) because
of the accumulation of melanin in their cells are referred to as being
dematiaceous.

In general, most species of fungi produce at least one type of spore during
their life. However, some fungi do not produce any spores, while others have
the capability of producing more than one form or type of spore during their
life (a phenomenon referred to as dimorphism or pleomorphism). These
complex characteristics of fungal life history have provided challenges for
fungal nomenclature and taxonomy. In many instances, the same fungus can
have two different scientific names that correspond to its asexual and sexual
stages. For example, the common soil-inhabiting fungus Rhizoctonia solani is
the asexual stage of Thanatephorus cucumeris. This method of dual taxonomy
represents a unique aspect of nomenclature in the biological world. Although
the taxonomy and nomenclature of fungi have always been in a constant state
of flux, it serves as an effective mechanism to foster communication among
scientists to increase our knowledge and understanding of fungi.

A variety of biochemical (fatty acids, enzymes, and proteins), ecological
(habitat and pathology), genetic (vegetative compatibility and mating types),
and physiological (secondary metabolites) characteristics are commonly
employed for fungal nomenclature and taxonomy. However, morphological
characteristics of the sexual stage still represent the primary basis for the clas-
sification of fungi, although many fungi are asexual and do not have a sexual
stage. Despite these shortcomings, fungi are separated into groups with similar
characteristics based on the following principal hierarchy: (1) species grouped
into a genus, (2) genera grouped into a family, (3) families grouped into an
order, (4) orders grouped into a class, (5) classes grouped into a phylum, (6)
phyla grouped into a Kingdom, and (7) Kingdoms grouped into a biological
Domain (Figure 6.1).
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Taxonomic rank Suffix
Domain Eukarya

Kingdom Fungi
Phylum -mycota
Class -mycetes

Order -ales
Family -aceae
Genus
Species

FIGURE 6.1 Principal taxonomic ranks and suffixes used in fungal nomenclature.

Recent phylogenetic analyses based on analysis of ribosomal DNA (rDNA)
and protein gene sequence data support the existence of four monophyletic
groups within the Kingdom Fungi. A brief description of the major phyla in
the Kingdom Fungi and their general characteristics is presented below.

CHYTRIDIOMYCOTA (CHYTRIDS)

Organisms in this phylum represent the oldest branch (most basal clade) of
true fungi; there is fossil evidence of their existence approximately 400 million
years ago.”> Chytrids produce motile zoospores with usually a single “hairless”
flagellum and lack filamentous mycelium. Their cell walls are similar to those
of other fungi, insects, and arthropods and are composed primarily of poly-
mers of chitin (N-acetyl glucosamine) and glucans (polysaccharides composed
of solely or partly glucose molecules joined through o-1,3; o-1,6; B-1,3; or B-
1,6 linkages). B-glucan mixtures of 3-1,3 and -1,6 linkages represent the most
abundant cell wall component in fungi, and ergosterol is also present in cell
membranes of fungi.

Chytrids are present in most habitats where water is present, including in
soil, and can be damaging pathogens of algae, amphibians, fungi, plants, and
small animals.” However, only a few chytrids are pathogens of economically
important vascular species of plants. For example, Synchytrium endobioticum
causes the devastating wart disease of potato and was classified as a quaran-
tine pathogen in the Plant Protection Act enacted by the U.S. Department of
Agriculture in 1912. Organisms in the genus Neocallimastix represent a unique
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group of chytrids because they grow in the absence of oxygen (i.e., they are
anaerobic) within the rumen of cows and sheep to facilitate the degradation
of cellulose. This mutualistic association between the animal and fungus pro-
vides much needed energy and nutrients for their growth and development.

ZYGOMYCOTA (BREAD MOLDS)

Organisms in this phylum are largely responsible for food spoilage and
are usually weak pathogens of plants. They exist primarily as saprophytes in
dung, plant debris, and soil. However, some members of the Zygomycota are
important pathogens of amoebae, humans, insects, and nematodes. The
human pathogens are usually associated with diseases of immunocompro-
mised individuals (zygomycosis), while other species can also cause tropical
subcutaneous mycoses in noncompromised individuals. Many species in the
Zygomycota (e.g., Gigospora, Glomus, and Scutellospora, etc.) are involved in
mutualistic associations within the roots (i.e., endomycorrhizal) of more than
70% of the species of herbaceous plants.” Depending on structures formed
within the roots of plants, endomycorrhizae are classified as being vesicular
arbuscular mycorrhizal (VAM), or arbuscular mycorrhizal (AM) fungi.

Members of the Zygomycota exhibit filamentous growth, and hyphal cells
that comprise the mycelium are not delimited by cross-walls (e.g., aseptate,
coenocytic mycelium). The hyphal cell walls are composed predominantly of
chitosan and polyglucuronic acid, but chitin is also present. Unlike the
chytrids, members of the Zygomycota produce nonmotile, asexual (sporan-
giospore), and sexual (zygospore) spores. Recent evidence suggests that
the Zygomycota are evolutionarily divergent, and that this phylum may
not represent a monophyletic group of fungi derived from a single common
ancestor.”>**

ASCOMYCOTA (SAC FUNGI)

Organisms in this phylum include important pathogens of animals, humans,
insects, and plants, usually with a saprophytic stage during their life cycle.
Mutualistic associations with green algae and cyanobacteria (lichens) and vas-
cular plants (ectomycorrhizae) are also known and of considerable ecological
importance. It has been estimated that more than 40% of lichen forming fungi
belong to the phylum Ascomycota.> This phylum also includes the morels,
truffles, and yeasts. Members of the Ascomycota can exhibit single-celled
(yeasts) and/or filamentous growth. The hyphal cells that form the mycelium
are compartmentalized by cross-walls (e.g., septate, noncoenocytic mycelium),
and their cell walls are composed of chitin and B-glucans. Similar to the
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Zygomycota, members of the Ascomycota usually produce nonmotile asexual
spores called conidia (singular, conidium) and/or sexual spores called ascos-
pores. The ascospores are produced in a sac-like structure called an ascus
(plural, asci) and usually dispersed by wind.

BASIDIOMYCOTA (CLUB AND MUSHROOM FUNGI,
RUSTS, AND SMUTS)

Organisms in this phylum share many characteristics with the Ascomycota,
and recent analyses of molecular and morphological data suggest that the
Ascomycota and Basidiomycota are sister groups in the Kingdom Fungi.”
Some common characteristics shared by members of the Ascomycota and
Basidiomycota include (1) pathogens of animals, humans, insects, and plants;
(2) mutualistic associations with roots of woody species of plants (ectomyc-
orrhizal); (3) single-celled, filamentous, and saprophytic growth; (4) septate,
noncoenocytic mycelium with cell walls composed of chitin and B-glucans;
and (5) production of nonmotile asexual and sexual spores. In contrast to fungi
in the Ascomycota which produce their sexual spores in an ascus, fungi in the
Basidiomycota produce their sexual spores (basidiospores) on a club-shaped
structure called a basidium (plural, basidia).

Because many fungi do not produce sexual spores, another phylum called
the Deuteromycota has been designated to classify fungi. More than 1,700
genera and 17,000 species of fungi belong to the Deuteromycota and likely
represent the asexual stages of fungi in the Ascomycota and Basidiomycota.?
With the advent of molecular techniques it is now possible to determine the
phylogenetic relatedness of asexual fungi to their sexual relatives. At the
present time, the phylum Deuteromycota provides a pragmatic approach for
identifying fungi that do not undergo sexual reproduction.

GROWTH HABIT AND REPRODUCTION

The life cycle of a fungus can vary considerably among species with respect to
growth habit and reproduction. In general, most fungi produce some type of
asexual and/or sexual spore during their life cycle that enables them to grow,
be disseminated, and/or survive. Under favorable environmental conditions,
spores germinate to produce a thread-like filament called a primary hypha
(plural, hyphae) or germ tube. Hyphae grow by extension at the hyphal tips
in a branching pattern that allows maximum absorption of nutrients from a
substrate. The hyphae become organized into the vegetative body of the fungus
called a mycelium (plural, mycelia). Fungi are nonphotosynthetic and rely on
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FIGURE 6.2 Asexual spores produced by fungi. Structure to the far right is a sporangium that
contains and is releasing motile zoospores (not to scale). Modification of Fig. 2.25 in ref. (2).
Printed with permission from John Wiley and Sons.

absorption to obtain their nutrition. They produce an array of extracellular
degradative enzymes necessary to break down complex molecules from dead
and/or living cells into simpler compounds that can be readily absorbed.

As fungi colonize their substrate, spores may be produced via asexual or
sexual reproduction. Spores produced via asexual reproduction develop as a
result of mitosis without the fusion of gametes or nuclei. In contrast, spores
produced via sexual reproduction involve the fusion of nuclei and/or gametes
via meiosis. Examples of asexual spores include aleuriospore, chlamydospores,
conidia, sporangiospores, urediospores, and zoospores (Figure 6.2). Asexual
spores can form singly on a hyphal cell or form in groups into a specialized
structure (e.g., synnema, sporodochium, Figure 6.3). Asexual spores can also
be produced on hyphal cells in an enclosed or partially enclosed fruiting struc-
ture (pycnidium, acervulus, Figure 6.3).

The morphology and ontogeny of asexual spores (conidia) provide a basis
for their classification in the Deuteromycota. Multiple generations of asexual
spores may be produced in a given year depending on environmental condi-
tions and host susceptibility. Asexual spores are important for rapid dissemi-
nation and propagation of identical genetic individuals of a pathogen and for
subsequent epidemic development. Although sexual spores can have functions
similar to those of asexual spores, they are also important for long-term sur-
vival and for serving as a mechanism for generating genetic diversity
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Conidia

Acervulus
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Sporodochium

‘Synnema

FIGURE 6.3 Fruiting structures associated with asexual fungal spores (conidia). Fig. 8.3 from
ref. (2). Printed with permission from John Wiley and Sons.
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through recombination. Fungi can also produce specialized structures
such as microsclerotia or sclerotia (a compacted mass of melanized cells) to
enhance their survival during periods of unfavorable temperature and mois-
ture conditions. Examples of sexual spores include aeciospores, ascospores,
basidiospores, oospores, sporidia, and zygospores. In general, ascospores are
produced in a specialized fruiting structure called an ascocarp. Four different
types of ascocarps have been described: apothecium, cleistothecium, perithe-
cium, and pseudothecium (Figure 6.4). However, some fungi in the phylum
Ascomycota do not produce ascospores in an ascocarp. Basidiospores are pro-
duced on a basidium that is or is not enclosed in a fruiting body or mushroom
(basidiocorp), while oospores and zygospores are usually borne directly on or
in hyphal cell (Figures 6.5 and 6.6).

For more detailed information see the websites by Tom Volk, http:/
botit.botany.wisc.edu/toms_fungi/, and Kathy Hodge, http:/biodiversity.
uno.edu/~fungi/.

PATHOGENICITY

Growth and reproduction are fundamental aspects of the fungal life cycle, and
they are important for pathogenic invasion within animals and plants. In
general, the majority of species of fungi are saprophytes or parasites, but not
pathogens. A parasite is an organism that acquires nutrition from a living host,
but the term parasite does not imply a beneficial or harmful interaction. In
contrast, a pathogen acquires nutrients at the expense of the host, and this
interaction results from physiological changes in the host and subsequent
appearance of disease symptoms. At least 8,000 and 100 species of fungi are
known pathogens of plants and humans, respectively.'>*

Each of the four phyla in the Kingdom Fungi has pathogenic species, but
the Ascomycota contains the largest number of pathogens. Within the Ascomy-
cota, most pathogens of plants and animals are restricted to a few taxonomic
classes.”” In general, plant pathogens are represented in different classes than
animal pathogens. A large percentage of plant pathogens are members of
the classes Taphrinomycetes, Sordariomycetes, Leotiomycetes, and Doth-
ideomycetes, whereas animal pathogens belong mostly to the Eurotiomycetes
and Chaetothyriomycetes.”” In addition, the Basidiomycota, Chytridiomycota,
and Zygomycota also contain important pathogens of animals and plants.*®*

Most plant pathogenic fungi can infect and colonize healthy hosts. In con-
trast, the majority of fungi that cause diseases of humans infect hosts who are
debilitated or compromised, and these fungi are known as opportunistic
pathogens. However, two exceptions are Coccidioides immitis and Histoplasma
capsulatum,” which infect apparently healthy individuals.
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FIGURE 6.4 Fruiting structures (ascocarps) produced by fungi in the phylum Ascomycota with
asci and ascospores; (A) Naked asci, (B) Cleistothecium, (C) Perithecium, and (D) Apothecium.
Fig. 11.11 from ref. (2). Printed with permission from John Wiley and Sons.

Over the last 20 years the steady increase in the number of human infec-
tions caused by opportunistic fungi has presented a greater concern to the
medical community. This increase in human disease is associated with oppor-
tunistic fungal infections in compromised individuals who have AIDS or have
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FIGURE 6.5 Different types of basidia produced by fungi in the phylum Basidiomycota. Note
basidiospore on tip of sterigma on basidium on the far left. The three basidia to the far right are
typical of those produced from teliospores of rust and smut fungi. Modification of Fig. 11 ref. (1).
Printed with permission from CAB International.

Zygospore

FIGURE 6.6 Zygospore and oospore produced by organisms in phyla Zygomycota and
Oomycota, respectively (not drawn to scale). Modification of Fig. 10 from ref. (19), and Fig.
8.18 from ref. (2). Printed with permission from John Wiley and Sons.
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undergone medical procedures that require immunosuppression, e.g., bone
marrow and organ transplants and chemotherapy. Examples of opportunistic
pathogens are Cryptococcus neoformans, Aspergillus fumigatus, species of
Candida, Aspergillus, Fusarium, Penicillium, and several species within the
Zygomycota. In the last few years the number of invasive infections by species
of Aspergillus has risen steadily, replacing species of Candida as the mostly com-
monly encountered fungal pathogen in some institutions.’ Further, species of
Fusarium are now recognized as second to species of Aspergillus as a major
invasive mold.’" Also, species of Candida other than C. albicans are becoming
increasingly more prevalent, possibly due to the extensive use of antifungal
drugs toxic to C. albicans.’

The interrelationship between a host and a pathogen is complex and
involves specific accommodations by both partners in the interaction. It is not
possible to have a disease without a susceptible host, a pathogen, and a favor-
able environment. Fungi have adapted a number of strategies to infect plants
and humans. The most comprehensive studies that involve the interaction of
a host and fungal parasite have been conducted on plants. Fungal pathogens
are heterotrophs capable of obtaining nutrients from both dead and living
sources and can establish three types of trophic (e.g., feeding) relationships
with plants: biotrophic, hemi-biotrophic, and necrotrophic. However, these
relationships likely represent a continuum of interactions that occur been the
host and fungal pathogen. In a biotrophic (obligate parasite) relationship, the
fungus can live and multiply only on or within another living organism. Exam-
ples of obligate parasites (e.g., biotrophs) include fungi that cause mildew and
rust diseases of plants. Interestingly, biotrophic relationships of fungi with
animals and humans have not been documented. In a hemi-biotrophic rela-
tionship, the fungus is dependent on a living cell early in the infection process
but then obtains nutrients from dead plant cells as a necrotroph. Examples of
this include the smut and leaf curl diseases of plants. Many hemi-biotrophs
have a yeast-like phase early in their life cycle and then convert to mycelial
growth habit to cause infection of plants. In general, necrotrophy is the most
common type of relationship between plants and fungi. In this type of rela-
tionship, the fungus obtains nutrients from dead cells often killed in advance
by toxins or enzymes. Examples of necrotrophs include Sclerotinia sclerotio-
rum, a pathogen of more than 408 species of plants, Bipolaris maydis, the causal
agent of Southern corn leaf blight, and species of Cercospora, pathogens of
hundreds of plants.

Because host-pathogen interactions are complex, it is often difficult to
identify specific factors required for pathogenicity. Consequently, only a few
fungal traits have been shown conclusively to be involved in pathogenicity on
either plants or humans. Traits identified as being required for pathogenicity
include the ability of the fungus to produce adhesive compounds, melanins,
toxins, and enzymes. Further, parasitic growth is associated with the tran-
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scription of a suite of genes, the expression of which is coordinated by elabo-
rate signaling networks involved in sensing environmental stimuli and trans-
mitting the molecular communication between the pathogen and the host.**~*

Whether a human or plant pathogen, the ability of the fungus to adhere to
the host is of paramount important for pathogenicity. For example, plant
pathogens secrete mucilage that allows spores to adhere to plant surfaces.*
Likewise, the ability to adhere to host tissue and avoid expulsion during the
early phase of infection has also been shown to be important for fungal
pathogens of humans.’**” Another factor important in the early phase of infec-
tion by both human and plant pathogens is melanin. Melanin is a component
of the cell wall of most pathogenic fungi, and in animal pathogens it protects
the invading fungus from reactive oxygen species produced by the host.*® Such
a role for melanin in fungal interactions with plants has not been shown, but
a similar role is likely because reactive oxygen species are often produced as
a defense mechanism to microbial infection. A demonstrated role for melanin
in plant pathogenic fungi is to provide structural integrity of specialized infec-
tion structures known as appressoria. These structures accumulate glycerol,
which creates osmotic pressure required for direct penetration of plant tissue
by the fungus.”*

Many pathogenic fungi are thigmotrophic and able to recognize the surface
of human and plant cells. Fungi can sense the topography of host cells and
respond by altering their morphology, growth rates, and adhesion to cell sur-
faces.’®* Such recognition is known to be important for the bean rust pathogen
Uromyces appendiculatus® that infects through stomata of the leaf. Bean leaf
stomata are slightly raised (0.5 um) above the leaf surface, and the fungus rec-
ognizes the difference in leaf surface topography to locate stomata and initi-
ate infection. Many human pathogens are also thigmotrophic, and this trait
may be important in human tissue invasion.”

Toxins produced by some plant pathogenic fungi are pathogenicity factors
and are required for disease development. Other toxins have no known role
in pathogenicity. Most of these compounds show toxicity to several species of
plants and are known as nonselective toxins.” Cercosporin, a photosensitiz-
ing toxin produced by species of Cercospora,* is an example of a nonselective
toxin. Another class of toxins, known as host-selective toxins, is toxic to a spe-
cific plant genotype within a species, and they often determine the host range
of the fungus. Over 20 species of fungi are known to produce host-selective
toxins. "

Fungal toxins have not been shown to be pathogenicity factors for human
fungal pathogens. This is interesting, as members of the Eurotiomycetes, a
class of fungi with recognized pathogens of humans, are known to produce a
number of toxins. These include gliotoxin, a known immunosuppressant and
inducer of animal programmed cell death, produced by Aspergillus fumigatus,*
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and aflatoxin, a carcinogen and immunosuppressant, produced by A. flavus.'*
Also, most species of Aspergillus that are pathogens of humans are known to
produce a number of toxic compounds that are harmful if ingested (myco-
toxins), but none has been shown to be involved in pathogenicity. Similarly,
no role has been shown for any of the numerous ribotoxins (e.g., alpha-sarcin,
restrictocin, and mitogillin) produced by filamentous fungi.*

Filamentous fungi are known to secrete a wide array of extracellular
enzymes that are important for degradation of complex molecules during
saprophytic growth. However, it has been difficult to demonstrate a require-
ment for these degradative enzymes in the pathogenicity of plants or
animals.””* Gene families often encode degradative enzymes, and creating
mutant strains lacking all enzymatic activity is difficult. Further, some enzymes
are induced only in host tissue or produced only during a certain phase of
growth.”

Regardless of the interrelationship, the interaction of a fungus with its host
involves molecular communication between the two, and many genes shown
to regulate pathogenicity are components of signaling pathways. Fungi are
known to have a number of signaling pathways including MAP kinases,
G-proteins, and phosphokinases that have been shown to be required for
pathogenicity.***® Research in this field may potentially lead to disease man-
agement strategies based on the inhibition of important metabolic and regu-
latory pathways in fungi.

EPIDEMIOLOGY

Epidemiology involves the study of disease epidemics and factors that influ-
ence them over time. An epidemic is defined as a widespread and severe disease
outbreak in a host population. An epidemic that occurs over a wide geographic
region often for several years is referred to as a pandemic. Various disease
epidemics caused by fungi or fungus-like organisms on plants have occurred
throughout the world, including, chestnut blight (Cryphonectria parasitica),
Dutch elm disease (Ophiostoma novo-ulmi), late blight Irish potato famine
(Phytophthora infestans), southern corn leaf blight (Bipolaris maydis), and
wheat rust (Puccinia graminis f.sp. tritici). Severe and widespread chestnut
blight and Dutch elm disease epidemics were caused by plant pathogens intro-
duced to geographic areas outside their naturalized range.

The examination of disease increase within a host population requires a
thorough understanding of interactions that occur among the pathogen, host,
and environment over time. In particular, an understanding of pathogen dis-
persal, ecology, population biology, reproduction, survival, and trophic behav-
ior is of paramount importance for becoming knowledgeable with components
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of disease epidemiology. For example: (1) How dependent is the fungus on its
host for survival and what are its mechanisms of survival in absence of a host?
(2) How much inoculum (e.g., mycelium, spores, or sclerotia of a fungus that
cause disease) is present at the beginning of an epidemic? (3) What propag-
ule(s) of the fungus serves as initial (primary) inoculum for epidemic devel-
opment? (4) Does the fungus produce additional inoculum (secondary
inoculum) during the epidemic? (5) Is there one (monocyclic epidemic) or
multiple (polycyclic epidemic) cycle(s) of infection per host cycle per year?
and (6) What are the mechanisms for short- and long-distance dispersal of
inoculum (e.g., animals, insects, humans, plant material, seed, soil, water, and
wind)? The mechanisms of dispersal and amount of primary inoculum have a
pronounced effect on the characteristics and scale of plant disease epidemics.
Some propagules have limited dispersal ranging from millimeters to less than
a meter, while others can be dispersed from hundreds to thousands of kilo-
meters within and across continents.” The mode of dispersal also influences
the pattern and spatial distribution of disease (i.e., random, regular, or aggre-
gated) and subsequent development of epidemics. Monocyclic epidemics are
very dependent on the initial amount of inoculum present at the beginning of
the epidemic, because the fungus does not produce secondary inoculum for
subsequent infection. In contrast, the amount of initial inoculum is less impor-
tant for polycyclic epidemics, because there are usually several cycles of inocu-
lum production and dispersal accompanied by repeated cycles of host infection
and symptom development.

The assessment and measurement of plant disease are fairly straightforward
and often expressed in terms of disease incidence (number or percentage of
diseased individuals in a population) and disease severity (proportion of total
area or the amount of plant tissue diseased). Epidemics are measured in terms
of disease progress over a period of time. This is accomplished by plotting
either disease incidence or disease severity against time. Various mathemati-
cal models (e.g., exponential, Gompertz, linear, logistic, monomolecular,
Weibul, etc.) can be employed to calculate the rate of disease progress and area
under the disease progress curve (AUDPC). Additional components of disease
progress and epidemic development such as the incubation period (length of
time from inoculation to appearance of disease symptoms) and latent period
(Iength of time from inoculation to spore production) can also be estimated.
For more information on plant disease epidemiology see Campbell and
Madden® and the Arneson website: http://www.apsnet.org/education/
AdvancedPlantPath/Topics/Epidemiology/Epidemiology.htm.

Plant diseases are usually not caused by a single individual, but rather a
population of genetically distinct individuals. Therefore, the importance of
understanding the genetic diversity and structure of pathogen populations
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should not be ignored when examining disease epidemics. Taken collectively
with the multitude of factors that contribute to the development of plant
disease epidemics, this information will provide a better understanding of epi-
demiological processes to prevent the spread of infectious disease-causing
agents in the future.

In general, fungi causing invasive human diseases do not usually spread
from one individual to another;*” however, species of Candida may contami-
nate donor organs and medical instruments, including catheters and prosthetic
devices.” Candida species have also been found on the hands of hospital
workers,”® although the significance of this in disease transmission is not
known. Prevailing evidence shows that most fungal human pathogens are
endemic in the environment and that inoculum is produced by the fungus
growing as a saprophyte on a number of substrates. Cryptococcus neoformans,
for example, has been isolated from pigeon droppings and Eucalyptus trees.”
Fisher et al.’' found that the major epidemic of coccidioidomycosis that
occurred between 1991 and 1994 in California was from natural populations
and not newly evolved or introduced pathogenic strains of Coccidioides
immitis. They also observed that serious outbreaks of coccidioidomycosis often
occurred after heavy rains following long periods of drought.” The source of
A. fumigatus inoculum remains unresolved. It is unclear whether spores of the
fungus originate from within the hospital or from an outside source.”® There
is also evidence that the drinking water supply can be contaminated with
propagules of A. fumigatus.™

DETECTION AND IDENTIFICATION

The development of PCR and automated DNA sequencing techniques has
contributed significantly to our ability to characterize and identify fungi.
Numerous sequence-based methods are currently available for the detection
and identification of fungi isolated in pure culture and from environmental
and tissue samples. Most of these methods have focused on the utilization of
DNA sequences that encode for the nuclear ribosomal RNA (rDNA) subunit.
The degree of nucleotide sequence variation in this region allows for the dif-
ferentiation of fungi belonging to different taxonomic groups, and is also useful
for their diagnoses and identification (Figure 6.7).

A commonly employed strategy for diagnosis and identification of fungi is
presented in Figure 6.8. The procedure involves sequencing several rDNA
regions that provide different and complementary levels of phylogenetic
resolution.’*” The transcribed 5S, 5.8S, 28S large subunit (1LSU), and 18S
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FIGURE 6.7 Levels of taxonomic resolution provided by nucleotide sequence data of nuclear
ribosomal DNA (rDNA) genes. IGS, intergenic spacer region; ITS, internal transcribed spacer
regions (ITS1 and ITS2); LSU, 28S large ribosomal subunit gene; 5.8S ribosomal sub-

unit gene; and SSU, 18S small ribosomal subunit gene. Figure kindly provided by R. Vilgalys,
Department of Biology, Duke University.

small subunit (SSU) rDNA regions usually provide resolution at or above the
genus level, while the nontranscribed intergenic spacer (IGS) and internal
transcribed spacer regions (ITS1 and 2) are more rapidly evolving and usually
provide resolution at or below the species level. Initially the IGS and/or
ITS regions are sequenced, and the Basic Local Alignment Search Tool (BLAST)
search algorithm http:/www.ncbi.nlm.nih.gov/ is utilized to determine
whether there is a significant match (>70% identity) among sequences cur-
rently deposited in a database [GenBank (USA), European Molecular Biology
Laboratory (EMBL) (Europe), and DNA Database of Japan (DDBJ) (Japan)].
If a match of greater than 70% is identified, the sequence is aligned with other
similar sequences in the database and subjected to phylogenetic and distance
analyses to further optimize sequence identification. Support for the link
between the unknown sequence and its closest known sequence is evaluated
using the additional statistical methods that provide an indication of their
relatedness. In cases where a significant match is not identified, additional
regions of the genome that provide resolution above the species level (e.g.,
SSU, LSU, 5.8S) can be sequenced, aligned, and subjected to phylogenetic
analysis for sequence identification. By using this approach with known ref-
erence sequences and in conjunction with other mitochondrial ribosomal RNA
(rDNA) and protein-encoding genes such as actin, ATPase, o- and B-tubulin,
chitin synthase, hydrophobins, laccase, and translation elongation factor 1-a,
it is possible to identify most fungi at various taxonomic levels.”>*>*
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FIGURE 6.8 Molecular-based identification of fungi with ribosomal RNA (rDNA) gene
sequences. Figure kindly provided by R. Vilgalys, Department of Biology, Duke University).

Although databases have been demonstrated to be useful in identifying a
wide range of fungi, in certain instances, these available databases may not be
sufficient to place a DNA sequence within a previously sampled genus or
species. The nontranscribed spacer regions of the rDNA subunit can be
employed to identify genetically distinct individuals in a species at the popu-
lation level. However, additional regions of the fungal genome are usually
needed for this purpose. The detection of DNA sequence variation from mul-
tiple regions of the fungal genome coupled with appropriate statistical analy-
sis of the data provides a very powerful tool for identification of fungi at or
below the species level. This approach is referred to as multilocus sequence
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typing (MLST) and offers great promise for assigning unknown fungal indi-
viduals to a population of origin.”

In the past 15 years, mycologists and plant pathologists have employed
DNA fingerprinting and PCR-based techniques to develop multilocus genetic
markers for the identification of genetically distinct individuals in fungal
pathogen populations. These population genetics studies have contributed
significantly to our understanding of the genetic diversity and structure of
populations of plant pathogens, and have provided a conceptual framework
for defining and differentiating genetically distinct individuals (clones). Infor-
mation on the genetic diversity and structure of fungal populations has
resulted in the development of appropriate sampling protocols required to dif-
ferentiate introduced and indigenous genetic individuals. As newer techniques
(real-time PCR and microfluidic methods) and more mitochondrial and
nuclear DNA sequence data become available, rapid identification of geneti-
cally distinct individuals in field populations will be possible, facilitating
fungal forensics.
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CHAPTER ;

Forensic Aspects of
Biologic Toxins

JAMES D. MARKS

Department of Anesthesia and Pharmaceutical Chemistry, University of California, San Francisco,
San Franciso General Hospital, San Francisco, California

INTRODUCTION

Biologic toxins are molecules produced by living organisms that are poison-
ous to other species, such as humans. Some biologic toxins are so potent and
relatively easy to produce that they have been classified as biothreat agents.
These include the botulinum neurotoxins, classified as Category A agents, and
ricin, staphylococcal enterotoxin B, and Clostridia perfringens epsilon toxin,
all classified as Category B agents (see http://www.niaid.nih.gov/biodefense/
bandc_priority.htmj for classification of biothreat agents). These four biothreat
agents are all proteins composed of amino acid building blocks. As such, they
have a number of features that distinguish them from viral or bacterial threat
agents. First, they are not contagious, as the threat agent is not a living organ-
ism. For the same reason, these agents cannot be routinely cultured from either
patients or the environment after exposure, making forensic detection more
difficult. Since proteins are composed of amino acids and not nucleic acid, it
is also not possible to amplify and detect the presence of toxins using poly-
merase chain reaction (PCR), or by any type of classic DNA hybridization tech-
nology. Rather, detection typically relies on the use of antibodies, to bind to
and detect the presence of toxins, or newer detection technologies such as
mass spectrometry.

This chapter will focus on the four biothreat toxins described above, and
their forensic aspects. The majority of the chapter will be spent on the
botulinum neurotoxins, as these are the most poisonous substances known,

This work was partially supported by Department of Defense Contract DAMD-17-98-C-8030
and NIAID grants AI056493 and AI53389-01

Microbial Forensics
Copyright © 2005 by Elsevier Inc. All rights of reproduction in any form reserved. 131



132 FORENSIC ASPECTS OF BIOLOGIC TOXINS

and the only toxins classified as Category A threat agents. The remainder
of the chapter will be devoted to sections on the other three biothreat
toxins: ricin, staphylococcal enterotoxin B, and Clostridia perfringens epsilon
toxin.

BOTULINUM NEUROTOXIN AND BOTULISM

Botulism is a rare but life-threatening disease caused by spore-forming bacte-
ria of the Clostridia genus, including Clostridium botulinum, C. baratii, and
C. butyricum'. The disease results from bacterial secretion of botulinum
neurotoxin, the most poisonous substance known.> Approximately 7 pg of pure
neurotoxin is the LD50 for a mouse, and it has been estimated that the human
LD 50 is approximately 0.09-0.15 g intravenously, 0.7-0.9 g inhalationally,
and 70 g orally.*™

Botulism is characterized by prolonged paralysis, which if not immediately
fatal requires prolonged hospitalization in an intensive care unit (ICU) and
mechanical ventilation. The potent paralytic abilities of the neurotoxin have
also resulted in its development as a biowarfare and biothreat agent,” as well
as a medicine to treat a range of overactive muscle conditions including cer-
vical dystonias, cerebral palsy, post-traumatic brain injury, and post-stroke
spasticity.®

Clostridial neurotoxins differ significantly from each other in their amino
acid sequence, resulting in the elicitation of different antibody responses. The
different antibody responses allow the classification of the neurotoxins into
different serotypes; antibodies that recognize one serotype do not recognize
other serotypes. There are seven neurotoxin serotypes (A, B, C, D, E, E and
G),”" four of which (A, B, E, and F) cause naturally occurring human
botulism.”

Naturally occurring botulism can result from ingestion of preformed toxin
(food botulism) or from toxin produced in situ due to wound infection (wound
botulism) or colonization of the gastrointestinal tract (infant or intestinal bot-
ulism). Botulism can also occur in exposed laboratory workers or from an over-
dose of therapeutic neurotoxin. In addition, the botulinum neurotoxins are
classified by the Centers for Disease Control (CDC) as one of the six highest-
risk threat agents for bioterrorism, due to their extreme potency and lethality,
ease of production and transport, and victims’ need for prolonged intensive
care.” Intoxication can occur via oral ingestion of toxin or inhalation of
aerosolized toxin.'"'?> While only four of the neurotoxin serotypes cause
natural human disease, aerosolized neurotoxin serotypes C, D, and G produce
botulism in primates by the inhalation route," and would most likely also
affect humans. Thus it is likely that any one of the seven neurotoxin serotypes
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can be used as a biothreat agent. Due to the severity of illness and the poten-
tial for outbreaks, both foodborne and biothreat botulism are public health
emergencies.

TYPES OF BOTULISM

Five types of botulism occur in humans: foodborne, wound, infant, intestinal,
and inadvertent. A sixth type, intentional or bioterror botulism, is likely to
occur during our lifetimes. Each type is associated with different epidemiol-
ogy and pathogenetic mechanisms. The first recognized case of botulism in the
U.S. occurred in 1899 and was caused by a beef tamale.” Food botulism was
the most common form of botulism in the U.S. prior to 1980." Infant (or intes-
tinal) botulism was first described in 1976 by two groups'*'” and is now the
most frequently reported type of botulism in the U.S." Wound botulism was
first described in the U.S. in 1951, with initial cases primarily due to traumatic
wounds of the extremities.'® More recently, the incidence of this form of bot-
ulism has increased and has been associated with injection drug users inject-
ing black tar heroin."” An adult variant of infant botulism, variously called
botulinal autointoxication, or hidden, adult intestinal, or adult infectious bot-
ulism was first described in 1979.'%° Inadvertent botulism results from unin-
tentional exposure and typically occurs in laboratory workers®' and in patients
receiving therapeutic botulinum neurotoxin.*

INTENTIONAL BOTULISM

While successful use of neurotoxin as a bioterror agent has not occurred, it is
likely only a matter of time until botulism is intentionally caused by release
of toxin by terrorists. The toxins potency and lethality make it an ideal
bioweapon, and has resulted in its classification by the CDC as a category A
biothreat agent, the highest level. Botulinum toxin has already been released
unsuccessfully by the Japanese cult Aum Shinryko.” Both Iraq and the former
Soviet Union produced botulinum neurotoxin (BoNT) for use as weapons®>**
and at least three additional countries (Iran, North Korea, and Syria) have
developed or are believed to be developing BoNT as an instrument of mass
destruction. Iraq produced 19,000L of concentrated BoNT, of which 10,000L
were weaponized in missile warheads or bombs.**’

Exposure of even a small number of civilians to botulinum neurotoxin
would overwhelm the health care delivery system of any metropolitan center.
Treatment of botulism requires prolonged ICU hospitalization and mechani-
cal ventilation for up to 6 weeks. With the downsizing and closing of hospi-
tals, most ICUs run at 80%-100% occupancy. In San Francisco, for example,
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there are approximately 210 ICU beds, with an average occupancy rate of
greater than 90%. As few as 30 cases of botulism would fill all empty ICU beds
and occupy them for up to 6 weeks. This would eliminate availability of
ICU beds for postoperative patients requiring ICU care, such as organ trans-
plantation, neurosurgery, cardiac surgery, and traumatic injuries. Patients
requiring such operations would represent “collateral damage,” with neces-
sary surgery postponed, or transferred to outlying hospitals. Major civilian
exposure to BoNT would have catastrophic effects. One study estimated that
aerosol exposure of 100,000 individuals to toxin, as could occur with an
aerosol release over a metropolitan area, would result in 50,000 cases with
30,000 fatalities.*® Such exposure would result in 4.2 million hospital days and
an estimated cost of $8.6 billion. In this study, the most important factors
reducing mortality and cost were early availability of antitoxin and mechani-
cal ventilation."” Such treatment could reduce deaths by 25,000 and costs by
$8.0 billion.

CLOSTRIDIAL BACTERIOLOGY

Botulism is caused by the actions of a 150-kDa neurotoxin secreted by spore-
forming anaerobic bacteria of the genus Clostridia. C. botulinum can be classi-
fied into at least four genetically and phenotypically diverse groups (I-1V).*"*
While these groups are different enough to be classified as separate species, they
have all been classified as C. botulinum since they share the common feature of
neurotoxin production. The organisms in group I are referred to as proteolytic,
and the organisms in group II as nonproteolytic, based on their ability to digest
complex proteins. All serotype A strains are group I, serotype B and F can be
produced by either group, and serotype E is produced by group II strains. Two
additional Clostridial species, C. butyricum and C. baratii, have been found to
produce neurotoxins E***° and E*'** respectively. Serotypes C and D are both
produced by group III organisms. Type C is found in avian species, occurring
in domestic flocks and massive outbreaks in wild waterfowl.”=> Type C also
occurs in other animals such as dogs, mink, and cattle. Type D outbreaks are
rare and associated with cattle.*® A single human outbreak of type C and of type
D food botulism have been reported.’”*® Group IV was created to accommo-
date an organism isolated from a soil sample in Argentina that produces a
unique neurotoxin (type G) that causes a flaccid paralysis in mice.”* No clin-
ical cases of type G botulism have been reported, though it has been isolated
from autopsy specimens.*' Recently, the name C. argentinense has been proposed
for Group 1V Clostridia.** Finally, rare strains of Clostridia have been reported
that cause clinical disease and secrete more than one toxin, for example A and
B (Ab), A and F (Af), B and F (Bf), and B and A (Ba).?8*%
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NEUROTOXIN STRUCTURE AND FUNCTION

Botulinum neurotoxins are secreted from Clostridial species as a protein
complex with an apparent size of approximately 900 kDa.”* This complex
consists of the neurotoxin and a number of proteins collectively called
neurotoxin-associated proteins (NAPs). The NAPs include proteins classified
as hemagglutinins,*° due to their ability to agglutinate red blood cells, and
other proteins termed nontoxin nonhemagglutinins (NTNH).”"** These other
proteins stabilize the toxin and protect it from environmental degradation
during passage through the gastrointestinal tract.”*>*

The protein neurotoxin is secreted as a single polypeptide chain of approx-
imately 150kDa that is nicked by proteases to form a 100-kDa heavy chain
and a 50-kDa light chain connected by a single disulfide bond. The sequences
of the genes encoding neurotoxin serotypes A, B** C,* D! E E**®
and G have been determined. While these toxins differ by as much as 65%
at the amino acid level, it is likely that they share the same general protein
fold." Significant sequence variability has also been observed within toxin
serotypes,””™ for example Al and A2 types of neurotoxin A have been
reported, which differ by 10% at the amino acid level.””" The differences are
highest in the heavy chain. Such differences may account for the reported dif-
ferences in the ability of monoclonal antibodies to recognize toxins from dif-
ferent A strains.”

Recently, the X-ray crystal structure of types A and B neurotoxins have been
solved at high resolution (Figure 7.1).°* The structural studies, combined
with functional studies, provide clear insight into how the botulinum neuro-
toxins interfere with normal release of the neurotransmitter acetylcholine,
resulting in flaccid paralysis (Figure 7.2). The C-terminal portion of the heavy
chain (H¢) comprises the receptor binding domain, which binds to cellular
receptors on presynaptic neurons, resulting in toxin endocytosis™"" (Figure
7.3). The precise determination of the cellular receptors is unknown, but the
presence of two coreceptors, a protein and a sialoganglioside such as Gpyy, or
G, have been proposed.” ™ The binding domain consists structurally of an
N-terminal subdomain consisting of a jelly roll motif and a C-terminal sub-
domain consisting of a B-trefoil motif. It is hypothesized that the C-terminal
domain comprises the ganglioside binding site.”” The N-terminal portion of
the heavy chain (Hy) (Figure 7.1) comprises the translocation domain, which
consists of a-helices and is involved in pore formation. It is hypothesized that
the lower pH of the endosome induces a conformational change in this domain
that creates a pore allowing the light chain to escape the endosome (Figure
7.3). The light chain (Figure 7.1) is a zinc endopeptidase which, depending
on serotype, cleaves different members of the soluble -N-ethylmaleimide-
sensitive factor attachment protein receptor (SNARE) family of proteins,
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FIGURE 7.1 Atomic structure of botulinum neurotoxin type A. Ribbon (1A) and space filling
(1B) models of the X-ray crystal structure of botulinum neurotoxin type A (ref. 64). The toxin
consists of a binding domain, translocation domain, and catalytic domain, as described in detail
in the text.
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resulting in blockade of neuromuscular transmission”” (Figures 7.2 and 7.3).
The SNARE:s are essential for normal fusion of the synaptic vesicle and acetyl-
choline release (Figure 7.1). Toxin serotypes A and E cleave distinct sites
within SNAP-25 (synaptosomal-associated protein of 25kDa);”7® serotypes B,
D, E and G cleave distinct sites within vesicle associated membrane protein
(VAMP, also known as synaptobrevin);"*”>"*#? and serotype C cleaves syntaxin
and SNAP-25 (Figure 7.3).¥®* These three SNARE proteins (syntaxin, SNAP-
25, and synaptobrevin) interact to form a four-helix coiled-coil in a step that
precedes synaptic fusion® (Figure 7.2). Cleavage of any one of these proteins
blocks fusion and acetylcholine release, leading to a flaccid paralysis.
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FIGURE 7.2 Normal neuromuscular transmission. Synaptic vesicles containing acetylcholine
have the soluble -N-ethylmaleimide-sensitive factor attachment protein receptor (SNARE) synap-
tobrevin on their surfaces. Vesicular synaptobrevin interacts with the SNARE proteins syntaxin
and synaptosomal-associated protein of 25 kDa (SNAP-25) to form a four-helix coiled-coil result-
ing in fusion of the synaptic vesicle with the presynaptic membrane. Acetylcholine is released
from the vesicle, diffuses across the synaptic cleft, and binds to the acetylcholine receptor, result-
ing in normal muscle contraction.
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FIGURE 7.3 Effect of botulinum neurotoxin on normal neuromuscular transmission. Botulinum
neurotoxin binds to unknown receptors on the presynaptic neuron membrane, resulting in endo-
cytosis of the toxin. After endocytosis, the translocation domain changes conformation, resulting
in release of the catalytic domain into the cytosol. Depending on the toxin serotype, the catalytic
domain cleaves one or more members of the SNARE protein family. SNARE cleavage prevents for-
mation of the SNARE complex and fusion of the vesicle with the membrane. As a result, acetyl-
choline is not released.

CLINICAL HISTORY, SYMPTOMS, AND FINDINGS
OF BOTULISM

It is quite likely that the first indication of a bioterror attack with botulinum
toxin will be the development of clinical disease (botulism) in exposed indi-
viduals. It is thus essential that forensic personnel be familiar with the symp-
toms of the disease and its differential diagnosis (other diseases that may be
confused with botulism). The diagnosis of botulism is made clinically, with
laboratory findings and confirmation not usually immediately available. The
clinical syndrome of botulism is dominated by neurologic signs and symptoms
resulting from blockade of neurotransmission at voluntary motor and cholin-
ergic junctions.** Patients with botulism usually present with acute onset of
weakness in muscles innervated by the cranial nerves, leading to diplopia, dys-
phonia, dysphagia, and dysarthria (Table 7.1). In mild cases, no other symp-
toms may develop. In more severe cases, symmetric weakness progresses in a
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TABLE 7.1 Symptoms and signs of foodborne botulism. The
data are from outbreaks of type A and B foodborne botulism
reported in the U.S. in 1973-1974. The number of patients
with available data varied from 35 to 55'*°

Symptoms % Cases
Fatigue 77
Dizziness 51
Double vision 91
Blurred vision 65
Dysphagia 96
Dry mouth 93
Dysarthria 84
Sore throat 54
Dyspnea 60
Constipation 73
Nausea 64
Vomiting 59
Abdominal cramps 42
Diarrhea 19
Arm weakness 73
Leg weakness 69
Paresthesia 14
Signs

Alert mental status 90
Ptosis 73
Gaze paralysis 65
Pupils dilated or fixed 44
Nystagmus 22
Facial palsy 63
Diminished gag reflex 65
Tongue weakness 58
Arm weakness 75
Leg weakness 69
Hyporeflexia or areflexia 40

Ataxia 17
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descending manner, leading frequently to paralysis. If the illness is severe
enough, the respiratory muscles are involved, leading to ventilatory failure and
death unless intubation and mechanical ventilation are instituted. Intubation
was required in 67% of type A botulism, 52% of type B botulism, and 39% of
type E botulism.* Patients may also have evidence of autonomic dysfunction
including dry mouth, blurred vision, orthostatic hypotension, urinary reten-
tion, and constipation. Sensory abnormalities are usually absent, since only
motor and autonomic nerves are affected. Similarly, mental function is usually
not affected.

Paralysis from botulism can be quite long-lasting. Mechanical ventilation
may be required for 2 to 8 weeks with foodborne botulism, with paralysis
lasting as long as 7 months reported.*® Symptoms of cranial nerve dysfunction
and mild autonomic dysfunction may persist for more than a year.”* In
infants, hospital stay averages 1 month, with serotype A causing longer lasting
disease (5.4-week average hospitalization) than serotype B (3.8-week average
hospitalization).” There is experimental evidence that neurotoxin catalytic
activity persists at the nerve terminal, especially for serotypes A, B, and C, and
that recovery initially results from the sprouting of new neuromuscular
connections.”**

EPIDEMIOLOGY OF INTENTIONAL BOTULISM AND
DIFFERENTIAL DIAGNOSIS

The intentional release of botulism is most likely to be associated with the out-
break of a large number of cases of flaccid paralysis with prominent bulbar
palsies. Other features may include an outbreak with an unusual toxin type
(C, D, E or G, vide infra), an outbreak with common geographic features but
without a common dietary exposure, or multiple simultaneous outbreaks with
no common source. The incubation period for intentional botulism is
unknown, but is likely related to the route of exposure and amount of toxin
administered. For oral exposure to toxin, one may obtain some idea of the
incubation period from the foodborne botulism literature. Foodborne botu-
lism has an incubation period of 6 hours to 10 days,” with the majority of
cases developing between 18 to 72 hours after ingestion of contaminated food.
It is difficult to know precisely the incubation period for aerosol exposure to
botulinum toxin, due to the paucity of data. In one study, monkeys exhibited
signs of intoxication 12 to 80 hours after aerosol exposure, with 4-7 monkey
LD50s.* The incubation period for the three known cases of human botulism
via the inhalation route was 72 hours.”

With respect to the source of toxin, waterborne delivery is unlikely, due to
rapid inactivation by standard water treatments and the large inoculum of
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toxin required.” No cases of waterborne botulism have been reported. Botu-
linum toxin is stable for days in untreated water and beverages, however,
which could be suitable vehicles for intentional toxin delivery.” Alternatively,
toxin could be delivered via “nature’s way” in food or food products, making
it difficult to distinguish intentional toxin release from an outbreak of food-
borne botulism.

Intentional or bioterror botulism must be distinguished from natural occur-
ring botulism and from the many diseases that may mimic botulism. Recog-
nition of botulism depends on astute clinicians who first see intoxicated
patients. Unfortunately, naturally occurring botulism is underdiagnosed and
frequently misdiagnosed, usually as a polyradiculopathy (Guillain Barré or
Miller-Fisher syndrome), myasthenia gravis, or a disease of the central nervous
system (Table 7.2). Common and uncommon misdiagnoses are listed in Table
7.2, along with features that distinguish botulism from these diseases. Botu-
lism differs from other flaccid paralyses in: (1) its prominent cranial nerve
palsies disproportionate to weakness below the neck; (2) the symmetry of the
weakness; and (3) the absence of sensory changes, although approximately
14% of patients report paresthesias (Table 7.1).

Both intentional and naturally occurring botulism are much more likely to
be associated with outbreaks (cluster of cases) than other diseases with which
they may be confused such as Guillain Barré, poliomyelitis, or intoxications.
Due to the mobility of populations, and a potentially long and variable incu-
bation time, these cases may be separated both in time and space. This fact
emphasizes the importance of prompt reporting of suspected botulism cases
to the public health department by first-responders. In the early stages, food-
borne botulism is most likely to be confused with intentional botulism, and
in fact food could be a viable route for the intentional delivery of toxin. Food-
borne botulism usually occurs in outbreaks where multiple individuals ingest
contaminated food. From 1899 to 1996, 921 outbreaks of foodborne botulism
were reported to the CDC, with a relatively constant incidence of approxi-
mately 9.5 outbreaks/year, with an average of 2.5 cases per outbreak.' The
largest number of cases in a single foodborne outbreak was 59. Foodborne bot-
ulism is usually associated with ingestion of home canned products, most fre-
quently foods low in acid such as vegetables, fish, or marine mammals,
condiments, and meat products. Fruits are rarely involved, due to their high
natural acidity. Outbreaks have also been reported for commercially prepared
products’® and for food prepared in restaurants.””'® In the U.S., the inci-
dence of foodborne botulism is highest in Alaska, where the vehicle is typi-
cally native Alaskan foods consisting of fermented or salted fish or marine
mammal products.

Foodborne botulism is typically caused by type A, B, and E neurotoxins. Of
the 1,087 cases of foodborne botulism reported between 1950 and 1996, the



TABLE 7.2 Differential diagnosis of botulism. Common and infrequent misdiagnoses in
patients with botulism (adapted from ref. 7)

Condition Features that distinguish condition
from botulism

Common misdiagnoses

Guillain-Barré syndrome® and its variants, History of antecedent infection; paresthesias®;
including Miller-Fisher syndrome often ascending paralysis; early areflexia;
eventual CSF protein increase; EMG findings
Myasthenia gravis* Recurrent paralysis; EMG findings; sustained
response to anticholinesterase therapy
Stroke® Paralysis often asymmetric; abnormal CT or
MRI scan
Intoxication with depressants History of exposure; excessive drug levels
(e.g. acute ethanol intoxication), detected in body fluids

organophosphates, carbon
monoxide, or nerve gas
Eaton-Lambert syndrome Increased strength with sustained contraction;
evidence of lung carcinoma; EMG findings
similar to botulism
Tick paralysis Paresthesias®; ascending paralysis; tick attached
to skin

Other misdiagnoses

Poliomyelitis Antecedent febrile illness; asymmetric
paralysis; CSF pleocytosis

CNS infections, especially of the brainstem Mental status changes; CSF and EEG
abnormalities

CNS tumor Paralysis often asymmetric; abnormal CT or
MRI scan

Streptococcal pharyngitis (pharyngeal Absence of bulbar palsies; positive rapid

erythema can occur in botulism antigen test result or throat culture

Psychiatric illness® Normal EMG in conversion paralysis

Viral syndrome® Absence of bulbar palsies and flaccid paralysis

Inflammatory myopathy* Elevated creatine kinase levels

Diabetic complications® Sensory neuropathy; few cranial nerve palsies

Hyperemesis gravidarum® Absence of bulbar palsies and acute flaccid
paralysis

Hypothyroidism® Abnormal thyroid function test results

Laryngeal trauma® Absence of flaccid paralysis; dysphonia without
bulbar palsies

Overexertion® Absence of bulbar palsies and acute flaccid
paralysis

CSE cerebrospinal fluid; EMG, electromyogram; CNS, central nervous system; EEG, electro-
encephalogram; CT, computed tomography; MRI, magnetic resonance imaging.

“Misdiagnoses made in a large outbreak of botulism.'*

"Paresthesias are reported in approximately 14% of botulism patients (Table 7.1).
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toxin type could be determined for 786; of these, 52% were type A, 22% were
type B, 25% were type E, and less than 1% were type E' Type A botulism is
most common west of the Mississippi River, type B is most common east of
the Mississippi, and type E botulism predominates in Alaska."'*" This distri-
bution corresponds to the distribution of C. botulinum spores in the soil.'**'%
Only three outbreaks of type F botulism have been reported in the U.S. These
epidemiologic findings might be helpful retrospectively, distinguishing inten-
tional from foodborne botulism.

LABORATORY FINDINGS

The diagnosis of botulism should be based on the history and physical find-
ings, as routine lab tests are generally nonspecific, and specific confirmation
takes days. Routine laboratory tests are not particularly helpful in confirming
the clinical suspicion of botulism. The complete blood count, electrolyte panel,
renal and liver function tests, urinalysis, and electrocardiogram will all be
normal unless complications have occurred. The cerebrospinal fluid (CSF) is
typically normal in botulism, whereas the CSF protein is usually elevated
in Guillain Barré. The Tensilon test is usually, but not always (see ref. 128)
normal in botulism, and can be helpful in distinguishing botulism from
myasthenia gravis. The computed tomographic (CT) scan of the head is also
normal in botulism, and can be used to rule out stroke, or other intracranial
diseases.

Patients with botulism have normal motor nerve conduction velocities and
distal latencies. The electromyogram (EMG), however, may be helpful in the
diagnosis of botulism and in distinguishing it from other neuromuscular dis-
eases such as myasthenia gravis and Guillain Barré.''% The EMG of involved
muscle groups reveals decreased amplitude of the muscle action potential and
facilitation during rapid repetitive or post-tetanic stimulation, as can also be
seen in patients with Eaton-Lambert syndrome.

Specific laboratory confirmation requires the demonstration of toxin in the
blood or gastrointestinal (GI) tract and culturing of Clostridial species from
the GI tract.'"* Currently, such testing is available only at the CDC and approx-
imately 20 state and municipal public health laboratories.' The most sensitive
assay for neurotoxin is the mouse bioassay, which is performed by injecting
mice intraperitoneally with the toxin containing sample (serum, stool, food
extract, etc.) plus or minus polyclonal and type specific antitoxin. The mice
are observed for 4 days for the development of botulism, with the mice usually
dying from botulism within 6 to 96 hours. Protection by simultaneous admin-
istration of antitoxin enables determination of serotype. The mouse bioassay
can detect as little as 33 pg of toxin,” the mouse LD50. In vitro tests to detect
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botulinum neurotoxin, especially variants of enzyme-linked immunosorbent
assays (ELISA) are under development but have not been validated"'™'"> and
have sensitivities less than that of the mouse bioassay. Simultaneously with
collection of blood for serologic studies, stool or wound fluid can be cultured
for the presence of Clostridial species in the cases of botulism occurring via
the oral route.

Unfortunately, current laboratory tests are not particularly sensitive for the
detection of botulism. Clostridial cultures were positive for 51% of stool spec-
imens collected from 309 patients with clinically suspected botulism.* Toxin
testing was positive in only 37% of sera and 23% of stool specimens. At least
one laboratory test was positive in 65% of patients.* Collecting samples early
in the course of disease increases the likelihood of positive results. However
large outbreaks have occurred in which no specimens, or a low percentage of
specimens, gave positive results.'* It can also take days for cultures or toxin
testing results to be available. It may be possible to culture Clostridial species
or detect toxin in source material, if available. Since toxin prepared by terror-
ists is likely to be crude and unpurified, it is possible that Clostridial nucleic
acids may be present on bioterror toxin preparations which could be ampli-
fied by PCR for analysis. Cultures and nucleic acid testing would allow more
specific classification of the precise Clostridial strain utilized. Since specific
therapy with antitoxin must be administered as rapidly as possible to be effec-
tive (see below),'” specific toxin therapy must be based on the clinical diag-
nosis prior to laboratory confirmation.

TREATMENT

Treatment of botulism includes: (1) early administration of botulinum anti-
toxin to prevent progression of moderate illness or reduce the duration of
mechanical ventilation in patients with rapidly progressive severe botulism,
(2) close monitoring of respiratory function (vital capacity and maximal inspi-
ratory force, MIF), and (3) intensive care for patients with significant paraly-
sis and evidence of respiratory insufficiency or failure. Vital capacity (VC)
should be measured as soon as the diagnosis is suspected and followed closely.
In one study, 10 of 11 patients requiring mechanical ventilation had vital
capacities less than 30% of predicted.''® Patients with VC less than 10cc/kg
should be monitored in an ICU for progression of respiratory failure requiring
mechanical ventilation.""” Patients requiring mechanical ventilation obviously
merit ICU care.

Treatment with antitoxin is the mainstay of therapy. In the U.S., more than
80% of adults are treated with antitoxin. Antitoxin is most effective when
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administered early in the course of disease.'"” Once the toxin has entered the
nerve terminal, antitoxin cannot bind.’ Thus antitoxin only works on circu-
lating toxin. Antitoxin is immunoglobulin harvested from hyperimmunized
horses (horse or equine antitoxin) from which the Fc portion has been enzy-
matically removed (despeciation) to reduce the incidence of side effects such
as serum sickness and hypersensitivity reactions. The current licensed equine
antitoxin is bivalent, having activity against serotypes A and B. For other toxin
serotypes, there is an investigational equine E antitoxin for civilian use and an
investigational heptavalent (A-G) antitoxin held by the U.S. Army.'"®* The CDC
should be contacted for information regarding these products. Efforts are
underway to generate human monoclonal antibodies which could replace
equine antitoxin therapy.''*'*

Despite despeciation, there is a significant (9%) risk of hypersensitivity reac-
tions when administering equine antitoxin, including anaphylactic shock.'”
Therefore it is important that skin testing is performed prior to systemic
administration according to the protocol provided on the package insert. The
amount of antitoxin in one 10-ml vial of antitoxin administered intravenously
is enough to neutralize toxin amounts many times in excess of those observed
in patients with botulism. The CDC currently recommends a single 10-ml dose
of antitoxin, unlike what is suggested in the package insert, due to the 5-8-
day reported half-life of the antitoxin.” Antitoxin can be obtained via the CDC
by contacting the local health department and is diluted 1:10 in 0.9% saline
and administered slowly by the intravenous route. If the local health depart-
ment is unavailable, the CDC can be contacted directly at (770) 488-7100.
Clinicians should review the package insert with the public health authorities
before using antitoxin.

Equine antitoxin has been administered rarely to infants with botulism,
because of the risk of lifelong hypersensitivity to equine antigens.”* In
addition, there is some evidence that anaphylaxis may be more severe in infants
given equine antitoxin. As an alternative, S. Arnon and colleagues at the
Infant Botulism Treatment and Prevention Program at the California Depart-
ment of Health Services (CDHS) developed human immunoglobulin prepared
from volunteers immunized with the investigational botulinum toxoid vaccine.
This product, termed botulism immune globulin (BIG-IV) has been evaluated
in a prospective randomized trial in infant botulism. Infants with the
clinical diagnosis of botulism were randomized to receive either nonimmune
human globulin or BIG-IV. Compared to nonimmune globulin, BIG-1V signif-
icantly reduced the duration and cost of hospitalization, and the duration
of mechanical ventilation and tube feedings.” This benefit appeared to accrue
even in patients treated as late as 5 to 7 days after the onset of symptoms, an
effect due to either ongoing toxin production, and/or slow clearance of toxin
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from the blood (S. Arnon, personal communication). FDA approval of BIG-IV
has been applied for, and BIG-IV may be available for treatment of infant botu-
lism from the CDHS at (510) 540-2646 under an FDA-approved protocol.

Botulism is a reportable disease, and suspected cases should be reported
immediately to the hospital epidemiologist or infection control practitioner, as
well as the local and state health departments. The phone number of the health
department can usually be found in the phone directory under government
listings, or via the internet at http:/www.cdc.gov/other.htm#states. If local or
state health departments are not reachable, the CDC can be contacted directly
at (770) 488-7100. For laboratory workers who might be exposed to large
amounts of botulinum toxin, an investigational pentavalent (serotypes A, B,
C, D, and E) toxoid can be obtained from the CDC.'** Further details can be
obtained from the National Botulism Surveillance and Reference Laboratory at
(404) 639-3867. A recombinant vaccine based on the toxin binding domain
for many of the serotypes is also under development.'*®

RICIN

Ricin is a plant carbohydrate-binding protein (lectin) found in high concen-
tration in castor beans. It is also cytotoxic, with a typical human lethal dose
of approximately 5 g/kg."””” While much less toxic than botulinum toxin or
staphylococcal enterotoxin B (SEB), ricin can be prepared in liquid or crys-
talline form in large quantities from castor beans with minimal sophistication
or technical capacity. Access to the starting material is simple, since more than
one million tons of castor beans are processed annually to produce castor oil,
the waste mash contains 5% ricin by weight. Ricin is active orally or upon
inhalation and thus could be used to poison food or aerosolized. Its relatively
low potency makes it less likely for contaminating water supplies or large
volumes of beverages. Ricin has already achieved some notoriety as a poison,
being administered via an umbrella tip for a political assassination.'”® A recent
find of ricin and castor bean extraction equipment during a police raid of a
flat in the United Kingdom indicates that this bioweapon has drawn the atten-
tion of terrorists.'*’

RICIN STRUCTURE AND ACTION

Ricin consists of two polypeptide chains connected by a single disulfide
bond.”® The B chain of ricin folds into two globular domains,”' each of
which contains a carbohydrate binding site for B-D-galactopyranoside moi-
eties. These carbohydrates can be present in millions of copies per cell. After
binding of ricin to carbohydrate receptors on the cell surface, the toxin is endo-
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cytosed and then translocated to the cytosol. In the cytosol, the A chain inac-
tivates ribosomes by catalyzing the removal of an adenine residue from a loop
of the 28S ribosome, leading to rapid RNA hydrolysis."**'>> This results in
failure of protein synthesis.

CLINICAL SIGNS AND SYMPTOMS

The clinical findings of ricin intoxication vary depending on the route of expo-
sure, and are largely based on animal studies.””* After inhalation exposure,
there is an incubation period of approximately 8 hours in experimental animals
and 4 to 8 hours after an accidental human exposure. In the human exposure,
findings included fever, chest tightness, cough, dyspnea, nausea, and arthral-
gias. In animals, and presumably in humans, larger doses lead to increased per-
meability pulmonary edema, respiratory failure, shock, and death within
36-72 hours. Inhalational ricin poisoning could mimic a large range of dis-
eases causing acute pulmonary disease including pneumonias and the adult
respiratory distress syndrome (ARDS). By the oral route, necrosis of the GI
tract will occur, with gastrointestinal, splenic, hepatic, and renal bleeding. The
key to diagnosis, as with most of the biothreat agents, is a high index of sus-
picion and recognition of a cluster of clinically related cases. Routine labora-
tory tests will show only nonspecific findings. A specific serum ELISA has been
described, and acute and convalescent sera can be collected for detection of
ricin-specific antibodies. Therapy is supportive, frequently requiring hospital-
ization in an ICU. No specific approved antitoxin or vaccine exists. Experi-
mental vaccines are under development.'*>!*

STAPHYLOCOCCAL ENTEROTOXIN B

Staphylococcal enterotoxins are a superfamily of proteins secreted by Stapylo-
coccus aureus consisting of at least 11 members."”” Members of the family cause
toxic shock syndrome and scalded skin syndrome, while staphylococcal
enterotoxin is the most common cause of food poisoning in the U.S. While
SEB ingested orally can cause severe gastrointestinal symptoms, the low fatal-
ity rate from food poisoning suggests that aerosol release would be a greater
biothreat than food or water contamination.

SEB STRUCTURE AND ACTION

The structure of SEB has been determined at 1.5 A resolution."® The protein
has two binding sites, a high-affinity site for major histocompatibility Il (MHC
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I1) molecules, and a low-affinity site for the VP T-cell receptor. As a result, SEB
is capable of crosslinking up to 20% of T cells, leading to massive activation
of a pro-inflammatory response and release of pro-inflammatory cytokines. The
symptoms that result reflect this broad activation of the immune system. As
little as 250-400 nanograms of SEB can induce symptoms.'*

CLINICAL SIGNS AND SYMPTOMS

There is a 1-4-hour incubation period after oral ingestion.””'* Usual
symptoms include nausea, vomiting, abdominal cramping, and diarrhea.
Symptoms typically last up to 20 hours. With severe intoxication, there can
be profound dehydration due to loss of fluids, shock, respiratory failure,
and cardiovascular collapse. Approximately 15% of patients require hospital-
ization, with a 5% fatality rate, usually in the very young or the very old.
Inhalational SEB exposure would present with different symptoms than seen
with oral ingestion (food poisoning). Cytokine activation in the lungs would
lead to low-pressure pulmonary edema and acute respiratory failure. The
key to diagnosis, as with other biothreat agents, is a high index of suspicion
and recognition of a cluster of clinically related cases. Intentional oral release
of SEB would have to be distinguished from a naturally occurring outbreak
of food poisoning. Routine laboratory tests will show only nonspecific find-
ings. A specific serum ELISA has been described which could be performed
on food or environmental specimens or serum, and acute and convalescent
sera can be collected for detection of SEB-specific antibodies. Therapy is
supportive, but only infrequently requires hospitalization. No specific ap-
proved antitoxin or vaccine exists; however, experimental vaccines are under
development.'*'*

CLOSTRIDIA PERFRINGENS EPSILON TOXIN

C. perfringens epsilon toxin is a potential biothreat agent; no reported cases of
human disease have occurred. The toxin is produced by C. perfringens as a
311-amino-acid protoxin which is cleaved into a 14-amino-acid peptide which
is a potent necrotizing toxin. The toxin causes a rapidly fatal toxemia in her-
bivores when their gastrointestinal tracts are colonized by C. perfringens,
leading to in situ toxin production.'” The toxin causes pulmonary edema,
renal failure, and cardiovascular collapse. The lethal dose for rodents is
100ng/kg, and it has been estimated that a lethal human dose would be 7
micrograms parenterally.'** Due to the toxin’s potency and lethality, it has been
classified as a Category B agent. It is thought that biothreat use would be via
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the aerosol/inhalational route, leading to pulmonary edema followed by renal
failure and cardiovascular collapse.

SUMMARY

In summary, this chapter has described the four major biothreat toxins, botu-
linum neurotoxin ricin, staphylococcal enterotoxin B, and Clostridia perfrin-
gens epsilon toxin. The common forensic threat for these threat agents is that
the first indication of a bioterror event is likely to be the appearance of intox-
icated patients at local hospitals. Rapid appreciation that a biothreat event has
occurred is dependent on astute clinicians and a reporting system that can rec-
ognize the clustering of cases with a common clinical presentation consistent
with intoxication. It is important to recognize that the toxins are all proteins
composed of amino acid building blocks. As such, they have a number of
forensic features that distinguish them from viral or bacterial threat agents.
First, they are not contagious, as the threat agent is not a living organism. For
the same reason, these agents cannot be routinely cultured from either patients
or the environment after exposure, making forensic detection more difficult.
Since proteins are composed of amino acids and not nucleic acid, it is also not
possible to amplify and detect the presence of toxins using PCR, or by any
type of classic DNA hybridization technology. Rather, detection typically relies
on the use of antibodies and serologic testing. Environmental and patient sam-
pling followed by serologic testing is likely to provide the greatest amount of
forensic information.
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Microorganisms are very efficient at infecting humans, using a number of dif-
ferent strategies and mechanisms. The deliberate dissemination of a biological
agent by many of these same mechanisms presents the latest challenge to
public health. The deliberate dissemination will often be obvious; however,
identifying the covert dissemination of a biological may present challenges.
Nonetheless, a thorough investigation integrating epidemiologic data and
molecular typing will help to differentiate between a naturally occurring
disease outbreak and one resulting from an act of terrorism.

INTRODUCTION

Epidemiology is the study of how disease is distributed in populations and of
the factors that influence this distribution.! More broadly, it is the study of the
distribution and determinants of health-related states or events in specified
populations and the application of this study to control health problems.?
Epidemiology is based on the premise that disease, illness, and ill health are
not randomly distributed in a population and that individuals have certain
characteristics (e.g., genetic or environmental) that predispose to, or protect
against, a variety of different diseases. The specific objectives of epidemiology"
are to: (1) identify the etiology or cause of a disease and the factors that

Microbial Forensics
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increase a person’ risk for a disease, (2) determine the extent of disease found
in the community, (3) study the natural history and prognosis of disease, (4)
evaluate new preventive and therapeutic measures and new modes of health
care delivery, and (5) provide a foundation for developing public policy and
regulations. This chapter will discuss how epidemiology can be used to iden-
tify the source of diseases caused by microorganisms or toxins.

DYNAMICS OF DISEASE TRANSMISSION

Disease has been classically described as the result of an epidemiological triad,
where disease results from the interaction of the human host, an infectious
agent or toxin, and the environment that promotes the exposure.' In some
instances, an arthropod vector such as a mosquito or tick is involved. Among
the assumptions necessary for this interaction to take place is that there is a
susceptible host. The susceptibility of the host is influenced by a variety of
factors including genetic, nutritional, and immunological factors. The bacte-
ria, viruses, fungi, and parasites responsible for disease can be transmitted in
either a direct or indirect fashion (Table 8.1). Different organisms spread in
different ways, and the potential of a given organism to spread and produce
outbreaks depends on the characteristics of the organism and the route by
which it is transmitted from person to person.

Diseases can be defined as endemic, epidemic, and pandemic. Endemic can
be defined as either the habitual presence of a disease within a given geo-
graphical area, or as the usual occurrence of a given disease within such an
area. Epidemic can be defined as the occurrence in a community or region of
disease, clearly in excess of normal expectancy, and derived from a common
source or from a propagated source. Pandemic refers to a worldwide epidemic.
The usual or expected level of a disease is determined through ongoing
surveillance.

Microorganisms are very efficient at infecting humans, using a number of
different strategies and mechanisms. These are exemplified both by the various

TABLE 8.1 Modes of agent transmission (modified from ref. 1)

Horizontal

Direct transmission
Contact (person-to-person)

Indirect transmission
Common vehicle
Single exposure
Multiple exposures
Continuous exposure

Vertical (transmission from one generation to another)
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strategies devised by the microbe to survive prior to infecting a host such as
sporulation or harboring in drought-resistant mosquito eggs, and by the
various modes of transmission, e.g., direct contact (including large droplets)
or indirect contact with fomites, or by insect vectors, and airborne via small
particle droplets.” Natural experiments, however, have highlighted the true
diversity in the abilities of microorganisms to infect humans and animals: Sal-
monella outbreaks due to contaminated alfalfa sprouts* and to ice cream made
from milk that was contaminated in a tanker that had previously contained
raw eggs,’ legionellosis associated with grocery misters,® Severe Acute Respi-
ratory Syndrome (SARS) and Ebola hemorrhagic fever in healthcare facilities,”®
the translocation of Rift Valley fever virus from Africa to the Arabian Penin-
sula and West Nile virus to the U.S.,>'° and pneumonic tularemia on Martha’s
Vineyard from mowing over a rabbit."" These few examples are a semblance of
the seemingly endless list of novel ways that agents and their vectors are
spread. The ability to exploit newly created biological conditions is the hall-
mark and challenge of emerging infections."

OUTBREAK INVESTIGATION

The occurrence of a disease at more than an endemic level may stimulate an
investigation during which investigators may ask three questions. Who was
attacked by the disease? The answers to this question will help to identify those
characteristics of the human host that are closely related to disease risk. When
did the disease occur? Some diseases occur with a certain periodicity. This
question is also addressed by examining trends of disease incidence over time.
Where did the cases rise? The answers to the previous questions lead to deter-
mining the how and why of an outbreak. Disease is not randomly distributed
in time and place. These questions are central to virtually all outbreak inves-
tigations. The investigation of an outbreak may be primarily deductive (i.e.,
reasoning from premises or propositions proved antecedently) or inductive
(i.e., reasoning from particular facts to a general conclusion), or it may be a
combination of both. Important considerations in the investigation of acute
outbreaks of infectious disease include: (1) determining that an outbreak has
in fact occurred, (2) defining the population at risk, (3) determining the
method of spread and reservoir, and (4) characterizing the agent. The steps
commonly used for investigating an outbreak are shown in Table 8.2.

DELIBERATE INTRODUCTION OF A
BIOLOGICAL AGENT

Deliberate dissemination of a biological agent via a number of different routes,
including air, water, food, and infected vectors presents the latest challenge to
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TABLE 8.2 Commonly used steps in the investigation of an infectious disease outbreak
(modified from ref. 1)

Step 1. Define the epidemic.
Define the “numerator” (i.e., cases):
—Clinical features: is the disease known?
—What are its serologic or cultural aspects?
—Are the causes partially understood?
Define the “denominator”:
—What is the population at risk of developing disease?
—~Calculate the attack rates.

Step 2. Examine the distribution of cases by the following:

Time: Look for time-place interactions.

Place

Person: Examine the risk in subgroups of the affected population according to personal
characteristics: sex, age, residence, occupation, social group, etc.

Step 3. Look for combinations (interactions) of relevant variables.

Step 4. Develop hypotheses based on the following:
Existing knowledge (if any) of the disease
Analogy to diseases of known etiology

Step 5. Test hypotheses.
Further analyze existing data (case-control studies)
Collect additional data

Step 6. Recommend control measures.
Control of present outbreak
Prevention of future similar outbreaks

the global public health. The deliberate nature of such dissemination will often
be obvious, as in the case of multiple mailed letters containing highly refined
anthrax spores. However, some forms of bioterrorism may be more covert. For
example, the deliberate contamination of salad bars in The Dalles, Oregon in
1984 by a religious cult in an effort to test their ability to incapacitate the local
population prior to an election sickened more than 750 persons."” The out-
break was specifically excluded as bioterrorism during the initial investigation,
and only recognized as such following a tip from an informant."* Given the
natural ability of infectious agents to emerge, the Oregon outbreak serves to
highlight the difficulties in determining a characteristic signature for an infec-
tious disease outbreak resulting from deliberate transmission.

The difficulties in identifying a covert dissemination of a biological agent
are exemplified by the investigation in The Dalles of a foodborne outbreak
with a very unusual pattern and a rare strain of Salmonella typhimurium.
Although the possibility of intentional contamination was considered early in
the investigation, it was specifically excluded for the following reasons: (1)
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such an event had never been reported previously, (2) no one claimed respon-
sibility, (3) no disgruntled employee was identified, (4) no motive was ap-
parent, (5) the epidemic curve suggested multiple exposures, which was
presumed to be unlikely behavior for a saboteur, (6) law enforcement officials
failed to establish a recognizable pattern of unusual behavior, (7) a few employ-
ees had onset of illness before the patrons, suggesting a possible source of
infection, (8) the outbreak was biologically plausible—even if highly unlikely,
and, (9) it is not unusual to not be able to find a source in even highly inves-
tigated outbreaks. Although one of the initial reasons to exclude terrorism
(i.e., no prior incidents) is no longer applicable, based on similar actions since
1984, determining if an unusual outbreak is biologically plausible will remain
a challenge. In this context, it is important to remember that the first case
of inhalation anthrax identified in Florida in 2001 was initially thought to be
natural. It is clear from the two documented cases of bioterrorism in the U.S.—
the 1984 Oregon salmonella outbreak and the 2001 anthrax attack—that a
terrorist will not necessarily announce his/her intentions or take credit for
such an attack.”" Similarly, divining the motives behind an attack should
be abandoned as a public health tool to assess whether an outbreak is natural
or deliberate in nature. Fortunately, there are a number of epidemiologic
clues that in themselves or in combination may suggest that an outbreak is
deliberate. It is essential to make this determination not only from the law
enforcement standpoint to prevent future such actions, but to protect the
public health. There is a very short “window of opportunity” in which to
implement postexposure prophylaxis for many of the agents likely to be used
for bioterrorism."® Even when postexposure prophylaxis may be unavailable
or of limited utility, ascertaining the deliberate nature of an attack can allow
for more effective postexposure planning for potential casualties and to
improve surveillance for additional events. Therefore, it is critical that all out-
breaks be rapidly investigated and assessed for whether they are of deliberate
origin.

A set of epidemiologic clues (Table 8.3) has been proposed by the Depart-
ment of Health and Human Service’s Centers for Disease Control and Preven-
tion (CDC) in collaboration with the Federal Bureau of Investigation (FBI)."
These clues are based on distinctive epidemiology and laboratory criteria of
varying specificity to evaluate whether an outbreak may be of deliberate origin.
The clues focus on aberrations in the typical characterization of an outbreak
by person, place, and time in addition to consideration of the microorganism.
Some of the clues, such as a community-acquired case of smallpox, are quite
specific for bioterrorism whereas others, such as similar genetic typing of an
organism, may simply denote a natural outbreak. A combination of clues, espe-
cially those that suggest suspicious point source outbreaks, will increase the
probability that the event is likely due to bioterrorism. Although these clues
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TABLE 8.3 Epidemiologic clues that may signal a biologic or chemical terrorist attack
(modified from ref. 17)

. Single case of disease caused by an uncommon agent (e.g., glanders, smallpox, viral

hemorrhagic fever, inhalation or cutaneous anthrax) without adequate epidemiologic
explanation

. Unusual, atypical, genetically engineered, or antiquated strain of an agent (or antibiotic-

resistance pattern)

. Higher morbidity and mortality in association with a common disease or syndrome or

failure of such patients to respond to usual therapy

. Unusual disease presentation (e.g., inhalation anthrax or pneumonic plague)

. Disease with an unusual geographic or seasonal distribution (e.g., plague in a nonendemic

area, influenza in the summer)

. Stable endemic disease with an unexplained increase in incidence (e.g., tularemia, plague)

7. Atypical disease transmission through aerosols, food, or water, in a mode suggesting

10.

11.

12.

13.

14.

15.
16.
17.

sabotage (i.e., no other possible physical explanation)

. No illness in persons who are not exposed to common ventilation systems (have separate

closed ventilation systems) when illness is seen in persons in close proximity who have a
common ventilation system

. Several unusual or unexplained diseases coexisting in the same patient without any other

explanation

Unusual illness that affects a large, disparate population (e.g., respiratory disease in a large
heterogeneous population may suggest exposure to an inhaled pathogen or chemical agent)

Illness that is unusual (or atypical) for a given population or age group (e.g., outbreak of
measles-like rash in adults)

Unusual pattern of death or illness among animals (which may be unexplained or attributed
to an agent of bioterrorism) that precedes or accompanies illness or death in humans

Unusual pattern of death or illness in humans that precedes or accompanies illness or
death in animals (which may be unexplained or attributed to an agent of bioterrorism)

111 persons who seek treatment at about the same time (point source with compressed
epidemic curve)

Similar genetic type among agents isolated from temporally or spatially distinct sources
Simultaneous clusters of similar illness in noncontiguous areas, domestic or foreign

Large numbers of cases of unexplained diseases or deaths

are an important set of criteria to help evaluate outbreaks, no list will replace
sound epidemiology to assess an outbreak.

It is important to note that epidemiologic clues can only be assessed in the

context of a rapid and thorough epidemiologic investigation. Not surprisingly,
surveillance to identify increases in disease incidence is both the first step and
the cornerstone of bioterrorism epidemiology. The majority of the clues
described in Table 8.3 simply suggest an unusual cluster of cases. They have
been reorganized by specificity to trigger increasingly broader investigations
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TABLE 8.4 Recommendations for level of public health involvement for investigation of
potential biologic or chemical terrorism (modified from ref. 17)

Initial investigation at the local level

a. Higher morbidity and mortality than expected, associated with a common disease or
syndrome

b. Disease with an unusual geographic or seasonal distribution

c. Multiple unusual or unexplained disease entities coexisting in the same patient

d. Unusual illness in a population (e.g., renal disease in a large population which may be
suggestive of toxic exposure to an agent such as mercury)

e. Ill persons seeking treatment at about the same time

f. Tlness in persons suggesting a common exposure (e.g., same office building, meal,
sporting event, or social event)

Continued investigation with involvement of the state health department and/or Centers for
Disease Control and Prevention
a. At least a single, definitively diagnosed case(s) with one of the following:
—Uncommon agent or disease
—Illness due to a genetically altered organism
. Unusual, atypical, or antiquated strain of agent
. Disease with unusual geographic, seasonal, or “typical patient” distribution
. Endemic disease with unexplained increase in incidence
. No illness in persons not exposed to common ventilation systems
Simultaneous clusters of similar illness in non-contiguous areas, domestic or foreign

g ™m0 o0 o

. Cluster of patients with similar genetic type among agents isolated from temporally or
spatially distinct sources

by state and federal public health officials and to alert law enforcement author-
ities (Tables 8.4 and 8.5). However, even the most specific of clues may signal
a new natural outbreak. For example, the recent community outbreak of indi-
viduals with smallpox-like lesions in the Midwest may, on first blush, have
indicated the deliberate release of smallpox virus. However, a thorough inte-
grated epidemiologic and laboratory investigation identified the disease as
monkeypox, an exotic disease in the U.S., which in itself should suggest bioter-
rorism."® Affected individuals were infected by prairie dogs purchased as pets,
which had acquired their infection while co-housed with infected Giant
Gambian rats that had recently been imported from Ghana, and not from delib-
erate dissemination. Similarly, other emerging infectious diseases such as West
Nile encephalitis and SARS would appropriately meet the criteria for suspect
bioterrorism and require a thorough investigation.

MOLECULAR STRAIN TYPING

The microbiology laboratory has made significant contributions to the
epidemiology of infectious diseases. The repeated isolation of a specific



164 EPIDEMIOLOGIC INVESTIGATION FOR PUBLIC HEALTH, BIODEFENSE

TABLE 8.5 Considerations for notifying law enforcement of a possible biologic or chemical
terrorism initial investigation at the local level (modified from ref. 17)

Immediate notification of the FBI when:
a. Notification is received from individual or group that a terrorist attack has occurred or
will occur.
b. A potential dispersal/delivery device such as munition or sprayer or questionable material
is found.

Notification of the FBI as soon as possible after an investigation confirms the following:
a. Illness due to unexplained aerosol, food, or water transmission.
b. At least a single, definitively diagnosed case(s) with one of the following:
—Uncommon agent or disease occurring in a person with no other explanation
—Illness due to a genetically altered organism

Notification of the FBI after an investigation confirms the following (with no plausible natural
explanation):
a. Disease with an unusual geographic, seasonal, or “typical patient” distribution
b. Unusual, atypical, or antiquated strain of agent
c. Simultaneous clusters of similar illness in noncontiguous areas, domestic or foreign
d. Clusters of patients presenting with similar genetic type among agents isolated from
temporally or spatially distinct sources

microorganism from patients with a given disease or syndrome has helped to
prove infectious etiologies. In addition, the isolation and identification of
microorganisms from animals, vectors, and environmental sources has been
invaluable in identifying reservoirs and verifying modes of transmission. In
dealing with an infection, it is often necessary to identify the species of the
infecting microorganism in order to prescribe effective therapy. Many of the
techniques that have evolved for such purposes are both rapid and accurate
but, in general, do not provide the kind of genetic discrimination necessary
for addressing epidemiologic questions. The epidemiology of many infectious
diseases is becoming more complex. Fortunately, typing methods for bacteria,
fungi, protozoa, and viruses have evolved to meet this challenge. Historically,
the typing methods that have been used in epidemiologic investigations fall
into two broad categories: phenotypic methods and genotypic methods. Phe-
notypic methods are those methods that characterize the products of gene
expression in order to differentiate strains. For example, the use of biochem-
ical profiles to discriminate between genera and species of bacteria is used as
a diagnostic method, but can also be used for biotyping. Other methods, such
as phage typing, can be used to discriminate among groups within a bacterial
species. Biotyping emerged as a useful tool for epidemiologic investigations in
the 1960s and early 1970s, while phage typing of bacteria and serological
typing of bacteria and viruses has been used for decades. Today, the majority
of these tests are considered inadequate for epidemiologic purposes. First, they
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TABLE 8.6 Characteristics of phenotypic typing methods (modified from ref. 23)

Proportion of

Typing Strains Discriminatory ~ Ease of Ease of
System Typeable Reproducibility Power Interpretation  Performance
Biotyping All Poor Poor Moderate Easy
Antimicrobial ~ All Good Poor Easy Easy
susceptibility
patterns
Serotyping Most Good Fair Moderate Moderate
Bacteriophage ~ Some Good Fair Difficult Difficult
or pyocin
typing
MLEE' All Excellent Excellent Moderate Moderate

'MLEE, multilocus enzyme electrophoresis.

do not provide enough unrelated parameters to obtain a good reflection of
genotype. For example, serotyping of Streptococcus pneumoniae discriminates
among only a limited number of groups. In addition, some virus species, such
as human cytomegalovirus and measles virus, cannot be divided into different
types or subtypes by serology, because significant antigenic differences do not
exist. Second, the expression of many genes is affected by spontaneous muta-
tions, environmental conditions, and by developmental programs or reversible
phenotypic changes, such as high-frequency phenotypic switching. Because of
this, many of the properties measured by phenotypic methods have a tendency
to vary, and for the most part they have been replaced by genotypic methods.
The one major exception is multilocus enzyme electrophoresis (MLEE),""*
which is a robust phenotypic method that performs comparably with many of
the most effective DNA-based methods.”"** Characteristics of selected pheno-
typic methods are presented in Table 8.6. These methods have been charac-
terized by: typeability, which is the ability of the technique to assign an
unambiguous result (i.e., type) to each isolate; reproducibility, which is when
a method yields the same results upon repeat testing of a bacterial strain; dis-
criminatory power, which is the ability of the method to differentiate among
epidemiologically unrelated isolates; ease of interpretation, which refers to the
effort and experience required to obtain useful, reliable typing information
using a particular method; and ease of performance, which reflects the cost of
specialized reagents and equipment, technical complexity of the method, and
the effort required to learn and implement the method.

Extremely sensitive and specific molecular techniques have recently
been developed to facilitate epidemiologic studies. Our ability to use these
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TABLE 8.7 Molecular characterization of genetic diversity at different hierarchical levels

(modified from ref. 24)

Function Purpose Regions of DNA
Discrimination above Taxonomy/evolution Highly conserved coding
level of species regions (e.g., IDNA)
Discrimination between Taxonomy/diagnosis/ Moderately conserved

species epidemiology regions

Discrimination between
intraspecific variants/strains

Discrimination between
individual isolates/clonal
lineages

Genetic markers/linking
phenotype and genotype

Population genetics

“Fingerprinting”—tracking
transmission of genotypes/
identifying sources of
infection and risk factors

Identifying phenotypic traits
of clinical significance

Variable regions

Highly variable genetic
markers that are not
under selection by the
host

Genotype linked to
phenotype

molecular techniques (genotypic methods) to detect and characterize the
genetic variability of infectious agents (bacteria, fungi, protozoa, viruses) is
the foundation for the majority of molecular epidemiological studies. The
application of appropriate molecular techniques has been an aid in the sur-
veillance of infectious agents and in determining sources of infection. These
molecular techniques can be used to study health and disease determinants in
animal (including human) as well as plant populations. It requires choosing a
molecular method(s) that is capable of discriminating genetic variants at dif-
ferent hierarchical levels, coupled with the selection of a region of nucleic acid,
which is appropriate to the questions being asked (Table 8.7).

Genotypic methods are those that are based on an analysis of the genetic
structure of an organism. Over the past decade, a number of genotypic
methods have been used to fingerprint pathogenic microorganisms (Table 8.8).
The methods have been described in detail elsewhere.” Among these
methods, RFLP-PFGE (restriction fragment length polymorphism/pulsed-field
gel electrophoresis) and RFLP + probe, and ribotyping have been the most
commonly used methods for fingerprinting bacteria.”*® RAPD (random ampli-
fication of polymorphic DNA) and karyotyping have been used for finger-
printing fungi.”** MLEE (multilocus enzyme electrophoresis), RAPD, and
PCR (polymerase chain reaction)-RFLP have been used for fingerprinting
parasitic protozoa.” Select gene or complete genome characterization, as well
as other molecular methods, have been used for viruses.*

When should fingerprinting be used? Strain typing data are most effective
when they are collected, analyzed, and integrated into the results of an epi-
demiological investigation. The epidemiologist should consult the laboratory
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TABLE 8.8 Examples of genotypic methods used in epidemiologic investigations

Restriction endonuclease-based methods
A. Restriction fragment length polymorphism (RFLP) without hybridization
—Frequent cutter (4—6bp recognition site) coupled with conventional electrophoresis to
separate restriction fragments
—Infrequent cutter (generally 6-8 bp recognition site) coupled with pulsed-field gel
electrophoresis (PFGE) to separate restriction fragments
B. RFLP with hybridization
—Frequent cutter (4—6bp recognition site) coupled with conventional electrophoresis to
separate restriction fragments followed by Southern transfer to nylon membrane. The
power and efficacy of typing method depends on the probe.
—16S and 23S rRNA (ribotyping)
—Insertion sequences (e.g., IS6110 of Mycobacterium tuberculosis)

Amplification-based methods
A. Random amplification of polymorphic DNA (RAPD) analysis; arbitrarily primed PCR
(APPCR)
B. Amplified fragment length polymorphism (AFLP) method
C. Repetitive element PCR (REP-PCR) method; variable number tandem repeat (VNTR)
fingerprinting
Sequence-based methods
A. Multilocus sequence typing (MLST)
B. Electrophoretic karyotyping

when investigating a potential outbreak of an infectious disease. Microbial fin-
gerprinting should supplement, and not replace, a carefully conducted epi-
demiological investigation. In some cases, typing data can effectively rule out
an outbreak and thus avoid the need for an extensive epidemiological inves-
tigation. In other cases, these data may reveal the presence of outbreaks caused
by more than one strain. Data interpretation is facilitated greatly by an appre-
ciation of the molecular basis of genetic variability of the organism being typed
and the technical factors that can affect results. With the exception of whole-
genome sequencing, the molecular methods analyze only a small portion of
the organisms’ genetic complement. Thus, isolates that give identical results
are classified as “indistinguishable,” not “identical.” Theoretically, a more
detailed analysis should uncover differences in the isolates that appeared to
give identical patterns, but that were epidemiologically unrelated. This is
unlikely to occur when a set of epidemiologically linked isolates are analyzed.”
For this reason, only whole-genome sequencing would provide the unequiv-
ocal data required for attribution.

The power of molecular techniques in epidemiological investigations is well
exemplified by a few examples. PulseNet, the national molecular subtyping
network for foodborne disease surveillance, was established by the CDC and
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several state health departments in 1996 to facilitate subtyping bacterial food-
borne pathogens for epidemiologic purposes. Twenty years ago, most food-
borne outbreaks were local problems that typically resulted from improper
food-handling practices. Outbreaks were often associated with individual
restaurants or social events, and often came to the attention of local public
health officials through calls from affected persons. Today, foodborne disease
outbreaks commonly involve widely distributed food products that are con-
taminated before distribution, resulting in cases that are spread over several
states or countries. The PulseNet network, which began with 10 laboratories
typing a single pathogen (Escherichia coli O157:H7), has grown and now
includes 46 state and two local public health laboratories and the food safety
laboratories of the U.S. Food and Drug Administration (FDA) and the U.S.
Department of Agriculture (USDA).”® Currently, four foodborne pathogens (E.
coli O157:H7, nontyphoidal Salmonella serotypes, Listeria monocytogenes, and
Shigella) are being subtyped by PFGE as part of routine surveillance for food-
borne disease. The laboratories follow a standardized protocol using similar
equipment so that results are highly reproducible and DNA patterns generated
at different laboratories can be compared. Isolates are subtyped on a routine
basis, and the data analyzed promptly at the local level. Clusters can often be
detected locally that could not have been identified by traditional epidemio-
logic methods alone. PEGE patterns are shared between participating labora-
tories electronically, which serves to link apparently unrelated outbreaks and
facilitates the identification of a common vehicle.’" For example, in May 1998,
PulseNet facilitated the investigation of two clusters of E. coli O157:H7 in the
northeastern U.S. PFGE fingerprinting of the E. coli O157:H7 isolates by the
PulseNet laboratories in that region revealed two simultaneous clusters of E.
coli O157:H7 infections (32 isolates in four of five states with one PFGE
pattern, and 25 isolates in all five states with a second pattern), one of which
could be traced to two supermarkets that received ground beef from the same
distributor. Without molecular typing, epidemiologists would have found it
difficult to identify cases associated with each cluster. On the other hand, the
use of PFGE subtyping as part of routine surveillance has benefits beyond out-
break detection. For example, the temporal clustering of unrelated cases is not
uncommon, and without molecular typing, valuable public health resources
would be wasted investigating pseudo-outbreaks.

Another example of the power of molecular techniques in solving an epi-
demiologic investigation involves a case of HIV transmission by a healthcare
worker. The investigation involved a young woman who had contracted AIDS
even though she had no identifiable risk factors. During the investigation, it
was revealed that 2 years previously she had several teeth extracted by a dentist
who was subsequently confirmed as having AIDS. A retrospective case-control
study was conducted of the dentist and his former patients to evaluate the pos-
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sibility of dentist-to-patient transmission. Patients were questioned to ascer-
tain known risk factors for HIV transmission. Infection control practices in the
dental office were also evaluated.’” Eight HIV-positive persons were identified
from among a group of more than 1,000 former patients of the dentist. Five
of the eight patients had no risk factors or other documented exposures to
HIV. Although all five had undergone invasive procedures, and four of the five
shared visit days, no identifiable mechanism of transmission could be estab-
lished by traditional case-control methodology.>* However, a comparison of
the nucleotide sequences of several regions of the gpl20 gene of the HIV
strains of the dentist, HIV-positive patients (with and without known
risk factors), and 35 HIV-infected community controls established the likeli-
hood of a common source of infection.”> The genetic distance of viruses
from the five patients without known risk factors and the virus from the dentist
was 3.4%—4.9%, which is similar to that found previously with HIV viruses
from persons with epidemiologically linked infections. In contrast, isolates
from patients with known risk factors were more distantly related (>10%)
to the HIV virus obtained from the dentist.”> The average genetic distance
of viruses from the five patients and the community controls was approxi-
mately 11%, which was virtually identical to the average distance among the
35 HIV viruses from controls. Phylogenetic tree analysis confirmed that the
HIV viruses from the dentist and the five patients formed a tightly related
cluster.”

SUMMARY

With few exceptions, it will require a careful epidemiologic investigation to
determine whether an outbreak of infectious disease is due to the intentional
release of an agent, or is naturally occurring. A number of molecular tech-
niques have been developed for subtyping bacteria, viruses, fungi, and proto-
zoa, which will facilitate this investigation as well as identify clusters of related
microorganisms.
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CHAPTER ;

Molecular Epidemiology and
Forensics of RNA Viruses

CONSUELO CARRILLO AND DANIEL L. ROCK

Plum Island Animal Disease Center, Agricultural Research Service, U.S. Department of Agriculture,
Greenport, NY

Forensic science is interested in detecting a crime, handling evidence correctly,
and using that evidence to identify and prosecute the perpetrators. From the
microbiological point of view, the goal of forensic analysis of pathogens will
not be merely to detect the presence of the agent but also to identify the
pathogen, its source, and its origin in a scientifically based unequivocal way
that can be used as evidence in court."*

Compared to other fields of forensic investigation, microbial forensics is for
the most part not helped by other ancilliary evidence such as pollen, miner-
als, dust, hair, etc. Thus, any evidence relating a pathogen to its source and
origin must be found in the “genetic language” of the pathogen and the
“memory” of the pathogen population.

Modern molecular techniques allow detailed analysis of the genetic code of
organisms, permitting distinction of species, strains, and in some cases
even individuals. Natural variation in the nucleotide sequence of the organ-
ism’s genome (sequence polymorphisms) results in genetic differences between
closely related individuals. For forensic purposes, highly polymorphic
genomic areas are usually attractive, because of their high power of discrimi-
nation. However, since these areas undergo frequent mutation and are subject
to an unknown number of natural selective pressures, interpretation of these
genetic profiles requires knowledge about genetic variability, which includes
mutation frequency, mutation rates, mutation and recombination processes,
tolerance and constraints of genes and proteins, and evolution and memory of
the microbial population. This information is critical for choosing the most
informative genomic areas or a combination of them, for analysis.

Although complete genome sequence analysis of viruses has accelerated in
recent years, the amount of data available is still rather limited. In most cases,
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restricted areas of the viral genome are extensively characterized for routine
epidemiological purposes. There is a pressing need to identify all informative
areas of the pathogen genome to improve routine epidemiological analysis and
meet the new demands of forensic microbiology.

CHALLENGES POSED BY RNA VIRUSES

The low mutation rate of DNA systems allows the use of techniques includ-
ing single-nucleotide polymorphism (SNP) and deletion/insertion polymor-
phism (DIP) assays in forensic analysis.”" In addition, a modification of these
assays based on melting temperature profiles of the DNA segments that
compose the total DNA sample offers a less expensive genotyping method.'*
Multiplex DNA amplification can be optimized and used to produce up to 30
simultaneous DNA targets, mostly consisting of fragments containing SNPs
that can be differentiated by size, and used for diagnostic and forensic pur-
poses.”” Higher mutability and rapid evolutionary capabilities of RNA viral
genomes require that other approaches be taken.

Many important viral pathogens have an RNA genome. RNA viral pathogens
are abundant in humans, animals, and plants.'® Over the last decade, work
with many RNA viruses has established that they all share high mutability and
rapid evolutionary capabilities. Their genetic plasticity may in part explain
why they are frequently “emerging pathogens” in new hosts."*

Due to lack of proofreading of the RNA polymerases and to the high error
rate of reverse transcriptases,” > RNA viruses exhibit high mutation rates that
result in genetically heterogeneous populations in continuous competition:
these are able to select the best-adapted variants for each particular environ-
ment in a quasi-deterministic fashion.”*>* Features of RNA replication are high
mutation rates, short replication times, and high progeny yields. These lead to
misincorporation of at least 1 nucleotide every 1,000 to 100,000 nucleotides.
Mutation rates per nucleotide site in the range of 107 to 107 for a 10-kb
genome ensure that each progeny genome includes on average 0.1-10 muta-
tions.**?*>" As a result, RNA virus populations are composed of a wide variety
of individuals, rarely identical to each other but highly similar genetically, in
which most individuals conserve the better fitness-adapted genetic informa-
tion (master sequence).’®”**** The advantage of this population structure
(quasispecies) is that the species may overcome almost any change in the envi-
ronment with just a switch in the master sequence, giving replicative advan-
tage under new conditions to the most-fit individual among minor variants.*
The quasispecies concept was proposed by Eigen et al. to describe error-prone
replication and self-organization of primitive macromolecules.***#* The
concept has proven useful for explaining and understanding RNA genetic ele-
ments which are subjected to a continuous dynamic of mutation, competition,
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and selection.”™® Application of the quasispecies concept of population dis-
tribution and evolution to RNA viruses has also been very useful for develop-
ing an understanding of their biology in nature.

A CASE STUDY: FOOT-AND-MOUTH DISEASE
IN THE UNITED KINGDOM, 2001

In February 2001, the first case of foot-and-mouth disease (FMD) in 20 years
was detected in a pig in a slaughterhouse in the United Kingdom. By that time
the epidemic had already begun. Eleven months later, at least 6 million animals
had been destroyed, including 4.9 million sheep, 700,000 cattle, 400,000 pigs,
2,000 goats, and 1,000 deer. Direct and indirect losses were calculated to
exceed £12 billion (www.defra.gov.uk).’'=

Losses involved not only the agricultural sector of the economy but also
sectors integrated with agricultural and tourism-related industries. The social
costs of the outbreak and the long-term effects on farming and rural commu-
nities are incalculable.”*®

What was the source of the virus causing this catastrophic outbreak? And
was its introduction into the United Kingdom accidental or deliberate? Today,
neither question can be answered with any confidence. Why is this?

Paradoxically, more than a century ago, FMD virus (FMDV) was the first
animal virus discovered and only the second viral agent described.” Years later
it was shown to belong to the same virus family, the Picornaviruses,®®' as such
important human pathogens as poliovirus, Hepatitis A, rhinovirus, and others.
Like them, FMDV contains a positive-sense, single-stranded RNA genome of
approximately 8,000 nucleotides that is directly translated into a single
polyprotein upon entry into the host cell cytoplasm. The genome contains a
single open reading frame (ORF) coding for a polyprotein flanked by two
untranslated regions (UTRs), both predicted to display complex secondary
structures.®®®' Despite the large body of molecular knowledge concerning
biochemical and genetic properties of FMDV that has accumulated over the
years, fundamental questions remain unanswered about the virus and the
disease.

Current estimates of FMDV genome mutation rates suggest that, on average,
about one base misincorporation is likely to occur each time a single FMDV
genome replicates. This should result in the introduction of every possible one-
step mutation from the progenitor genotype within a single infected animal
many times a day.®* Since genomic RNA is made up of four nucleotides, a
genome of 10,000 nucleotides could occupy a total of 4'*° points in sequence
space: however, only a tiny fraction of this immense number is actually real-
ized by RNA viral genomes.’®® The significance of this, for forensic purposes,
is that a single replicative cycle is theoretically sufficient to incorporate genetic
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changes in the progeny. Such a high rate of mutation makes any single-
nucleotide change too common to be informative. Multiple nucleotide differ-
ences must be used for elaboration of distance matrices and phylogenetic
trees.”*

Over the last 15 years an impressive amount of sequence information from
the carboxy-terminal region of the FMDV capsid protein VP1 gene has accu-
mulated, driven in part because this region carries neutralizing antibody
epitopes important for selection of suitable vaccines.® It is precisely the
immunological pressure applied from the host in this area, and the resultant
genetic hypervariability in the virus, that make it theoretically appropriate for
analysis of phylogenetic relationships between isolates. Rates of nucleotide
substitution for VP1 range from 0.5-1.5 x 107 nucleotide substitutions/per
site/per year (nt/s/y).®”

Currently, approximately 2,000 partial or complete VP1 sequences of the
seven FMDV serotypes are available: over 1,000 are serotype O.” In general,
these sequences show that viral populations that are circulating and causing
disease outbreaks around the world are genetically heterogeneous but related,
being distributed by regions in genetically distinct virus populations known
as “topotypes” that can be differentiated based on nucleotide differences of up
t0 15%.°>™ These molecular methods enable scientists to unambiguously iden-
tify the strain of virus responsible for an outbreak, but do not allow precise
identification of strain origin in terms of geography. In addition, the observa-
tions of unrelated and nonsystematic VP1 sequence changes provide additional
confusion regarding actual phylogenetic relationships®®""'”"* that impairs use
of VP1 phylogenetics as a forensic tool. The FMDV studies of Moya et al.”
strongly suggest that phylogenetic reconstruction methods can infer erroneous
phylogenies due to nucleotide convergences between isolates belonging to dif-
ferent experimental lineages that join by accident in time or space of sampling.
They also point out that diverse evolutionary mechanisms acting under dif-
fering experimental dynamics generate alterations and change the frequencies
of genetic variants, which can lead to the misinterpretation of the real evolu-
tionary history.

Over the last 21 years, a strain of FMDV serotype Pan Asia O has spread
from India throughout Southern Asia and the Middle East.” During 2000,
this strain caused disease outbreaks in the Republic of Korea, Japan, Russia,
Mongolia, and South Africa. In February 2001, the Pan Asia O strain spread
to the U.K. Studies of sequences of the VP1-coding region from approximately
30 Pan Asia O isolates demonstrated that the U.K. virus was closely related to
all of them, and nearly identical to the South African isolate O/SAR/1/2000.”
Notably, nucleotide sequences of the VP1 coding regions of 30 Pan Asia O
viruses isolated over an 11-year period differed by no more than 5%, making
meaningful phylogenetic and forensic analysis extremely difficult.”® Complete
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genome sequence analysis of eight Asian, African, and European isolates of
Pan Asia O strains confirmed the close relationship between the South Africa
and U.K. outbreaks, but failed to identify, or even imply, the mechanism of
introduction or the source attribution for the latter outbreak. The results were
consistent with either a common source for both the 2000 South Africa and
the 2001 U.K. outbreaks or that O/SAR/1/2000 is the source of the strain that
caused the U.K. outbreak.”

This close genetic relationship among Pan Asia O strains circulating in the
world today and lack of sufficient knowledge about mutation frequency, muta-
tion rates, mutation and recombination processes, tolerance and constraints of
genes and proteins, and evolution and memory of FMD viruses in nature
prevent meaningful phylogenetic and forensic analysis. Currently, results
obtained lack sufficient statistical support.

This is the reason why neither of the questions posed above can be
answered.

WHAT NEEDS TO BE DONE?

To advance phylogenetic hypotheses for forensic purposes, a confidence inter-
val of 95% or greater is needed.* However, the knowledge to provide better
statistical support, including the real-mutation range (quality of the possible
substitutions) and rate of mutation of FMDV in nature, is lacking. Epidemio-
logical, functional, and structural studies indicate that RNA viruses can toler-
ate restricted types and numbers of mutations at any specific time point in
their evolution, suggesting the existence of critical thresholds for the expres-
sion of phenotypic traits, which may underlie in vivo restriction of variability
rates. While high mutation and recombination rates lead to survival and adapt-
ability of the species, variation is limited by functional and structural con-
straints to preserve the continuity of the “core” information.

Understanding of the principles that regulate these restrictions and the dif-
ferences between in vivo and in vitro mutation tolerance is needed.® In other
words, although evolution of RNA viruses seems to be largely unpredictable
because of the nature of genetic drifts, the chance transmission bottlenecks,
and the influence of host/environmental factors on the success of a determined
quasispecies, there must be a finite probability that a given nucleotide and/or
amino acid can be substituted and still succeed as a new master sequence of
a given viral population.

To define real natural variability in FMDV isolates, databases of the
globally circulating strains are needed.'” Unfortunately, most of the molecular
epidemiological studies of FMDV currently available have been limited to a
single structural protein (VP1). Given the advent of high-throughput DNA
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sequencing, there is little reason to limit FMDV genomic analysis to a small
region of VP1. In some cases, when comparing nonstructural proteins, the
paucity of available sequences for comparison may explain the abundance of
certain types of nucleotide and amino acid substitutions and the absence of
many others, but, alternatively, it may reflect constraints on allowable varia-
tion for the viral RNA genome, probably due to the complexity of vital func-
tions required for cell-host interactions. Clarification of the tolerance for
change in different genomic regions is absolutely necessary for further progress
in viral forensic analysis and interpretation.'®

An additional problem unanswered by partial genome analysis is
homologous and nonhomologous recombination and genome segment re-
assortment.®* Recombination occurs at a high frequency in poliovirus vac-
cines®® and appears to act as a major evolutionary force in the expansion of
the human immunodeficiency viruses.* *° Significantly, many emerging
viruses belong to virus families that actively recombine."”'®*° With FMDV, nat-
urally occurring recombinant viruses have been described.*®'” The significance
of this is that classification and identification of circulating isolates based solely
on VP1 may lead to highly erroneous interpretations. Using more than just
VP1 sequence to characterize an FMDV isolate would address this problem.'®”

For forensic purposes, genetic profiles of viral populations should include
“kits of genetic markers.”' A globally representative set of informative sig-
natures should be used. Limited FMDV sequence information from genomic
regions other than VP1 has hindered the search for other genetic markers with
informative value.* Identification of informative genetic markers will permit
assessment of the probability that two or more mutations can occur within a
given viral master sequence, in a similar proportion, in two distinct viral pop-
ulations, providing a tool for distinguishing between two closely related indi-
viduals. The challenge now is to identify the right combination of genetic
markers that cover a wide range of possible phenotypic traits. While genes
with slower rates of mutation fixation may be useful for analyzing natural evo-
lution, genes with higher rates may be useful for analysis of recent events. By
careful choice of the genomic region to study, based on evolutionary diver-
gence levels for the issue under consideration, the necessary information
will be provided to find the best genetic targets for analysis of alternative
hypotheses.

Analysis of complete genomic sequences of FMDV isolates will allow: (1)
assessment of mutation frequency, mutation rates, mutation and recombina-
tion processes, tolerance and constraints of genes and proteins, and evolution
and memory of FMD viruses in natural isolates; (2) precise identification of
strains circulating around the world for attribution; (3) estimation of the prob-
ability of a given mutation occurring in nature for identification of unnatu-
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rally altered viruses and specific signatures; and (4) statistical support for
hypothesis development and evolutionary model selection.

Complete genome sequence analysis of closely related FMDV isolates will
better define the phylogenetic relationships between isolates, and how genetic
imprints of selective struggles and bottlenecks are inherited from the parental
to the next viral generation. Changes which are deleterious for the virus, ster-
ically or physically impossible, or incompatible with the host range would not
be expected to occur normally. Thus, knowledge of conserved genomic areas
as well as the probability of a given mutation occurring in nature would be of
great value in determining whether a virus has been unnaturally altered.

Selection of the appropriate evolutionary model is a critical premise for
forensic attribution. It must be kept in mind that phylogenetic reconstructive
methods involving mathematical simulations grossly simplify the relationship
between organisms. The unavoidable translation of the biological properties of
a virus in nature to numerical units is not an absolute and exact process. Data
used in these analyses do not contain the complete historical record of the
virus and are far from ideal in representing all possible evolutionary pathways
of the population, which can result in erroneous phylogenies.”” We must
take into account the stochastic nature of transmission and the lack of knowl-
edge about its consequences in viral population genetics, and the biases and
gaps involuntarily inflicted during collection and processing of epidemiologi-
cal data. For example, FMDV infects up to 70 species of cloven-hoofed
mammals, but the extent of lesions and clinical disease are host-dependent:
sheep present with much milder disease than cattle or pigs.”® In the 2001 U.K.
epidemic, sheep played a prominent role in the early stages of the outbreak,
laying the groundwork for the subsequent epidemic as infection passed inad-
vertently from sheep to sheep. Passage of virus in sheep for an unknown
number of generations has the potential to distort the shape of the evolution-
ary tree, possibly masking parenthood relationships with previous isolates.
Thus, knowledge of genetic changes associated with replication in specific host
species is needed.

Some routine procedures used for statistical evaluation in molecular epi-
demiology may or may not be useful for forensic purposes. For example, when
the variability is too high, bootstrap support for identification of the relevant
node defining the monophyletic clade becomes useless from a forensic point
of view. This is because the main interest here is to find the prior probability
of the two alternative hypotheses (usually prosecution and defense hypothe-
ses). For forensic analysis, maximum likelihood testing is the method of choice
for evaluating competing phylogenetic hypotheses when linked to other
types of evidence (other genetic and/or epidemiological information), thus
providing quantitative criteria for deciding between alternative possibilities.*
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Statistical evaluation of alternative phylogenetic hypotheses may then be used
to single out the likelihood of an isolate sharing the parental virus with other
isolates as compared to the existence of a monophyletic clade that includes all
the isolates related to a common source. This is a very important issue in highly
polymorphic viral populations such as FMDV.

A common observation in sequence alignments is the high frequency of
certain specific nucleotide and amino acid substitutions.”””*~'% For example,
during the course of viral evolution, variable positions in capsid proteins of
FMDV are alternatively occupied by a small subset of all possible amino acids,
and a true accumulation of amino acid substitutions is not observed.'”" Align-
ment of the VP1 nucleotide sequences of recent Pan Asia O isolates showed
that the most closely related virus to the U.K. 2001 strain was the South Africa
2000 strain, which differs in just one nucleotide in VP1, and the Japan 2000
isolate, which differs by an additional three nucleotides. It is impossible to
define a chronological link between these isolates other than that of the mono-
phyletic inclusion of all isolates with less than 5% differences between each
other as originating from a common ancestor.”” Molecular epidemiology in a
forensic context should give priority to individual evaluation of pertinence to
a specified group or individual. Identification of less-variable genomic areas
with high informative content would be of great interest for application of
current phylogenetic procedures.

Finally, new algorithms are needed for forensic investigations to examine
the cladistic structure of trees as a function of the distance of each case from
the first infection source, and to evaluate the precision and robustness of the
historical reconstruction.”*®!* An estimate of the history of transmission
events in a particular epidemic can be extracted from reconstructed “epidemic
trees” in which the case-reproduction ratio for the spread of the infectious
disease has statistical reliability.'”

In summary, development of viral forensics as a scientific discipline will
need to combine expertise in conventional forensics with knowledge of viral
genomics, phylogenetics, and informatics. Acceptability of current molecular
phylogenetic analysis is now hampered by a lack of statistical confidence in
the conclusions.'”*'” Methods that allow a statistical evaluation of the likeli-
hood of a virus belonging to a specific lineage must be developed.'® This will
require genomic databases of currently circulating viral strains and identifica-
tion of the most informative viral signatures.
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Investigation of Suspicious
Disease Outbreaks
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Most of the terrorism experienced globally has involved highly localized attacks
with explosives or toxic chemicals that produce mass casualties at the time of
the event or soon after. Such incidents are obvious, and the extent of the damage
can be readily and immediately perceived. This chapter is dedicated to investi-
gation of covert attacks with biological weapons, in which signs and symptoms
of clinical illness are usually delayed so that the scope of the problem grows
over hours and days. Without physical evidence of an attack or a credible
announcement, the deliberate nature of the incident may not be suspected or
discovered for some time, if ever. Given the heightened national state of alert
currently, almost all outbreaks of disease, regardless of size, should be evalu-
ated considering the possibility of bioterrorism or agroterrorism. In many cases,
a rapid, well conducted etiologic and epidemiologic investigation paired with
an analysis of the distribution and number of reported cases will provide impor-
tant clues regarding the source of infection. Given the threat of biological
weapons use, we must develop criteria and data to differentiate natural and
deliberate disease outbreaks.

NATURAL AND DELIBERATE DISEASE

Differentiating natural and deliberate outbreaks of disease is important not
only for the determination of criminal events within countries, but is also
central to building international confidence that unusual outbreaks are not the
result of prohibited weapons-related activities. The Biological and Toxin
Weapons Convention of 1972 prohibits development, production, stockpil-
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ing, or acquisition of biological or toxin weapons: the intent to prohibit use
of biological weapons was reinforced at the Fourth Review Conference.” The
Biological Weapons Statute, Chapter 10 of Title 18, United States Code, was
amended by the U.S.A. Patriot Act of 2001° to criminalize not only the use of
a biological weapon but also possession of a biological agent, toxin, or deliv-
ery system . .. that is not reasonably justified by a prophylactic, protective,
... research or other peaceful purpose. Unlike nuclear and most chemical
weapons, the dual-use nature of the pathogens that might be employed as bio-
logical weapons (BWs) makes definitive inspections of facilities for pathogens
and prohibited weapons-related activities difficult and at times nearly impos-
sible. There is international agreement that investigation of disease outbreaks
will most likely prove to be much more valuable than facility inspections in
determining that a biological weapon has been used or accidentally released.
At the Second Review Conference in 1986, it was agreed that “States Parties
are to implement, on the basis of mutual cooperation, the following measures,
in order to prevent or reduce the occurrence of ambiguities, doubts and
suspicions, and in order to improve international cooperation in the field of
peaceful bacteriological (biological) activities: Exchange of information on
all outbreaks of infectious diseases and similar occurrences caused by toxins
that seem to deviate from the normal pattern as regards type, development,
place, or time of occurrence.”

At an Ad Hoc meeting of Experts on the Biological Weapons Convention
Treaty in 1987, States Parties were recommended to take guidance in deter-
mining what constitutes an outbreak from the World Health Organization
(WHO) and from the Dictionary of Epidemiology. The term “epidemic” has
evolved to apply to any disease or event that occurs in clear excess of normal
expectancy.’ It was also agreed that since no universal standards exist for what
might constitute a deviation from the normal pattern, States Parties were
encouraged to utilize reporting systems within WHO. States Parties were also
to provide background information (reporting) on diseases caused by organ-
isms which met the criteria for risk groups III and IV [according to the clas-
sification in the WHO Laboratory BioSafety Manual],” even though the
occurrence of these diseases does not necessarily constitute a deviation from
normal patterns. Unfortunately, annual declarations made by States Parties
under this confidence-building measure have been incomplete and are there-
fore not as useful for establishing a baseline of expected normal occurrence of
disease as would be desired.”

Potential criteria for considering an outbreak unusual were developed by
the Ad Hoc Group in 1998:°

a) The disease is being reported for the first time in the region and was
never endemic;
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b) The epidemic occurs outside its normal anticipated season;

¢) The reservoir host and/or insect vector of the disease do not occur in or
were previously eradicated from the affected region;

d) The disease appears to be transmitted by an uncommon or unusual
route;

e) The epidemiological features of the disease suggest increased virulence
of the organism manifested in the form of increased case fatality rate;

f) The causative agent has a higher survival time even in adverse environ-
mental conditions and shows unusual resistance;

g) The causative agent is capable of establishing new natural reservoirs to
facilitate continuous transmission;

h) Outbreaks of the disease in a population with a high level of immunity
due to vaccination suggest that the causative agent is modified,;

i) The disease is caused by an agent with an unusual population subset or
in an unexpected age group;

j) The epidemiology of the disease suggests an abnormal reduction in the
incubation period of the disease;

k) The epidemiology of the outbreak strongly points to an etiology, but iso-
lation and identification of the suspected agent is not possible by established
means;

1) The characteristics of the causative agent differ from the known
characteristics of that agent prevalent in the territory of the State Party. (Char-
acteristics could include strain type, sequence, antibiotic resistance pattern,
etc.)

Another factor that might indicate that an outbreak is outside the normal
realm of disease would be occurrence of an exceptionally large epidemic, espe-
cially if patients presented with fever and severe respiratory or gastrointesti-
nal complaints (suggesting biological agents), or respiratory, ocular, cutaneous,
or mneurologic symptoms (suggesting toxin and/or chemical exposure).'
However, it should be noted that there have been extremely large natural out-
breaks of disease caused by Salmonella in ice cream and Cryptosporidia in
drinking water, among others.

Patients who have a relatively uncommon disease caused by a pathogen
with BW potential merit particular attention. Pathogens and toxins of concern
are identified in the United Nations Special Commission (UNSCOM) Biolog-
ical Agents List, which is based on the WHO manual,’ the Australia Group
Lists,"" and the U.S. Select Agent List."*'” Disease outbreaks of unknown
cause should be treated in the same way as those related to listed pathogens
of concern. But again, it should be borne in mind that several documented
biocrimes have employed common foodborne pathogens such as Salmonella
and Shigella.*"®
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Other situations that should arouse suspicion would be: epidemics impact-
ing a discrete population, many cases of unexplained disease or death, more
severe disease than is usually expected for a specific pathogen, failure to
respond to standard therapy, unusual routes of exposure, disease normally
transmitted by a vector that is not present in the local area, multiple simulta-
neous or serial epidemics of different diseases in the same population, or a
single infection with an uncommon agent (smallpox, some viral hemorrhagic
fevers)."”

Other obvious indications might include: intelligence information that an
adversary has access to a biological agent; claimed responsibility for an event;
discovery of associated production equipment, dispersal devices or munitions;
and evidence of product tampering. Suspicion might also arise from the pres-
ence of a similar genetic type among agents isolated from distinct sources at
different times or locations, higher attack rates in those exposed in certain
areas (such as inside a building if released indoors), and outbreaks of the same
illness simultaneously in noncontiguous areas.”'® Presence of multiple strains
of a single pathogen within one clinical sample has also been used to docu-
ment an unnatural outbreak.”® Occurrence of pathogens in an uncommon food
vehicle for that pathogen'” and contamination of multiple food items with the
same pathogen'® also indicate potential nefarious activity.

IMPORTANCE OF DISEASE SURVEILLANCE

The best tool to help differentiate an intentional attack from a natural epidemic
is a robust disease surveillance and reporting system. Recognition and under-
standing of a deviant event are greatly compromised until the patterns of
natural disease outbreaks are known. Developed countries generally have a
historical record of natural disease outbreaks sufficient to form a distinct back-
ground against which potential covert acts can be judged. This is not true for
countries that lack adequate disease surveillance systems because the normal
baseline of endemic diseases is not known. The better the public health and
agricultural health systems in place around the world, and the better and more
complete the reporting of natural disease outbreaks, the less likely it is that an
attack with biological weapons could be carried out covertly.”!

In the International Animal Health Code of the International Office of
Epizootics® (OIE, now changing its name to the World Animal Health Organ-
isation), disease surveillance is defined as the continuous investigation of a
given population to detect the occurrence of disease for control purposes,
which may involve testing of a part of the population. Surveillance involves
collection of important and essential information on all significant factors of
disease outbreaks that allow us to learn how and why the disease has occurred,
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and whether the disease is changing, spreading into new areas, or infecting new
species. The art of disease surveillance was well described by Dorothy Preslar:**

“When some people talk about national disease surveillance they often
appear to be talking only about those activities distinguished above as moni-
toring. By whatever name it is known, it is an important function. But it is like
gauging the size of an iceberg by looking at its tip. Surveillance, on the other
hand, measures the total mass of the iceberg, plus (to stretch the analogy a
bit) it explores the water around it, the air above it, the ice mass it broke away
from, the rate of its melt, the direction it moves and at what speed, its rela-
tionship to other icebergs in the same area. As applied to outbreaks of animal
disease, it is an investigation that measures the possibilities existing in indi-
vidual herds and flocks, in breeding operations, in feed lots, in imports, in vac-
cination programs, in feed stuffs, in climate anomalies, and even in the disposal
of aborted fetuses and manure. It takes time, it takes talent, it takes money
and it takes enormous prescience to know where to deploy those resources to
the best advantage.”

Good surveillance systems routinely monitor changes in disease patterns as
well as document and understand factors that have initiated the change. Effec-
tive surveillance systems have timely dissemination of that information to deci-
sion makers. Thorough understanding of the normal occurrence of diseases is
imperative for informed investigation of suspicious outbreaks.

GLOBAL DISEASE REPORTING SYSTEMS

There are several excellent web-based programs for international disease sur-
veillance and for reporting of human and animal diseases. Occurrence of
specific human diseases can be searched by country through the WHO at
http://www.who.int/en/. The WHO Global Outbreak Alert and Response
Network provides rapid information on identification, confirmation, and
investigation of human diseases of interest throughout the world at http:/
www.who.int/csr/outbreaknetwork/en/. The OIE maintains emergency alerts,
weekly, monthly, and yearly reports, and disease archives for all participating
countries at http://www.oie.int/eng/info/hebdo/A_INFO.HTM. Global animal
health disease reporting and surveillance data from the Federation
of American Scientists can be found at http://www.fas.org/ahead/outbreak.htm.
The United Nations Food and Agriculture Organization Emergency Prevention
System (EMPRES) for Transboundary Animal and Plant Pests and Diseases
provides emergency alerts for high-impact animal diseases at http:/
www.fao.org/ag/search/agfind.asp: there are plans to add disease mapping. A
unique resource for near real-time reporting of disease outbreaks or suspected
incidents is maintained by ProMed Mail (http:/www.fas.org/promed/), which
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is also supported by the Federation of American Scientists. ProMed allows e-
mail posting of disease occurrence (after in-house expert review) and subse-
quent comment by disease specialists around the world, as well as frequent
updates as additional information arises. ProMed provides early notification in
that reports are often submitted without waiting for confirmation by author-
ized national agencies, which can be advantageous. However, information
obtained through ProMed should be matched with subsequent laboratory
results to validate the accuracy of the reporting.

There are also reporting systems for specific diseases, such as West Nile
virus maps and statistics at http:/npic.orst.edu/wnv/mapstatistics.htm;
anthrax data at http:/www.vetmed.lsu.edwwhocc/mp_world.htm, and the
WHO world influenza monthly map at http:/rhone.b3e.jussieu.fr/
flunet/www/f_recent_activity.html.

Finally, the Global Emerging Infections Sentinel Network (GeoSentinel)
consists of travel and tropical medicine clinics around the world that monitor
geographic and temporal trends in morbidity among travelers and other glob-
ally mobile populations.”**> At http://www.istm.org/geosentinel/geosentinel
main.html, a rapid worldwide query and response function electronically links
1,500 International Society of Travel Medicine providers around the world.

In addition to formal surveillance systems, outbreaks are detected by hos-
pital data (large numbers of cases being admitted), individual laboratory data,
and reports in the media. In countries where no disease surveillance systems
exist, the media are an important source of information. Although most coun-
tries report animal and plant diseases of international economic significance,
some are still reluctant to submit information because of the negative impact
that a positive report will have on trade: the same can be said of human dis-
eases that impact tourism.

U.S. DISEASE SURVEILLANCE AND
REPORTING SYSTEMS

The Centers for Disease Control and Prevention (CDC) receives weekly mor-
tality reports from 122 U.S. cities and metropolitan areas: these summarize the
total number of deaths occurring each week, as well as the number due to
pneumonia and influenza. Reports are published in the Morbidity and Mor-
tality Weekly Report (MMWR) at http:/www.cdc.gov/epo/dphsi/phs.htm#121.
The National Notifiable Diseases Surveillance System (NNDSS), maintained by
the CDC Epidemiology Program Office, is a mechanism for regular collection,
compilation, and publication of reports of diseases that are notifiable at the
national level.”**" Data on selected notifiable infectious diseases are published
weekly in the MMWR and at year-end in the Summary of Notifiable Diseases,
United States (at http://www.cdc.gov/epo/dphsi/phs.htm). The Public Health
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Laboratory Information System (PHLIS) collects data on cases and/or isolates
of specific notifiable infections from every state: reports can be found at
http://www.cdc.gov/ncidod/dbmd/phlisdata/default.htm.*®

The CDC also supports an Unexplained Deaths and Critical Illnesses Sur-
veillance System to improve understanding of the causes of specific infectious
disease syndromes for which an etiologic agent is frequently not identified.”
National and international surveillance data for clusters of unexplained deaths
and illnesses can be found at: http:/www.cdc.gov/ncidod/dbmd/diseaseinfo/
unexplaineddeaths_t.htm.

Animal disease surveillance in the U.S. is primarily state-based. Surveillance
of endemic diseases among farm livestock is facilitated by one or more of the
following: the state Animal Disease Diagnostic Laboratory (often a part of the
state’s Land Grant university), the state Cooperative Extension Service, indus-
try laboratories, and private veterinarians who report to the state veterinary
medical officer and state public health veterinarian. Suspicion or preliminary
diagnosis of an OIE List A disease mandates immediate reporting to the U.S.
Department of Agriculture’s Animal and Plant Health Inspection Service
(USDA APHIS).

APHISs Veterinary Services (http://www.aphis.usda.gov/vs/index.html)
and Centers of Epidemiology (http:/www.aphis.usda.gov/vs/ceah/cnahs/nsu/
EmergingSurv.htm) monitor certain diseases of domestic livestock, but do not
survey pets, wildlife, or exotic animals. APHIS has an emerging animal dis-
eases syndromic surveillance program, EVE (Emerging Veterinary Event) that
reports unusual animal health incidents. Syndromic surveillance is the moni-
toring of the frequency of illnesses with a specified set of clinical features in a
given population without regard to a specific diagnosis. Syndromic surveil-
lance can give an early indication that an unusual event is occurring before
clinical or laboratory confirmations are conducted. Additional livestock
disease surveillance information is obtained through USDAs Food Safety and
Inspection Services’ slaughter inspection of cattle, swine, sheep, goats, and
poultry intended for human consumption.

The U.S. Geological Surveys National Wildlife Health Center maintains
wildlife disease information at http:/wildlifedisease.nbii.gov.

Unfortunately, no single federal agency is responsible for reporting of all
animal diseases. The need for a centralized reporting mechanism for animal
diseases was well demonstrated in the West Nile outbreak of 1999°*" and the
2003 monkeypox introduction in the Midwest.**

Surveillance for plant diseases, pests, and invasive species is a cooperative
state and federal effort. The Federal organization is APHISs Plant Protection
and Quarantine (PPQ) section (http://www.aphis.usda.gov/ppg/). In some
states the cooperating partner is the state agriculture department, in others,
the Land Grant University. The Cooperative Agricultural Pest Survey is a
combined federal and state effort to conduct surveillance, detection, and




194 INVESTIGATION OF SUSPICIOUS DISEASE OUTBREAKS

monitoring of agricultural crop pests and biological control agents, including
weeds, plant pathogens, insects, nematodes, and other invertebrate organisms.
The survey maintains a National Agricultural Pest Information System data-
base (NAPIS) at http://ceris.purdue.edu/napis: this receives information from
a federally sponsored initiative, the National Plant Diagnostic Network,
presently composed of centers in California, Florida, Kansas, Michigan, and
New York.

Several surveillance systems report foodborne outbreaks. The Foodborne
Diseases Active Surveillance Network (FoodNet) is a collaborative project
between CDC, USDA, and the U.S. Food and Drug Administration (FDA).**?*
FoodNet has active surveillance for foodborne diseases and related epidemio-
logic studies designed to help public health officials better understand the
epidemiology of disease (at http://www.cdc.gov/foodnet/). The National
Molecular Subtyping Network for Foodborne Disease Surveillance
(PulseNet)* performs DNA “fingerprinting” on bacteria that may be foodborne
at http://www.cdc.gov/ncidod/dbmd/pulsenet/pulsenet.htm.

EPIDEMIOLOGIC INVESTIGATION

Forensic epidemiology is a new discipline. However, epidemiologic evidence
has proven to be powerful in litigation involving such diverse hazards as swine
flu vaccine, Agent Orange, silicone breast implants, and tampons.”® Several
studies describe the use of epidemiological evidence in legal proceedings.’”*

Forensic epidemiology was key in documenting the true nature of the
Sverdlovsk incident of 1979.%*** Ninety-six people became ill between April
4 and May 18, 1979, and at least 66 people died of anthrax, in the Russian
city of Sverdlovsk (now known as Yekaterinburg) in the eastern foothills of
the Urals. Official Soviet reports claimed that the victims had become infected
by eating contaminated meat. Autopsy records were seized by government
security forces, except for a few handwritten notes and secretly hidden tissue
samples, and the dead bodies were buried together in lime, under guard. Epi-
demiological investigations (questionnaires and disease mapping) conducted
13 years later were able to document that these were cases of inhalation-
induced anthrax, and found the point source of the outbreak to be an aerosol
emission from Compound 19, a secret military facility.

COMPOSITION OF AN OUTBREAK
INVESTIGATION TEAM

The investigation team should have broad scientific expertise to encompass
the pathogen(s) likely causing the outbreak, and should include appropriate
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law enforcement officials. Zoonotic disease investigations should include
veterinary and medical epidemiologists, physicians, veterinary clinicians,
microbiologists or virologists, and entomologists if the disease is vector-borne.
It is important to have personnel highly skilled in interviewing techniques: in
prior investigations, personal interviews provided the key information. In
domestic outbreaks, local and state health officials can also lend valuable
expertise on baseline disease rates and local conditions.

There have been suggestions that organizations such as WHO and OIE
should play a role in investigating suspicious incidents internationally because
their staff have experience in many countries of interest. However, some sci-
entists are concerned that an inspection or investigatory role for WHO or OIE
may inhibit voluntary access to countries and thereby compromise the primary
function of these organizations.

EPIDEMIOLOGIC ANALYSIS

Successful epidemiological studies require sound design, sensible analysis, and
careful execution. Epidemiologists ensure the quality of their fieldwork in
many ways. They seldom collect data without written, standard instruments
designed to increase comparability between the study groups. Typical studies
use a variety of instruments: abstracts from medical records, personal inter-
view questionnaires, self-administered questionnaires, telephone interview
questionnaires, physical examinations, biological specimen collections, and
environmental samples.*

The first step in any outbreak investigation is to evaluate clinical and lab-
oratory findings to confirm that a disease outbreak has occurred. The next step
is to construct a case definition so that the number of cases and the attack rate
can be determined. A case is the person or animal in the population or group
identified as having the particular disease, or condition under investigation.
A variety of criteria may be used to identify cases. Examples of clinical crite-
ria are physician diagnoses, abstracts of clinical records, and a summary of
similar clinical findings. Epidemiologic criteria might be exposure history—
such as exposure to other cases of a disease or animal vectors—or consump-
tion of a suspected food vehicle. A laboratory criterion would be the accepted
diagnostic method for identification of the known etiologic agent. Suspected
cases will meet either clinical or epidemiologic criteria, and a definite case
usually requires laboratory confirmation.

Accurate development of a case definition is especially important in a poten-
tial bioterrorism event, since there may well be an increased potential for psy-
chological consequences with acute psychosomatic symptoms. Such signs and
symptoms may be confused with infection or intoxication.*
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Calculation of the attack rate allows investigators to compare the
estimated rate of illness with rates during previous time periods to determine
whether the rate constitutes a deviation from the norm. The attack rate or
case rate is a cumulative incidence rate (the proportion of a group of
people who experience the onset of disease) used for a particular
group observed for limited periods under special circumstances such as an
epidemic.®

ANALYSIS OF EPIDEMIOLOGICAL
DATA WITH REGARD TO PERSON, ANIMAL,
OR CROP AFFECTED

Once the overall attack rate is computed, it is important to determine whether
there is any group more affected by the outbreak, for example, children com-
pared to adults or men compared to women. In the 1997 Taiwan foot-and-
mouth disease outbreak, only pigs were affected and not cattle, sheep, or goats
on the same premises, pointing to an unusual strain of foot-and-mouth disease
virus that was not virulent for ruminants.

ANALYSIS OF DISEASE PATTERNS OVER TIME

Observations are often organized in the form of an epidemic curve in which
the number of cases is plotted against a time axis. This disease pattern is an
important factor in differentiating a natural outbreak from an intentional event.
A point source epidemic is an example of a temporal disease pattern (Figure
10.1). In this case, susceptible individuals are exposed more or less simulta-
neously to one source of infection; there is a sudden peak in the disease inci-
dence and quick return to normal. Food source outbreaks tend to be point
source events. A propagating outbreak, in contrast, is typical of contagious
infections like foot-and-mouth disease or pneumonic plague, in which cases
continue to occur and each new case may infect others to continue the epi-
demic (Figure 10.2).

In most naturally occurring outbreaks, other than those that are foodborne,
numbers of cases gradually increase as progressively larger numbers of people,
animals, or plants come in contact with other patients, animals, fomites (inan-
imate objects capable of carrying infection from one infected animal to
another), and vectors that can spread disease.'® Epidemic curves may also indi-
cate the time of exposure.
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FIGURE 10.1 Example of a temporal pattern of disease typical of a point source epidemic such
as a foodborne infection. Susceptible individuals are exposed more or less simultaneously to one
source of infection: there is a sudden peak in the incidence of disease and a quick return to normal.
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FIGURE 10.2 Example of a propagating outbreak involving a contagious disease such as foot-
and-mouth disease virus infection in which new cases continue to occur and each new case may
infect others to continue the epidemic.

ANALYSIS OF DISEASE DATA WITH REGARD TO
GEOGRAPHICAL DISTRIBUTION

Disease mapping, which provides a visual representation of the geographical
distribution of a disease within a population, can often be a valuable tool in
determining the source of an outbreak. The most famous example is John
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Snow’s studies of the cholera epidemic in the Golden Square area of London
in 1854." The epidemiology and etiology of cholera were unknown, but
through meticulous attention to clinical history and by plotting where his
patients lived, Snow demonstrated that cholera was spread through a con-
taminated water supply. His findings preceded isolation of the cholera bac-
terium by 44 years. His dot map clearly demonstrated a distinct cluster of cases
around the water pump on Broad Street. It was later found that the pump piped
water from the River Thames that was contaminated with sewage.*

The power of disease mapping was also demonstrated in the 1979
Sverdlovsk anthrax outbreak: a map showed that the majority of victims lived
or worked along a narrow geographic strip that extended four kilometers from
a military microbiological facility within the city to the city’s southern border.
When researchers compared maps of the victims’ locations during the day to
those in the evening hours, they were able to document that many of the scat-
tered plots of infected victims during the day collapsed into a narrow zone in
the evening.** Even though the Soviet government had claimed that the epi-
demic was caused by consumption of contaminated meat, this statistically
significant mapping pattern could not be explained by a foodborne illness; it
strongly implicated a windborne aerosol of anthrax spores at night. In addi-
tion, the linear pattern of the disease outbreak and study of meteorological
patterns pointed to the military microbiological facility.

In mapping studies, using raw numbers of cases rather than case rates
can lead to erroneous conclusions. Cases may be concentrated in large busi-
ness complexes, factories, or apartment buildings simply due to the large
number of people working or living in the area. Approximate population den-
sities and locations can be obtained from census information or from satellite
photographs in uncooperative environments such as Sverdlovsk. Host and
environmental factors associated with geography that can play a role in
initiation of disease include the presence of vectors, climate, population
density, nutritional and dietary practices, occupation, recreational habits, eco-
nomic development, and socially disruptive events such as war and natural
disasters.*

The emerging field of bioinformatics that integrates biology with multiple
databases from other disciplines—such as geography, health, climate, mam-
malogy, agronomy, and economics—is rapidly changing our ideas of what is
possible in understanding complex field situations. As Baker and colleagues
have aptly said, “Bioinformatics is a systems approach that allows for retro-
spective analysis of past events, real time analysis of complex contemporary
data sets, and, ideally, positioning for an unpredictable future.””® Such an
approach has already been applied successfully in unraveling the natural
history of a newly emerging disease—hantavirus pulmonary syndrome—that
illustrates all the difficulties and complexities of responding to a disease inci-
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dent involving an unknown pathogen that has many of the characteristics of
an unusual outbreak as described earlier.”!

GLOBAL INFORMATION SYSTEMS TOOLS TO
ASSIST DISEASE MAPPING

Many commercial software packages, referred to as Geographical Information
Systems (GISs), allow display and manipulation of geo-referenced data®*
useful in outbreak investigation. Most mapping programs allow construction
of multiple map layers with different information in each layer. Two common
software packages are Maplnfo at http:/www.mapinfo.com and ArcView at
http://www.esri.com/software/arcview. Other programs available as shareware
(at the time of writing) include BUGS and BEAM at http://www.mrc-bsu.
cam.ac.uk, SATSCAN (at martink@cortex.uchc.edu), and DISMAPWIN at
http:/ftp.ukbf.fu-berlin.de/sozmed/DismapWin.html.

Comparison of the disease outbreak location with historical knowledge of
regional endemic and epidemic diseases provided through the WHO, Promed,
FAO, or OIE global mapping will provide clues as to whether or not the occur-
rence is a natural event.

CONDUCTING INTERVIEWS

Interviews are often the most important and extensive source of information
for determining the source of an outbreak. An epidemiological field investiga-
tion should include interviews with outbreak survivors, families of outbreak
victims, local physicians, and public health officials involved in the epidemic
and in heath care measures to contain the outbreak. The team must acquire
the names and addresses of all outbreak victims and obtain permission to inter-
view their families. As the investigation continues, investigators may need to
interview the same sources multiple times to obtain accurate and revealing
information. Therefore, it is critical that investigation guidelines permit mul-
tiple interviews.

Structured interviewing techniques (refined questionnaires) should be used
to expedite the process and to obtain consistent results. If the questionnaire
requires the respondent to recall distant events, incorporation of memory
aids can be invaluable. Personal interviews can incorporate pictures, three-
dimensional models, maps, calendars, or timelines to assist respondents with
accurate reporting. Personal interviews are labor-intensive and expensive. Tele-
phone interviews typically yield shorter answers, and respondents may tend
to favor the first answer when a list of possible answers is read to them, but
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other differences between telephone and personal interviews are, surprisingly,
modest™. In a biological terrorism event, cooperation in a telephone interview
may be complicated by fear, as respondents tend to be more suspicious of the
interviewer or the legitimacy of the study when face-to-face contact is lacking.

EVALUATION OF CLINICAL FINDINGS

The pathogens or toxins that cause anthrax, plague, tularemia, Brucellosis,
viral encephalitis, smallpox, botulism, and Staphylococcal enterotoxemia have
been weaponized or considered for use in biological weapons programs.
Although a certain number of cases of these diseases (except smallpox) occur
naturally in the U.S. each year, they still should be evaluated carefully with a
certain index of suspicion. Some of these diseases display distinct clinical
appearances and pathology depending upon the route of exposure. Analysis of
this information may be valuable in suggesting a source for the outbreak and
whether or not foul play may be involved.

An excellent review of the diagnosis and management of patients exposed
to biological warfare agents was recently published; the reader is referred to
that publication for additional information®. The present discussion will focus
on specific aspects of clinical disease that point to intentional misuse.

Anthrax has three clinical presentations: cutaneous, gastrointestinal, and
inhalational. Inhalational anthrax begins with fever, malaise, nonproductive
cough, and chest discomfort and progresses to severe respiratory distress, bac-
teremia, septic shock, metastatic infection, and death. Physical findings are
nonspecific. Chest radiographs typically show a widened mediastinum™.
Inhalational anthrax, as found in Sverdlovsk and the October 2001 postal
attacks in the U.S., is highly indicative of deliberate exposure. Although gas-
trointestinal anthrax occurs in countries lacking well-developed meat inspec-
tion systems, in the U.S. it is rare and would be considered suspicious.

There are three clinical presentations of plague-bubonic, primary sep-
ticemic, and pneumonic. Patients with pneumonia due to Yersinia pestis
present with high fever, headache, myalgia, and productive cough with bloody
sputum, which progresses rapidly to sepsis™®. Plague has been endemic in the
western U.S. since 1900, with 5-15 cases of human disease occurring each
year; however, only 2% of plague has been pneumonic. Therefore pneumonic
plague in the U.S. would raise the suspicion of an intentional event.

Tularemia presents as ulcero-glandular disease when the initiating event is
penetration through the skin or mucous membranes. Typhoidal and septicemic
disease, which presents with fever and weight loss, usually develops after
inhalation of infectious aerosols. Pneumonia occurs with either form, but more
likely follows inhalation™. Therefore, a tularemia outbreak with a high inci-
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dence of pneumonic disease should be investigated with intentional misuse in
mind.

Patients with inhalation-induced Staphylococcal B enterotoxemia have dif-
ficult breathing and chest pain: in severe cases there may be pulmonary edema
progressing to adult respiratory distress syndrome.” While some cases of
inhalation-induced disease have gastrointestinal symptoms, naturally occur-
ring cases of staphylococcal food poisoning cases do not present with pul-
monary signs or symptoms.

Ricin induces severe pulmonary disease after inhalation exposure® as con-
trasted with severe gastrointestinal signs of nausea, vomiting, diarrhea, and
rectal hemorrhage®® after oral administration. The signs and symptoms of
Botulinum intoxication and Brucella infection do not differ with route of
administration.”

When traditional pathogens are deliberately used in a typical route of expo-
sure, for example when Rajneesh cult members contaminated a salad bar with
Salmonella, the clinical syndrome induced by misuse may present an identical
clinical picture to naturally occurring disease.'®

INVESTIGATION OF ANIMAL
DISEASE OUTBREAKS

Epidemiological investigations of animal disease outbreaks will have many
similarities to those in humans. However, interviewing may be of even more
significance than in outbreaks of human illness. One-on-one interviews with
farmers are often invaluable in pinpointing the source of a problem. Farmers
are usually well aware of the costs incurred from the occurrence and spread
of an exotic disease. They often have local knowledge of farmers who buy
animals of questionable provenance, those who smuggle livestock across
borders, and those with poor management practices, such as feeding uncooked
food garbage (the suggested cause of the 2001 foot-and-mouth disease epi-
demic in Great Britain), which could contribute to initiation or spread of
disease. The associations of tuberculosis-positive cattle with the Texas-Mexico
border, Newcastle disease with smuggled parrots, and avian influenza with live
bird markets are well known.®'

Movement of people and contaminated fomites must not be overlooked in
disease outbreak investigation. Farming is a social enterprise: neighbors
milk each other’s cattle, help each other put up hay or silage, and spread
manure which may be contaminated on another’s field. Food, pasture, water,
and bedding must be checked. Movements of people, traffic, and animals
should be evaluated. Animals and facilities of neighboring farms should
also be inspected. Weather and wind patterns can also be a significant
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factor in the spread of diseases such as foot-and-mouth that are often
aerosol-induced.

In diseases of domestic livestock, less is known about different clinical
presentations due to agent route of exposure. Etiologic strain comparisons
to known endemic mapping may provide better clues as to uniqueness of an
outbreak.

One of the challenges in investigations of animal disease outbreaks is track-
ing exposed animals and animal products. Individual animal identification,
such as the cattle passports used in the European Union and barcode labeling
to preserve the identity of products, are invaluable in tracking disease out-
breaks. Availability of GIS information linked to farms, livestock data, live-
stock markets, and feed suppliers proved helpful in the foot-and-mouth
outbreak in Great Britain in 2001.

INVESTIGATION OF CROP
DISEASE OUTBREAKS

As with other outbreaks, it is necessary to have a clear understanding of what
naturally occurring disease looks like in order to appreciate the unusual. An
excellent review of natural plant diseases was given by Rogers;** for conven-
ience, the major points of that paper are summarized here. Just as in human
or animal illness, crop diseases have typical epidemic curves depending on the
interaction of the pathogen and its host. Plant pathogens that undergo one life-
cycle in one crop growing season are called monocyclic. If there are several
pathogen lifecycles in a growing season, a polycyclic epidemic curve is
expected.

The intensity of a crop disease epidemic depends on several factors: the vir-
ulence of the pathogen, the environment, and the susceptibility of the host
plant. Pathogens that infect plants through their leaves and produce spores
that are blown by the wind, and pathogens that are spread by flying insects
are most likely to trigger rapid epidemics. Development of fungal diseases is
greatly affected by weather, being impacted by even small changes in temper-
ature and humidity. Genetic uniformity of a crop predisposes to rapid spread
of a pathogen; heterogeneous populations rarely experience epidemic disease.

Sources of naturally occurring plant infections include residual spores
surviving in the soil from previous growing seasons, over-wintering of the
pathogen on another crop, diseased crop residues that were not properly dis-
posed of, and spread from wild plants.

Most anti-crop biological warfare programs have focused on airborne fungal
pathogens of major food crops that are prone to rapidly developing epidemics
within a single growing season.””® Examples include cereal rusts and smuts,
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potato late blight, and brown spot of rice. Most soilborne diseases of crops,
whether due to viruses, Mycoplasmas, or fungi, are typically slow to spread
and would be less effective in a biological attack.

The epidemiology of the major diseases of significant food crops is well
enough known to accurately predict the likely development of endemic disease
problems within a growing season after taking into account climactic
conditions, pathogen reservoirs, and plant types. Recent technological
advances such as satellite imagery and mathematical modeling can assist in
such analyses.

SPECIMEN COLLECTION

Investigation should be initiated as soon as the outbreak is identified. Rapid
identification of the causative agent and the likely source or mode of trans-
mission is essential. Specimens obtained in the acute phase of disease prior to
initiation of therapy are most likely to yield the viable pathogen. The chance
of virus recovery is best during the first three days of onset and is greatly
reduced beyond five days. Decontamination procedures, taken to prevent the
spread of disease, may destroy environmental samples if sampling is not initi-
ated quickly. Autopsy samples should be collected as soon after death as pos-
sible. A multidisciplinary team that includes chain of custody specialists can
provide optimal sampling and handling techniques. When investigating
suspect cases, it is important to keep an open mind as to sources and etiology
to ensure that adequate clinical and environmental samples are taken to elim-
inate uncertainty.

Investigators must bear in mind that the primary focus in a disease out-
break must be to get the disease under control and to limit casualties.
Advanced coordination and planning of law enforcement agencies with public
health, animal health, and crop protection agencies is essential to ensure that
outbreak control and criminal investigation can proceed simultaneously and
effectively.

ENVIRONMENTAL SAMPLING

Adequate sampling of environmental fomites and rodents can resolve sus-
pected intentional events. Hantavirus infection of Native Americans in the
Southwest® and the tularemia outbreak in Kosovo® are two examples in which
environmental sampling, combined with epidemiological and clinical evalua-
tions, attributed suspicious outbreaks to natural causes.
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SAMPLE HANDLING

Successful laboratory confirmation requires collection of appropriate and ade-
quate specimens, proper packaging, and rapid transport to the appropriate lab-
oratory, while ensuring the chain of custody of the specimens and following
appropriate biological safety procedures. It is advisable to consult with the
receiving laboratories about all aspects of sample collection prior to collection
of the samples if possible.

Biological safety precautions need to be observed while conducting the
investigation, both to protect the investigator and to prevent unintentional
spread of disease. In suspicious outbreaks, appropriate triage of samples may
have to be performed to exclude radiological and toxic chemical exposure of
the investigator.

Each sample collected should be assigned a unique identification number
that is linked with a laboratory request form. If the sample is a clinical sample,
the patient’s name should be present on all specimens, epidemiological data
forms, and the laboratory request form. Appropriate sealing of laboratory
samples and/or transport media can maintain the security and integrity of
samples during shipment, identify samples whose identity or integrity may
have been compromised, and identify and link samples with the information
required for accurate analysis and reporting of test results.

SPECIMEN STORAGE

Biological specimens must be handled properly to preserve bacterial, viral, or
toxin viability and integrity. In an outbreak investigation, it should be manda-
tory to consult with the receiving laboratory about proper handling of the
expected specimens before beginning the field investigation. Recommended
conditions should be maintained throughout transport to the laboratory. Bac-
terial specimens should be placed into appropriate transport media at recom-
mended temperatures to ensure pathogen viability while minimizing
overgrowth of other background flora. If incubation must be delayed, most
bacteria can be stored at 4-6°C for short periods of time. Some bacteria, such
as Shigella species, are cold-sensitive and may be adversely impacted by
refrigeration. Viral specimens may be maintained in viral-specific media for
several days at 4-6°C: some viral pathogens are destroyed by freezing.

LABORATORY ANALYSIS

Laboratory analysis of samples from a suspicious outbreak will require strict
handling and analytical procedures. The analyst must have documented and
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appropriate training and experience with that type of sample. Analyses will
require calibrated equipment with standardized reagents. Internal standards,
replicate analysis, and blind testing should be used for the highest possible
credibility of results.®®"

It is important that the receiving laboratory maintain and document the
chain of custody of the sample from the time of receipt until the report is final-
ized and clearance has been obtained from the submitting investigator. If infor-
mation gained during the investigation suggests that the outbreak is due to a
criminal event, the remaining sample should be retained in a secure environ-
ment to enable its use as evidence. The laboratory should record the date and
time when the sample is received, the name of the person receiving the sample,
and a record of the condition of the sample.

SEROLOGY

This important area has been covered in the chapter by Steven Schutzer else-
where in this volume.

EVALUATION OF THE ETIOLOGIC AGENT

The type of pathogen or toxin detected in an outbreak can signal intentional
misuse. For example, Staphylococcal enterotoxin B (SEB) has been
weaponized due to its relative stability. But Staphylococcal enterotoxin A is
more commonly found as a naturally occurring cause of foodborne illness.
Therefore, the occurrence of illness due to SEB should raise considerable inter-
est in an outbreak investigation.

Presence of multiple pathogens within a clinical specimen or within one
outbreak of illness can also indicate unnatural occurrence. Analysis of pre-
served human tissue specimens from Sverdlovsk contained four different
strains of the anthrax bacillus.”” Such multistrain occurrence is a highly
improbable event in a naturally occurring disease outbreak, and was consid-
ered strong evidence that the anthrax was manufactured.

Microbes are dynamic organisms, and are therefore constantly changing in
response to natural selection pressures in their environment. It is often possi-
ble to determine the laboratory or geographic origin and character of microbes
by use of strain typing, molecular biology tools, and antibiotic resistance pat-
terns. For example, there are seven major serotypes of foot-and-mouth disease
virus, and these have definite geographic distributions throughout the world.
Ribotyping of Yersinia pestis was useful in ruling out a terrorist attack by
Kashmir separatists in the pneumonic plague epidemic in Surat in 1994.
Similarly, when parties to the war in Northern Bosnia accused each other of
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biological warfare during the 1995 tularemia epidemic, strain typing revealed
the etiologic agent to be type B Francisella tularensis var palaeartica, which is
endemic in Bosnia.”” Pathogen banks at various diagnostic reference centers
and collaborating centers associated with the OIE and WHO maintain strain
typing and molecular characterization information.

If the etiologic agent differs from agents found naturally, detailed molecu-
lar analysis may be able to indicate whether or not the organism has been
genetically or otherwise modified.

ANALYSIS OF METEOROLOGICAL AND
CLIMATIC CONDITIONS

After geographical analysis in Sverdlovsk showed the cases to be tightly clus-
tered in a linear plume southeast of the city, meteorological analysis pinpointed
the date of exposure to 2 April 1979.** In addition, wind direction, rainfall,
and temperature history are all useful clues as to whether or not a disease
would likely occur naturally. Climate influences infectious disease patterns
because pathogens and their vectors are sensitive to temperature, rainfall, and
other ambient conditions. This is shown by the characteristic geographic
distribution and seasonal variation of many infectious diseases. Mosquito-
vectored diseases, such as Dengue, malaria, and West Nile fever are seen pri-
marily during warm periods; influenza increases in cool weather; meningitis
is associated with dry environments; and cryptosporidiosis is associated with
heavy rainfall.”! Wind direction and speed also influence the pattern of disease
spread, as noted at Sverdlovsk and in foot-and-mouth disease outbreaks.

ECONOMIC ANALYSIS

The primary impacts of the crop or livestock pathogens likely to be used as
weapons are economic. These losses have two components: those associated
with outbreak control, and those triggered by international trade embargos of
animals or plants and their products. Confirmation of even one case of foot-
and-mouth disease in a country normally free of this infection immediately
stops all export of cloven-hoofed animals, meat, and animal byproducts, and
also impacts seemingly nonrelated exports, such as used farm equipment and
antiques.

Current world production, market, and trade reports for major commodi-
ties are available by commodity listing and by country of origin through the
USDA Foreign Agricultural Service website http//www.fas.usda.gov/
currwmt.html. Reports are available for livestock and poultry, cotton, dairy,
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fishery products, forest products, grain, sugar, tobacco, and other commodi-
ties. The world market and trade reports provide the latest analysis and data
on a number of agricultural commodities, outlining the current supply,
demand, and trade estimates for both the U.S. and many major foreign coun-
tries. Analyses of specific disease occurrences are also available on this website.
Indications of economic benefit to a particular party after a disease outbreak
may occasionally be useful in raising the index of suspicion about potential
sources of infection.

MEDIA REPORTS

Disease reports in news media often occur when countries are denying disease
outbreaks for trade and economic purposes. Before and during the 1997 foot-
and-mouth disease outbreak in Taiwan, the People’s Republic of China did not
report the presence of foot-and-mouth disease to OIE or FAO, but newspaper
reports described the presence of disease, which was a possible source for the
Taiwan outbreak.

However, media reports are not always accurate and should be cross-
checked and verified with other sources of information. PATHFINDER is a Web
and news service search program developed by APHIS that captures and stores
animal health data for subsequent analysis.

AVAILABLE DOCUMENTS

Lists of victims, hospital admissions, medical records, veterinary records, mete-
orological data from local airports and weather stations, laboratory accession
data, import permits, and sale barn receipts may all provide important epi-
demiologic information on an outbreak. Information on facilities from which
an accidental release could have taken place may be obtained from records of
arms control declarations or satellite imagery.

EVALUATION OF SCIENTIFIC LITERATURE

Terrorist or biological warfare attacks often do not take place in isolation. Suc-
cessful attacks usually follow successful research and field trials. “Any tech-
nology has a parenthood and genealogy attached to it.”®" Similar research may
be conducted in different facilities by students or teachers of the perpetrators.
There are exceptions, however, such as the New Zealand farmers who infected
pet rabbits with rabbit calicivirus (which had been smuggled into the country
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in dried blood on a handkerchief) to amplify the virus, and then fed ground
livers from these animals to wild rabbits to trigger a highly lethal epidemic.
Another example is the Rajneesh attack in The Dalles, Oregon, for which there
were sufficient precedents in natural Salmonella outbreaks to render research
unnecessary.

TRAINING OR WORK EXPERIENCE

A review of biocrimes' demonstrated a disproportionate number of physi-
cians, nurses, technical laboratory workers, biomedical students, and students
of microbiology associated with such events. In these cases, education
provides capability and access to biological materials, and equipment adds
capacity.

EQUIPMENT OR POTENTIAL MEANS
OF DELIVERY

Production facilities scaled to produce the quantity and quality of etiologic
agent typical of military biological warfare commonly operate at the P3 or P4
biological containment level and have specialized production equipment, such
as 20-liter or larger fermenters, often with continuous flow systems; cen-
trifugal separators with a flow rate of 100 liters or more per minute; cross-
(tangential) flow filtration equipment with a total filtration area equal to or
greater than 1 square meter; and freeze-drying equipment with a condenser
capacity of 10kg of ice or greater in 24 hours. Other indicators of work with
high-consequence pathogens are personal protection full or half-suits, class III
biological safety cabinets or isolators with similar performance standards, and
chambers designed for aerosol challenge. Equipment of these types is exam-
ined in UN weapons inspections. The U.S. limits their export to questionable
countries.

However, many biological crimes and terrorist attacks have been conducted
with a much smaller footprint than that of a state-sponsored biological
weapons program. The Rajneesh attack on a salad bar, which sickened more
than 600 people,'® and the Shigella contamination of muffins'” required only
a small clinical incubator. The New Zealand rabbit calicivirus epidemic that
began with a bloodstained handkerchief, and started an epidemic that killed
millions of wild rabbits required only a kitchen blender and one infected liver.
Lack of conventional production capabilities should not rule out a possible
intentional event.
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SUMMARY

Most outbreaks of high-consequence pathogens and toxins are likely to have
a normal explanation when all the data are evaluated. In all likelihood, no one
piece of data or analysis will prove or disprove the existence of an intentional
event. That proof will require multiple supporting pieces of evidence. The
implications of a proven attack or biocrime are so far reaching that any inves-
tigation resulting in such a conclusion must be so thorough as to survive the
most rigorous of examinations.®
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CHAPTER ]_ ]_

Forensic Handling of Biological
Threat Samples in the Lab

JouN W. EzzZELL
U.S. Army Medical Research Institute of Infections Diseases, Ford Detrick, Maryland

INTRODUCTION

Reviewed within this chapter are issues dealing with handling biological threat
samples within the laboratory. This seemingly simple subject becomes para-
mount when forensic issues arise concerning how samples were collected,
handled, transported, stabilized, extracted, analyzed, secured, archived, and
disposed of, should data from such manipulations be presented in a court of
law."? It is not the purpose of this chapter to provide a “cookbook” of stan-
dard operating procedures (SOPs) to address the step-by-step handling of bio-
logical threat samples (Figure 11.1), but rather to touch on issues that will
influence a laboratory’s implementation of an operational strategy for sample
handling that will withstand political, scientific, and legal scrutiny in a court
of law. Many of these issues were identified as a result of the U.S. Army Medical
Research Institute of Infectious Diseases’ (USAMRIID) experience with numer-
ous biological threat samples, the Federal Bureau of Investigation (FBI),
prosecuting and defense attorneys, and with quality systems.

USE OF TEST PLANS TO IMPLEMENT
OPERATIONAL STRATEGIES

PRINCIPLES
Biological samples that are implicated in or collected as part of an investiga-
tion of bioterrorism should be handled and analyzed by carefully laid-out oper-

ational strategies that conform to a quality standard.”” This often requires

Microbial Forensics
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FIGURE 11.1 Flow of specimens in analytical laboratory (from ref. 9, with permission).

preparation of test plans for incoming samples or sample sets. Such test plans
help ensure compliance with the laboratory’s operational strategy, taking into
consideration the samples’ unique properties, available quantities, analytical
requirements, and confounding circumstances, while protecting forensic evi-
dence. Without a test plan, excessive use of sample material may result in inad-
equate quantities for subsequent archiving, retesting, testing for other threat
agents, or confirmation assays. The test plan should thus reflect calculations
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Variable Sample Types
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by T
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Immunological Electron

Culture Microscopy

Standardized Analytical Assays

FIGURE 11.2 Analytical strategy using flexible and rigid SOPs.

to determine quantities needed to best meet test requirements and to deter-
mine whether the operational strategy should be modified due to limited
quantities.

Development and implementation of a test plan encompass three princi-
ples: 1) State what actions will be performed, 2) perform the stated actions,
and 3) document the actions as performed along with any deviations from the
test plan. In laboratories where analyses of certain sample types have become
routine, test plans may merely follow a series of well-established or validated
SOPs. However, attempts to implement an operational strategy with such strin-
gent SOPs can be a daunting task for the vast myriad of biological threat agents,
types of matrices, assay inhibitors, stabilization requirements, variations in
concentration, etc. Therefore, flexibility may be required in the initial phases
of a test plan so as to allow modification of the operational strategy and SOPs
to accommodate variations or deviations (Figure 11.2). For example, during
the investigations after the Bacillus anthracis spore-contaminated mail incident
in the fall of 2001, items were received for analysis including clothing,
computer keyboards, various forms of garbage, etc., for which there were no



216 FORENSIC HANDLING OF BIOLOGICAL THREAT SAMPLES IN THE LAB

validated SOPs. In order to accommodate such variations in sample matrix
type, a strategy was adopted by a number of laboratories in which samples
were processed so as to convert all sample forms into a common sample matrix
(i.e., suspension or extraction in phosphate-buffered saline + 0.3% Tween 20).
This was done by using more flexible SOPs; after samples were extracted into
a common buffer, more rigid SOPs were then used in the analyses (Figure
11.2). The flexible SOPs used in the initial stages of analysis are usually per-
mitted as long as their details are well documented in the sample analysis
records, are well controlled where possible (i.e., internal extraction positive
controls, laboratory quality system in place, etc.), and in some cases, are
approved by the submitting agency. It is important that documentation of
laboratory actions, including technician’s initials, date, and descriptions of
deviations from SOPs be performed at the time they occur, or as soon as pos-
sible, rather than hours or days later.*”

The development of test plans to accommodate requirements for rapid ini-
tiation of processing can be accomplished by using work sheets which are
designed for rapid entry of pertinent information, such as the nature of the
sample, quantity, biological threat agent(s) to be assayed, how the sample is
to be extracted, etc. In many cases, portions of the test plan can be formulated
before the samples arrive at the laboratory, as samples often arrive with advance
notice, prior knowledge of their history, and an understanding of the testing
required.

EFFECTS OF FIELD OPERATIONS ON LABORATORY
TEST PLANS

The information obtained from the field, or from the agency delivering the
sample, can have a direct bearing on decisions pertaining to the preliminary
assessment, analytical test plan, and the type of laboratory capabilities required
in the analyses (Figure 11.1). If a laboratory manager determines from the field
information that the analyses requested are outside the laboratory’s capability,
he or she should immediately inform the submitting agency to consider alter-
natives. Otherwise, poorly performed analyses or limited capabilities of an ana-
lytical laboratory may be difficult to defend in court, thereby compromising
the case and wasting valuable sample, time, and resources.

In cases where there is limited sample and limited analytical capability in
the field, decisions must be made to determine the extent of testing to be per-
formed on site before the sample is shipped to an analytical laboratory. In lieu
of definitive assays at the site of an incident, there are proposals for first-
responders to use simple assay kits to determine whether a powder or other
material is a biological substance.”® These proposed kits include tests for
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protein (found in most biological agents), pH (to determine whether the
sample is in the biological range pH 6 to 8), and solubility (salts and sugars
will produce a clear solution in aqueous fluids, whereas bacteria and spores
will produce a turbid suspension). The downside of this approach is that valu-
able sample for subsequent laboratory analysis may be consumed and foren-
sic evidence may be destroyed before the FBI and other investigational agencies
have the opportunity to secure the situation. In other words, forensic testing
may be hampered by contamination, alteration, or depletion of materials."?

EFFECTS OF FIELD CONDITIONS ON TEST PLANS

Developing test plans becomes more difficult when the threat agents being
tested for are known to degrade or lose activity or viability. When such knowl-
edge is unknown and the test plan is developed as per SOP, the analytical
results may be either false negative or inconclusive. Unlike the dried Bacillus
anthracis spores used in the threat letters in the fall of 2001 or ricin powder
used in other incidents, many biological samples have a short half-life if not
properly stabilized or handled in the laboratory. Hydrated materials, especially
those containing an RNA virus or a protein toxin, may rapidly degrade, thereby
reducing the analytical laboratory’s ability to detect the agent. There have been
reports of instances where samples tested positive with on-site assays in the
field but were later found to be negative or below the detection level of the
assay in the confirmatory laboratory. In such scenarios, questions arise; were
the results from the field a false positive? Was there degradation of the sample
over time while en route to the laboratory due to contaminating environmen-
tal organisms? Was there a problem with the confirmatory laboratory assay?
Was the sample actually negative?

BIOLOGICAL THREAT CREDIBILITY, RISK
ASSESSMENT, AND TEST PLAN PREPARATION

The credibility of an event has a direct bearing on the test plan and to what
extent sample analysis is warranted (Figure 11.1). Field information from the
submitting agency, contents of threat letters, sophistication of delivery devices,
the nature of the threat material, clinical symptoms of exposed victims, com-
munication with subject matter experts, and other intelligence all play key
roles in risk assessment and in determining the credibility of the threat and
the extent of testing to be outlined in a test plan. Certainly, a substance in an
envelope containing a threat letter claiming to possess “anthrax” with the
appearance of coffee grounds or tea leaves would not require the same
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extensive testing as that of a spray device attached to a reservoir tank. Risk
assessment and determination of credibility also influence the management of
potentially exposed victims, and may require the test plan to include prelim-
inary analysis for specific agents to provide incident commanders and medical
personnel with crucial information with which to make decisions.

BIOLOGICAL AND PHYSICAL INTEGRITY
OF A SAMPLE

Factors affecting biological integrity of agents/samples may be highly variable
because of the diverse array of threat agent characteristics, environmental con-
ditions, sample matrices, agent concentrations, adversary threat-agent prepa-
ration methods, and methods used in sample collection and transport. With
respect to threat agent characteristics, agents range from labile protein toxins
to stable mycotoxins, from labile RNA viruses to stable poxviruses, and from
fastidious bacteria to very stable B. anthracis spores, all with varying degrees
of purity. Less pure biological test samples may contain contaminating
degradative enzymes, matrix components, overgrowing environmental organ-
isms, etc., which may complicate isolation and identification. All of these vari-
ations make establishing a single sample-handling strategy to protect biological
integrity very difficult. Problems with any one of these parameters can detract
from the laboratory’s ability to detect or identify the target threat agent while
protecting forensic evidence. Attempts to stabilize one agent type against envi-
ronmental factors and matrix effects may create adverse conditions for other
agents. For example, freezing to stabilize a hydrated sample containing a
protein toxin such as ricin against environmental proteases would in turn inac-
tivate many viruses and bacteria. Gram-negative bacteria such as Brucella and
Francisella tularensis are often stable for several days or weeks if dried in blood
or proteinaceous materials, yet are unstable when dried in the absence of any
protective matrices. Bacteria are subject also to their own autolysins, proteases,
and nucleases and to the antimicrobial action of metabolites or compounds
produced by environmental microflora. Such enzymatic or antimicrobial action
could break down bacterial morphology, cause loss of viability, and alter anti-
genic properties, staining characteristics, and other traits required for detec-
tion or identification. In general, the primary enemies of sample integrity are
time, adverse temperatures, contamination, and in certain cases moisture. The
integrity of a sample with regard to degradation, viability, and its antigenic
makeup is typically minimally affected during short time periods (minutes to
a few hours); however, as this time lengthens, the sample may lose integrity,
especially hydrated samples. In such cases, temperature becomes critical.
Refrigeration or packing on wet ice slows the enzymatic degradation, but does
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not completely eliminate it; nor does it completely stop microbial growth of
environmental organisms such as fungi, which are well known to grow on
refrigerated foods. Therefore, hydrated materials typically require freezing if
they must be refrigerated beyond 2-3 days. It is difficult to establish consis-
tent policy for such decisions. A suggested approach for making decisions con-
cerning storage of unknown biological materials is to treat the biothreat
material as though it is powdered milk. When dry, powdered milk is stable
and does not degrade when stored at room temperatures (RT) or lower.
However when hydrated, milk spoils rapidly at RT, but lasts for several days
refrigerated (depending on the level of initial contamination), but should then
be frozen for long-term storage. If frozen, freeze-thaw cycles should be avoided
and may require splitting samples or sample extracts into aliquots that are indi-
vidually used for subsequent analyses. When the identity of the biothreat agent
is known, one should use conditions appropriate for that agent or class of
agents.

Stabilizing samples without altering the forensic evidence remains a criti-
cal consideration and requires research efforts in collaboration with law
enforcement to determine how best to preserve a broad spectrum of biologi-
cal agents while preserving forensic evidence. When one considers all the bio-
logical threat agents that are potentially available, it was fortuitous for forensic
analyses that B. anthracis spores were used in the letters sent to the U.S. sen-
ators and the media in the fall of 2001. Spore powders are usually highly stable
under desiccated storage conditions, and protecting the forensic evidence was
much easier than if the material had been a more labile threat agent. In other
words, there was minimal loss of viability (compared to what might have
occurred with other infectious agents), samples were not degraded, and foren-
sic evidence was not destroyed or its damage was minimal.

LEGAL CONCERNS FOR SAMPLE HANDLING
AND DATA RECORDS

SAMPLE HANDLING

Matters of sample integrity are important forensic issues for both prosecution
and defense lawyers. For prosecuting attorneys, the physical and biological
integrity of samples to be analyzed become paramount not only for detecting
and identifying biological threat agents, but also for analyzing forensic evi-
dence. The defense lawyer’s success in the courtroom may result from attempts
to question the admissibility of analytical data based on poor sample handling.
Questions may be posed regarding whether there was adequate separation of
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tasks in the analytical laboratory, which could have led to cross-contamina-
tion. These questions might include: Was there adequate security? Did
unauthorized personnel have access to the samples? Was there adequate
accountability (i.e., chain-of-custody, evidence storage, evidence in-process-
ing)?*>'° For example, defense attorneys may argue that samples brought into
the laboratory may have become contaminated or that someone deliberately
contaminated the sample in an attempt to incriminate their client. Therefore,
it is important to determine those persons who need access to sample
storage or work areas, and restrict access to just those individuals. Make a
record of all individuals who have regular access, monitor their access, and
have others from outside the laboratory sign a roster when it is necessary for
them to enter the area. Access to samples must be restricted. There should be
no exceptions.

With regard to tracking the location of the sample and access to it, it is
imperative that chain-of-custody (COC) be established as a routine part of
sample flow into the laboratory (Figure 11.1), preferably using approved COC
forms provided by the submitting agency. However, in the absence of official
standard forms during direct personal delivery of a sample to the laboratory,
a simple printed statement of the transfer including a list of items, date, and
time of transfer along with the printed names and signatures of both delivery
and receiving personnel is recommended. The receiving laboratory personnel
should only sign for what they can physically see during the transfer. Often,
samples are delivered in biological safety packs by express delivery services
such as Federal Express (FedEx®). In such cases, both the sender and the
receiving laboratory should record bill of lading information and retain copies
associated with the packaging. In those cases where a submitting agency
directly delivers a sample to the laboratory, the identity of individual(s) making
the delivery (photocopy of identification card) should be recorded and main-
tained with the records. Ideally, sample containers should have evidence tape
applied to their lids and signed by an authorized representative of the sub-
mitting agency. A written record, and if possible a photograph, should docu-
ment whether or not the evidence tape was intact upon delivery.* It is also
recommended to have a Polaroid or digital camera available to photograph
packages and contents. When using a digital camera, the image files should
be in a format that cannot be tampered with.

It is recommended that a folder or envelope system be established into
which all COC forms, shipping information (e.g., FedEx® bill of lading),
communication logs, in-processing forms, etc. for an individual case are
placed. Once the sample has been logged in, it is also recommended that a
coded sample numbering system be used to give it unique, traceable, labora-
tory identification. This unique identification may be used to mask the origi-
nal identification so that technicians cannot associate the sample with specific
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incidents that may be in the news or with samples that have a classified history.
Any laboratory identification number given to an item of evidence should be
cross-referenced to the original identifier provided by the submitting customer.
If a laboratory information management system (LIMS) has been established,
laboratory identification numbers or bar codes can be assigned at this time. It
is also advisable to maintain an “Activities and Communications Log” as an
aid in documenting occurrences, phone calls, and other communications. The
advantage of the envelope or folder system is that if subpoenaed by the court
or other legal entity, only the data for that case is released rather than bound
notebooks with multiple cases being released. It is also preferred that the pages
in the completed folder be numbered, and each page marked with the case
number or laboratory reference number.

Another legal concern pertains to the potential or perceived potential for
sample contamination. Great care must be used to protect the sample from
other materials or threat agents that may be in the laboratory or that were asso-
ciated with a previously analyzed sample. Observe the work area to determine
whether it provides laboratory conditions that a court of law may question
regarding whether a sample was cross-contaminated. Methods should be
implemented as standard SOPs for demonstrating the lack of contamination
from previous or adjacent activities. These methods may include culture of
swabs from the work area, polymerase chain reaction (PCR) and analysis of
liquids from air samplers or slit samplers within the work space or biological
safety cabinets. It is preferable to protect a portion of the original sample from
the testing area by submitting aliquots of a sample rather than introduce the
entire sample into the testing area(s). By doing so, a second portion can be
submitted either to the same testing laboratory or to another for confirmation
if there are questions concerning whether the initial sample aliquot was pos-
sibly cross-contaminated. In those cases where it is difficult or impossible to
divide a sample into portions for analysis, it may be necessary to extract the
sample with an extraction buffer and to then supply each testing laboratory or
area with a portion of the extract (Figures 11.1 and 11.2).

DATA HANDLING

Whether portions of the actual sample go into the testing areas or only por-
tions of an extract, the transfer of these materials should be documented
through an intra-laboratory COC system or LIMS. Such systems not only main-
tain COC, but also act as part of the tracking system for data retrieval from
the testing areas and for documenting the final disposition of the sample mate-
rial. Analytical data reported from the testing area should bear the sample iden-
tification code or LIMS designation and be stored in the sample’s file. It is
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preferable for all data to be placed in the respective sample data folder.
However, if there are original data remaining in the laboratory, there should
be information provided in the sample folder or LIMS tracing the sample analy-
sis to specific laboratory notebooks or computerized data files that are recorded
as write-protected, read-only files. With any system, there will be errors in data
and case records, and it is imperative that mistakes and corrections are clearly
identifiable. Entry errors should not be erased or completely marked out, but
rather the entry should be marked through with a single line, initialed, and
dated. In that original data should be preserved, all notes should be saved. The
data management system, whether as a hard copy or electronic, should be
established or designed with the understanding that records may be subpoe-
naed years later. If the analytical laboratory chooses not to maintain the records
for extended periods of time, then arrangements should be made with the
respective law enforcement agencies to transfer the data and records to an
approved location.

FINAL DISPOSITION

Also included in the records should be a record of the final disposition of the
sample and materials associated with it. Often, laboratories receive a sample
for analysis without clear guidance as to how the customer or submitting
agency wants the sample disposed of after analysis. In such cases, the labora-
tory should request written instructions from the agency, detailing the final
disposition of the sample. If the sample evidence is returned, COC must once
again be documented (note: COC should have already been established) and
recorded in the sample documents and the analytical laboratory’s records. Note
that sample return involves certain risks. In scenarios where an agency has
requested an analytical laboratory test for specific agents and all the analyses
are reported as negative or below the sensitivity of the analytical procedure,
there are risks that other, undetermined threat agents may be present that were
not tested for. Where possible, samples or items should be treated or sterilized
by methods that are universal in their inactivation of biological compounds,
e.g., 0.5% sodium hypochlorite bleach, dry heat (160°C for 2h), or autoclav-
ing. Where available, infectious agents may be inactivated with irradiation or
vaporized hydrogen peroxide. Inactivation may damage forensic evidence, so
the submitting agency should play an active role in the decision-making
process as to how the sample will be treated. Regardless of how the material
is treated, there should be documentation and certification of inactivation pro-
vided so that future laboratories or agencies involved will have assurance that
their staff is not being exposed to an active biological threat. In some cases,
the agency may want the sample or a portion of it sent to another analytical
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laboratory rather than to the submitting agency. Depending on the nature of
the sample, special arrangements should be made to repack the sample for safe
transport. In order to preserve all trace and latent evidence, the original
packing materials may also be kept with the evidence (see the section below
describing shipping regulations).

SAFETY ISSUES

The Centers for Disease Control Laboratory Response Network to
Bioterrorism (LRN) recommends that samples to be analyzed for biological
threat agents be processed within a certified Class II biological safety cabinet
(BSC). Most diagnostic procedures deal with hydrated samples such as tissues
and bodily fluids, and many biological samples from the environment are also
hydrated, e.g., air collector fluids, water washings, etc. By the nature of such
samples, procedures and protective equipment are usually adequate to handle
most diagnostic samples safely within the aforementioned Class II BSC at
biosafety level (BSL)-2 biocontainment levels."' However, certain forms of bio-
logical threat agents present unique problems with respect to their safe han-
dling while protecting the forensic evidence. For example, powders can easily
disperse in the air currents within a Class II biological safety cabinet, and in
those cases where preserving forensic evidence is important, introducing liquid
disinfectants to control contamination creates a different problem. If humid-
ity alters the physical characteristics of the powder, future studies could be at
risk. The difficulties in handling powders while protecting the safety of the
technician, the properties of the sample, and forensic evidence require special
conditions and may require higher levels of biocontainment (BSL-3 or BSL-4)
than would otherwise be required for hydrated samples. This is especially true
when dealing with certain nonclinical samples such as threat letters or with
contaminated materials such as clothing, carpet, and items that do not fit easily
and safely into a BSC.

If there is concern that using decontamination fluids will be detrimental to
the forensic evidence, use only after the evidence is sealed. However, if it is
impossible to prevent contact of the sample with disinfectants or to safely
handle the sample, consider making special arrangements with the submitting
agency to send the samples elsewhere. Where receipt of such samples is antic-
ipated, establish protocols and obtain additional equipment (i.e., Class III BSC
glove-boxes) to meet the requirements for protection of the sample and poten-
tial forensic evidence while safe-guarding laboratory personnel and property.

Other considerations put forth by the Centers for Disease Control and Pre-
vention (CDC)" include: “Procedures requiring removal of items from a BSC,
such as slides for microscopy, should follow published microbiological prac-
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tices and precautions. When using a BSC, assure that the cabinet does not
contain unnecessary items that will interfere with proper airflow and function.
As for any procedure involving infectious materials, standard personal pro-
tective gear should be used, such as latex gloves and laboratory coats, or dis-
posable over garments.” Additional respiratory protection should also be
considered with materials or analytical procedures determined to be poten-
tially hazardous outside the BSC or when dealing with powders or items that
do not fit well into a BSC. Once a biological agent has been identified, modi-
fications in handling of samples can then be considered through a safety risk
assessment of the set up.

To better address the safety issues, the following definitions of biosa-
fety levels are provided'” along with additional comments related to sample
processing;:

BIOSAFETY LEVEL 1 (BSL-1)

BSL-1 is suitable for work involving well-characterized agents not known to
consistently cause disease in healthy adult humans, and of minimal potential
hazard to laboratory personnel and the environment. The laboratory is not
necessarily separated from the general traffic patterns in the building. Work is
generally conducted on open bench tops using standard microbiological prac-
tices. Special containment equipment or facility design is neither required nor
generally used. Laboratory personnel have specific training in the procedures
conducted in the laboratory and are supervised by a scientist with general
training in microbiology or a related science. Except for in-processing samples
where samples are not exposed to the laboratory environment, samples may
be received under this level of containment. Aside from the administrative
aspects of in-processing sample packages, BSL-1 is not recommended for
analysis of biological threat samples.

BIOSAFETY LEVEL 2 (BSL-2)

BSL-2 is similar to BSL-1 and is suitable for work involving agents of moder-
ate potential hazard to personnel and the environment. It differs from BSL-1
in that laboratory personnel have specific training in handling etiologic agents
and are directed by competent scientists, and access to the laboratory is limited
when work is being conducted. All manipulations of biological threat materi-
als are conducted in BSCs or other physical containment equipment.

Most hydrated diagnostic samples containing biological threat agents can
be safely processed within a BSC at BSL-2."' However, great care must be used
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with finely divided, easily dispersed powders, and it is generally recommended
that such samples be processed in a Class-IIT1 BSC (glove box) or be transferred
to BSL-3 containment.

BIOSAFETY LEVEL 3 (BSL-3)

BSL-3 is preferred over BSL-2 for working with unknown biological threat
samples in that many of these agents may cause serious or potentially lethal
disease as a result of exposure by inhalation. Laboratory personnel have spe-
cific training in handling pathogenic and potentially lethal agents, and are
supervised by competent scientists who are experienced in working with these
agents. All procedures involving the manipulation of infectious materials are
conducted within BSCs or other physical containment devices, or by person-
nel who wear appropriate personal-protective clothing and equipment. The
laboratory should have special engineering and design features. Handling
easily dispersed biological threat powders such as dried B. anthracis spores is
especially hazardous. In addition to working within a Class II BSC, it is rec-
ommended that laboratory personnel wear double layers of protective gloves
and disposable arm protectors to guard against contamination of laboratory
apparel. It is also recommended that disposable protective gloves and arm pro-
tectors be either bleached or discarded before being removed from the BSC. If
available, it is preferable to work within a Class III gloved BSC. Great care
should be used to develop methods to safely remove materials from these cab-
inets while protecting the materials from moisture and decontaminating solu-
tions, which may alter forensic evidence.

BIOSAFETY LEVEL 4 (BSL-4)

BSL-4 is required for work with dangerous and exotic agents that pose a high
individual risk of aerosol-transmitted laboratory infections and life-threaten-
ing disease. It is rare that BSL-4 containment is required for processing most
biological threat samples unless intelligence or the submitting agency can
provide information that warrants such measures. Materials transferred into
BSL-4 laboratories are difficult to remove and forensic analyses are more dif-
ficult to perform than at lower levels of biological containment.

SAMPLE SHIPPING REGULATIONS

Regulations regarding the transportation and transfer of biological agents are
referenced in CDC websites and are summarized as follows. It is recommended
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that laboratories involved in shipment of biological threat agents or samples
potentially containing such agents periodically check with CDC for regulatory
changes. As throughout sample handling within the laboratory, final disposi-
tion of samples or their transfer to other locations requires continued COC
documentation. If samples or evidence require inactivation through gamma-
irradiation or other methods, a letter should accompany the shipment certify-
ing that the material can be safely handled at the next location. If select agents
are being sent, then compliance with governing regulations must be followed.
The following describes some of these regulations.'*

CDC/NIH REGULATIONS

Biological agents include infectious agents of humans, plants, and animals, as
well as the toxins that may be produced by microbes and by genetic material
potentially hazardous by itself or when introduced into a suitable vector. Eti-
ologic agents and infectious substances are closely related terms that are found
in the transfer and transportation regulations. Biological agents may exist as
purified and concentrated cultures but may also be present in a variety of mate-
rials such as body fluids, tissues, soil samples, etc. Biological agents and the
materials that are known or suspected to contain them are recognized by
federal and state governments as hazardous materials, and their transportation
and transfer are subject to regulatory control.

Transportation refers to the packaging and shipping of these materials by
air, land, or sea, generally by a commercial conveyance. Transfer refers to the
process of exchanging these materials between facilities.

TRANSPORTATION

Regulations on the transportation of biological agents ensure that the public
and the workers in the transportation chain are protected from exposure to
any agent that might be in the package. Protection is achieved through (a) the
requirements for rigorous packaging that will withstand rough handling and
contain all liquid material within the package without leakage to the outside,
(b) appropriate labeling of the package with the biohazard symbol and other
labels to alert the workers in the transportation chain to the hazardous con-
tents of the package, (¢) documentation of the hazardous contents of the
package should such information be necessary in an emergency situation,
and (d) training of workers in the transportation chain to familiarize them
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with the hazardous contents so as to be able to respond to emergency
situations.

REGULATIONS

Public Health Service 42 CFR Part 72. Interstate Transportation of Etiologic Agents
This regulation is in revision to harmonize it with the other U.S. and interna-
tional regulations. A copy of the current regulation may be obtained from the
Internet at:

http://www.cdc.gov/od/ohs
Department of Transportation. 49 CFR Parts 171-178. Hazardous Materials
Regulations

Applies to the shipment of both biological agents and diagnostic specimens.
Information may be obtained from the Internet at:

http://www.dot.gov.rules.html
United States Postal Service. 39 CFR Part 111. Mailability of Etiologic Agents
Codified in the Domestic Mail Manual 124.38: Etiologic Agent Preparations.
A copy of the Domestic Mail Manual may be obtained from the Government
Printing Office by calling (202) 512-1800 or from the Internet at:

http://www.access.gpo.gov
Occupational Health and Safety Administration (OSHA). 29 CFR Part 1910.1030
Occupational Exposure to Bloodborne Pathogens. Provides minimal packaging
and labeling requirements for transport of blood and body fluids within the
laboratory and outside of it. Information may be obtained from your local
OSHA office or from the Internet:

http://osha.gov

DANGEROUS GOODS REGULATIONS
(DGR), INTERNATIONAL AIR
TRANSPORT ASSOCIATION (IATA)

These regulations provide packaging and labeling requirements for infectious
substances and materials, as well as clinical specimens that have a low prob-
ability of containing an infectious substance. These are the regulations fol-
lowed by the airlines. These regulations are derived from the Committee of
Experts on the Transport of Dangerous Goods, United Nations Secretariat, and
the Technical Instructions for the Transport of Dangerous Goods by air which
is provided by the International Civil Aviation Organization (ICAO). A copy
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of the DGR may be obtained by calling 1-800-716-6326 or through the
Internet at:
http://www.iata.org or http:// www.who.org

GENERAL PACKAGING REQUIREMENTS FOR
TRANSPORT OF BIOLOGICAL AGENTS AND
CLINICAL SPECIMENS

There are several commercial sources of packaging approved for transporting
biological agents and clinical specimens. In general, a triple-layered system is
required, including a primary receptacle, watertight secondary packaging, and
durable outer packaging for a biological agent of human disease or materials
that are known or suspected of containing them. This packaging requires the
“Infectious Substance” label to be shown on the outside of the package and
should be certified to meet rigorous performance tests as outlined in the
Department of Transportation (DOT), the United States Postal System, the
Public Health Service (PHS), and IATA regulations. Clinical specimens with a
low probability of containing an infectious agent are also required to be “triple”
packaged, but performance tests require only that the package shall not leak
after a four-foot drop test. DOT, PHS, and IATA require a “diagnostic speci-
men” label on the outside of the package. DOT regulations require proper triple
packaging if the sample travels over any public road or flies over United States
territory, even if the sample is being delivered in person.

TRANSFER

Regulations on the transfer of biological agents are aimed at ensuring that the
change in possession of biological materials is within the best interests of the
public and the nation. These regulations require documentation of the per-
sonnel, facilities, and justification of need for the biological agent in the trans-
fer process and subsequent approval of the transfer process by a federal
authority. The following regulations fit in this category.

IMPORTATION OF ETIOLOGIC AGENTS OF
HUMAN DISEASE

42 CFR Part 71 Foreign Quarantine. Section 71.54 Etiologic Agents, Hosts and
Vectors This regulation requires an import permit from the CDC for import-
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ing etiologic agents of human disease and any materials, including live animals
or insects, which may contain them. An application and information on impor-
tation permits may be obtained by calling 1-888-CDC-FAXX and entering doc-
ument number 101000 or on the Internet at:
http://www.cdc.gov/od/ohs/biosfty/imprtper.html

IMPORTATION OF ETIOLOGIC AGENTS
OF LIVESTOCK, POULTRY, AND OTHER
ANIMAL DISEASES

9 CFR Parts 92, 94, 95, 96, 122 and 130 These regulations require an import

permit from the U.S. Department of Agriculture (USDA), Animal and Plant

Health Inspection Service (APHIS), Veterinary Services, to import or domesti-

cally transfer etiologic agents of livestock, poultry, other animals, and any

materials that might contain these etiologic agents. Information may be

obtained at (301) 734-3277, or from the Internet at:
http://aphisweb.aphis.usda.gov/ncie

IMPORTATION OF PLANT PESTS

7 CER Part 330. Federal Plant Pest Regulations; General; Plant Pests; Soil; Stone
and Quarry Products; Garbage This regulation requires a permit to import or
domestically transfer a plant pest, plant biological agent, or any material that
might contain them. Information can be obtained by calling (301) 734-3277
or through the Internet at:
http://www.aphis.usda.gov/ppg/permits/plantpest/index.html

TRANSFER OF SELECT BIOLOGICAL AGENTS OF
HUMAN DISEASE

42 CFR Part 72.6 Additional Requirements for Facilities Transferring or
Receiving Select Agents Facilities transferring or receiving select agents must be
registered with the CDC, and each transfer of a select agent must be docu-

mented. Information may be obtained on the Internet at: http://www.cdc.gov/
od/ohs/Irsat
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EXPORT OF ETIOLOGIC AGENTS OF HUMANS,
ANIMALS, PLANTS, AND RELATED MATERIALS

Department of Commerce (DOC). 15 CFR Parts 730 to 799 This regulation
requires that exporters of a wide variety of etiologic agents of human, plant
and animal diseases, including genetic material and products that might be
used for culturing large amounts of agents, obtain an export license. Informa-
tion may be obtained by calling the DOC Bureau of Export Administration at
(202) 482-4811 or through the Internet at:
http://bxa.fedworld.gov or http://www.bxa.doc.gov

The CDC website provides illustrations for the packaging and labeling of
infectious substances and clinical specimens in volumes of less than 50 milli-
liters in accordance with the provisions of subparagraph 72.3(a) of the regu-
lation on Interstate Shipment of Etiologic Agents (42 CFR, Part 72). A revision
is pending that may result in additional package labeling requirements, but
this has not been issued in final form as of the publication of this fourth edition
of BMBL.

For further information or to obtain updates on any provision of this reg-
ulation, contact:

Centers for Disease Control and Prevention
Attn: External Activities Program

Mail Stop F-05

1600 Clifton Road N.E.

Atlanta, GA 30333, USA

Telephone: (404) 639-4418

FAX: (404) 639-2294

Alternatively, go to the following website:
http://www.cdc.gov/od/ohs/biosfty/shipregs.htm
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Forensic Genetic Analysis of
Microorganisms: Overview of
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INTRODUCTION

The scientific discipline of forensic microbiology is beginning to take shape.
The rapid development of the combined disciplines of microbiology, molecu-
lar biology, forensics, and epidemiology is being driven by urgent national
security and law enforcement needs, tragically underscored by the anthrax
attacks perpetrated in the fall of 2001 and the dire threats currently posed by
international terrorists and rogue regimes. Several forward thinkers in the
federal law enforcement and national security communities had previously rec-
ognized the need to develop a robust capability in forensic microbiology given
the perceived growing threat posed by bioterrorism and biological weapons in
the hands of hostile nations. These individuals had been working to promote
such a capability before the horrible events of September 11, 2001 and the
subsequent mailborne anthrax attacks that were perpetrated against our
country."” Prior to 9/11, the efforts to build a forensic capability for the analy-
sis of microorganisms or their toxins were largely designed to foster inter-
agency collaborations on research efforts and feasibility studies in order to

*This article solely represents the views of the author and does not necessarily reflect the views
of the United States Government, the U.S. Department of Defense, or the Defense Threat
Reduction Agency.
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make maximal use of the available funding while advancing capabilities and
the knowledge base. As mentioned, recent national security concerns have
forced the issue and have lead to a much larger, better funded, and more
intensely coordinated effort to develop a strong microbial forensic capability.
Clearly the need for microbial forensic capabilities and the vigorous involve-
ment and response by the Federal Government will foster the creation of a for-
midable new discipline in forensic science and microbiology. Such a strong
forensic microbiology capability coupled with traditional “gumshoe” inves-
tigative techniques will greatly aid in attributing the source of a biological
attack. Ultimately a reliable mechanism to attribute biological attacks to their
source will aid law enforcement in prosecuting the criminals and provide the
national security community with a valuable set of tools which will help shape
the appropriate response should the perpetrator of a biological attack be an
international terrorist network or rogue nation-state. Additionally, the mere
knowledge that the United States has developed a highly dependable means to
identify the perpetrator of a biological attack may help reduce the threat of
such attacks in the future by groups or individuals for whom a desire for
anonymity is paramount.

Technology of course will be a key component of forensic microbiology.
Fortunately we are living during a time in which developments in molecular
biology are occurring at a rapid pace, and many have referred to the latter half
of the twentieth and beginning of the twenty-first centuries as being the “age
of biology.”** The rapidly expanding body of knowledge in the molecular
biology of microbial pathogens can and will play an important role in the
development of molecular tools for conducting investigations of crimes where
forensic microbiology is required to fully exploit the evidence. Certainly the
advances in molecular biology over the last 25 years or so have had a great
impact on forensic analysis of human DNA samples.”® Likewise the same will
be true for forensic examination of microbial genetic material whether the
pathogen is of a bacterial, viral, or fungal nature.

The purpose of this chapter is to provide an overview of some of the impor-
tant technical concepts that have driven the development of genetic typing
systems for microorganisms. Some selected typing methods will be discussed,
along with some of the more obvious pros and cons of the approaches. Con-
cluding this chapter is a discussion of the possible synergistic intersection
between the tools of molecular epidemiology (and taxonomy) and the need to
develop a robust set of microbial forensic genetic analysis techniques. The
reader should also bear in mind that the author’s intent is not to provide an
exhaustive analysis of every typing system developed to date nor expound
upon all the forensic issues that must be resolved surrounding such tech-
niques. Rather the intent is to give those unfamiliar with these concepts and
techniques a foundation upon which they can build as required.
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USEFUL DEFINITIONS AND CONCEPTS

There are some terms and concepts that will make it easier to understand
pathogen strain typing and the technologies that are being applied to this end.
Characterization of microorganisms by strain typing represents an intersection
between taxonomy and epidemiology, so it is useful to start the discussion from
that point.

TAXONOMY AND EPIDEMIOLOGY

A system for the forensic analysis of microorganisms will incorporate concepts
from the scientific disciplines of microbial taxonomy and modern infectious
disease epidemiology. A system of microbial forensic analysis, however, will go
well beyond the practices routinely applied in either of the aforementioned
disciplines solely. Given the incorporation of concepts from microbial taxon-
omy and epidemiology, it is useful to briefly consider some points from each
and how they are relevant to forensic investigation.

Microbial taxonomy strives to classify organisms into defined groups,
develop appropriate nomenclature for those groups, and classify previously
unknown organisms.” Forensic analyses are very similar in that forensic analy-
ses involve comparing samples from known and questioned sources to estab-
lish the origin and identity of the sample with the highest degree of scientific
certainty.' Interestingly, it is likely that as a system of microbial forensic analy-
sis evolves, such a robust analytic regime may help to sort out one of the more
controversial points in microbial taxonomy, the definition of a microbial
species. As our knowledge of molecular biology and genomics of microorgan-
isms increases, the definition of a microbial species is undergoing constant
refinement and is a source of hot debate among microbiologists.”'® The con-
troversy in the definition of microbial species arises from the discussion over
which characteristics are the most evolutionarily relevant to base a classifica-
tion upon.” This nomenclature problem becomes compounded when the word
“strain” is added to the lexicon. Some isolates of similar bacteria, viruses, and
fungi are often referred to as “strains.” For purposes of this chapter, consider
the following definition as a frame of reference: a species consists of strains of
common origin that are more similar to each other than they are to any other
strain.® A strain therefore can be thought of as a subdivision of a species." In
a forensic investigation it may be necessary to go beyond the definition of
strain to understand how strains may be related to one another.

Investigations in infectious disease epidemiology, which seek to relate a
disease outbreak to a specific pathogen, have benefited greatly from the use of
genetic fingerprinting approaches to characterize suspect pathogens isolated
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from patients.'” As molecular biology has become increasingly more sophisti-
cated, so too has our ability to fingerprint or “type” a strain of any particular
microbial pathogen. This ability has improved the practice of investigations of
disease outbreaks, because it allows the epidemiologist to distinguish the
organism responsible for an outbreak from other similar strains that may also
be present in the environment or microbiota but may not be responsible for
the disease seen in the cases."”

GENETIC CONSIDERATIONS

Genetic typing systems are able to differentiate between similar microbial
strains because of variations, referred to as polymorphisms, which are present
in the genomes of the organisms being compared. However, microbial species
can vary widely with respect to the level of polymorphisms that are found
within a genome, and this can be a complicating factor in being able to dis-
tinguish between strains.

Eukaryotic organisms, which include all organisms except bacteria and
viruses, possess large and complex genomes."” Eukaryotic genomes contain
large quantities of repetitive, highly polymorphic DNA sequences.” This
highly repetitive DNA is generally found in regions of the genome that sepa-
rate genes rather than internal to genes. However, repetitive DNA also can be
found in eukaryotic introns. Repetitive DNA consists of repeated units of
nucleotides (A, G, C, and T) that can very in length and composition. The size
of tandemly repeated sequence elements can vary from as few as one nucleotide
to more than 80 nucleotides. Repeat elements can be homomeric (i.e. com-
prised of the same base) or heteromeric (comprised of different bases). These
repeat elements are referred to as variable number tandem repeat (VNTR) ele-
ments. A subclass of VNTR elements, the short sequence repeat (SSR) element,
is comprised of repeat elements that vary from two to seven bases in length.

The highly accurate forensic identification of individuals by DNA finger-
printing exploits the large amounts of polymorphic repetitive DNA in the
human genome.® Unfortunately with the exception of perhaps fungal
pathogens, bacterial and viral pathogens have much simpler genomes, which
contain smaller amounts of repetitive DNA. However, most bacteria do contain
SSR elements, and many viruses also contain repeat elements of one type or
another."*"

In order to develop robust identification regimes for organisms lacking a
great deal of polymorphic repetitive sequences, it will likely be necessary to
investigate the use of another type of polymorphic DNA marker, the single
nucleotide polymorphism or SNP for short (pronounced “snip”). DNA
sequences comprising a gene serve as a set of instructions that are ultimately
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translated into a protein, whereas other gene-associated DNA sequences are
involved in regulatory functions. In the case of regulatory sequences and gene-
coding sequences, the actual order of nucleotides (As, Gs, Cs, and Ts) that
comprise the genetic code is important. Changing a nucleotide at a specific
position in a gene can range from no effect, to enhancing a function or com-
plete loss of function.'® The nature of the change will determine how stable
the SNP will become in the genome. For example a change in a coding region
that produces a gene-product that provides the organism with some advantage
will be more likely to be retained in the genome of the organism in successive
generations. SNPs can also reside in noncoding regions. Comparative genomic
sequencing to high confidence for multiple strains of a species will help iden-
tify which SNPs are best for use in typing. This is currently being explored for
Bacillus anthracis, which is one of the more genetically monomorphic bacte-
ria (i.e., gene sequences vary little between strains) and the causative agent of
anthrax."”

RESTRICTION ENDONUCLEASES AND
POLYMERASE CHAIN REACTION

Restriction endonucleases and polymerase chain reaction (PCR) are two
crucial tools of molecular biology which are incorporated into a number of
strain typing technologies. For the nonbiologists these terms can seem
quite intimidating, but in reality the use of these tools is quite simple to
understand.

Restriction endonucleases are simply enzymes (proteins) which cleave DNA
at a set target sequence. Imagine a restriction enzyme simply as a pair of molec-
ular scissors that will cut a piece of DNA at a specific place into fragments of
varying sizes. The enzyme will cleave DNA at every point the specific target
sequence occurs within the DNA. Restriction enzymes recognize target
sequences that are 4, 6, or 8 bases in length, depending upon the enzyme used.
Nearly all restriction enzymes recognize a unique sequence, although some
recognize the same sequence but cleave the DNA in that sequence at a differ-
ent position. For example the restriction enzyme BamHI1 recognizes the
sequence G*GATCC, with the asterisk indicating the position at which enzyme
will cleave the DNA. These enzymes are only found in and isolated from bac-
teria.'® Restriction enzymes likely arose as a defense mechanism against viruses
that infect bacteria. The viral DNA entering the bacteria will be cut apart by
the enzymes and rendered incapable of infecting the bacterium.'® Bacterial
DNA is protected from the action of its own enzymes.

Purified restriction enzymes are used in the laboratory to cut DNA into
fragments the number and size of which depend on the position and distance
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separating each target sequence. Fragments of DNA can be separated in a
porous sieving matrix by their size using an electric field to propel the DNA.
DNA is negatively charged and will move towards the positive pole in an elec-
tric field. The process of separating DNA fragments in this manner is called
electrophoresis.'” When the current is turned off, the DNA fragments will
remain separated in the porous matrix and can be visualized to reveal a pattern
of bands. The resulting pattern will vary depending on the size and number
of the fragments generated by the enzyme digestion. Multiple enzymes can be
used in the same reaction digest to generate more complex patterns. In a sense,
this process is an indirect measure of sequence variability. That is, “indirect”
in the sense that only the number of recognition sequence found in the DNA
is identified; restriction digestion does not provide any information about the
intervening sequence. The ability to cut DNA at defined sequences is one of
the critical discoveries that helped foster the development of recombinant DNA
technology and the biotech revolution that followed."

The discovery of the PCR was truly a milestone in molecular biology. Kary
Mullis, the inventor of PCR, published his seminal paper describing the
process of PCR in 1986.%° Likewise the development of the PCR using a heat-
stable enzyme had a profound impact upon molecular biology, ultimately
allowing for the development of rapid automated analytical systems.”' Simply,
PCR is an in vitro molecular copying technique which can generate millions
of copies of a specific target DNA sequence located anywhere in a genome.
This process is conducted in the laboratory in a test tube; generally biochem-
ical processes when carried out in a laboratory test tube are referred to as being
done in vitro. As summarized in Figure 12.1, PCR has four critical require-
ments which are: (a) two synthetic oligonucleotide primers (each ~20
nucleotides) that are complimentary to regions on opposite DNA strands
(DNA is a double-stranded molecule that can best be thought of as a ladder
twisted to resemble a spiral staircase) which flank the target sequence.
Oligonucleotide primers are short pieces of DNA which can be chemically syn-
thesized to any desired sequence composition; (b) a target sequence of DNA,
referred to as “a template” which is embedded in a larger stretch of DNA. Target
sequences can be anywhere from 100 to 35,000 bases in length; (c) a ther-
mostable DNA polymerase that can tolerate temperatures of 95°C or greater.
Currently, the enzyme of choice is called Taq polymerase, named because it
was isolated from the bacterium Thermus aquaticus which lives near undersea
geothermal vents; and (d) the four building blocks of DNA, called deoxyri-
bonucleotides, A, G, C, and T."” Before the steps of a PCR can be initiated, the
reaction components consisting of a large excess of the primers, the template
DNA, the Taq polymerase, the deoxyribonucleotides, and a special buffer solu-
tion are mixed together in a test tube which is then placed into a computer-
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FIGURE 12.1 A schematic depicting the steps and components of a “single-plex” simple PCR.

controlled machine called a thermocycler. A thermocycler is essentially a pro-
grammable heating block into which the test tubes are placed. The machine
will strictly control the temperature of the reaction inside the tubes for selec-
table amounts of time and through various cycles of heating and cooling. A
PCR cycle consists of three steps. The steps in a PCR cycle are denaturation,
renaturation, and synthesis. During the denaturation step, the temperature of
the reaction is raised to 95°C for about 1 minute, which promotes the separa-
tion of the double-stranded template, or target, DNA into single strands. Next
during the renaturation step, the reaction temperature is gradually cooled by
the thermocycler to 55°C, during which time the primers (in vast excess rel-
ative to the target) will bind to their complimentary sequences in the template
DNA. Finally, the temperature is raised to around 72°C, which is the optimal
temperature for the Taq polymerase to function and begin synthesis of a new
DNA strand using the target DNA as a template. A single PCR cycle lasts
between 2-5 minutes, and the number of cycles in a PCR typically range from
25 to 40, depending on the assay. As the PCR reactions are subjected to more
cycles, the amount of newly synthesized target DNA grows exponentially. It is



240 FORENSIC GENETIC ANALYSIS OF MICROORGANISMS

in this manner that PCR is said to “amplify” the target sequence. Additionally
reactions can be “multiplexed” by including additional pairs of primers for
other target sequences such that multiple target sequences will be amplified
simultaneously during each PCR cycle."

OF DENDROGRAMS AND PHYLOGENETIC TREES

Although actual data from “strain typing” techniques will not be presented in
this chapter, it is still useful to include a brief conceptual description of the
format in which strain typing data are often presented, that is, the dendrogram
or “tree diagram.” Dendrograms that show relationships among organisms
based on evolutionarily relevant characteristics such as the variation in DNA
sequence of a gene are referred to as phylogenetic trees. The organisms com-
pared are placed on the tree diagram relationally to how divergent or similar
the organisms are with regard to whatever characteristic(s) is being used to
compare them. Some examples of compared characteristics include the
number of nucleotide differences in a compared gene or DNA sequence, the
presence or absence of bands generated during a restriction digest, or the pres-
ence or absence of amplified PCR products. The length of the lines on the tree
and the distances between the branch points can be calculated by a variety of
complicated mathematical algorithms. Textbooks have been written describ-
ing these algorithms, their application, and how to generate the correct type
of tree diagram depending upon what type of characteristics are being com-
pared.”” However for those simply wishing to have a general understanding of
what the data mean, the following is generally a good rule of thumb. The more
branch points that separate two organisms on a tree diagram, the more differ-
ent the two organisms are with regard to that characteristic(s). The converse
is also true, that is, the fewer branch points that separate the organisms the
higher the degree of similarity they have with regard to the characteristic(s)
being compared. Organisms that are not separated by any branch points are
thought to be indistinguishable with regard to the characteristic(s) being com-
pared. As a caveat to this, the construction of these tree diagrams can vary for
the same set of organisms depending upon which characteristic(s) is used for
comparison and which algorithm is being used to calculate distance on the
tree. This can lead to some controversy in estimated relationships if different
characteristics vary wildly in evolutionary character. The careful observer
should bear this in mind when “absolute” pronouncements are made about
organism relatedness based on comparison of a single characteristic. Gener-
ally, the more characteristics that are compared which generate similar trees
using different methods are likely better measures of relatedness between
organisms.
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MOLECULAR GENETIC TECHNIQUES FOR
STRAIN TYPING

As mentioned in the introduction, this chapter is not intended to give a com-
plete and exhaustive treatise on every type of technology used to genetically
differentiate or “type” microorganisms. Rather, the intention is to give a broad
survey of some of the more prevalent techniques present in the scientific lit-
erature, some representative examples of their use, and where possible discuss
some of the pros and cons of employing a particular method. Whole-genome
sequencing is a powerful technique, which will no doubt greatly aid forensic
microbiology capabilities. Comparing the complete genomic sequence of two
or more organisms is of course the most complete genetic-based comparison
possible. Any and all genetic divergences and similarities between organisms
can be readily discovered by this approach. However, the cost of employing
this technology to the potentially large number of pathogen samples which
could arise during the course of a forensic investigation renders the approach
impractical for routine forensic analysis and similarly impractical for routine
epidemiologic investigations. For example, the estimated cost to determine to
high confidence the sequence of one complete genome consisting of ~5.2
million base pairs (less than 580 times smaller than the human genome) for
the bacterium Bacillus anthracis was ~$140,000.” Sequencing 7-10 samples
will cost well over $1,000,000. Whole-genome sequencing is a tool that cur-
rently is best used to identify highly variable regions of pathogen genomes that
can be exploited for development of new genetic typing protocols and for
forensic analysis.” Before whole-genome sequencing could be done as rapidly
as it can be done today, and given the high cost, other less costly approaches
were developed to genetically differentiate between related strains of microor-
ganisms. These “strain-typing” techniques have served epidemiologists inves-
tigating the source of disease outbreaks and researchers studying evolutionary
relationships between microorganisms. There is a considerable body of scien-
tific literature describing these approaches and general acceptance of the utility
of these techniques in the scientific community. Certainly this does not imply
that there are never disagreements, but in general the techniques that will be
discussed have found applications in both molecular epidemiology and
research.

MULTILOCUS SEQUENCE TYPING

As mentioned, comparing the complete sequence of entire genomes will
reveal any and all genetic differences between the organisms compared. Mul-
tilocus sequence typing (MLST) is a technique that can be used to compare
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microorganisms based on the DNA sequence of a set of genes rather than a
single gene. This technique is usually used to compare microorganisms based
on the sequences of conserved “housekeeping” genes (i.e., genes that are
always expressed in the organism because they are essential for life func-
tions).”’ This technique incorporates a PCR step to amplify the target regions
to produce enough DNA for accurate sequencing.” Entire gene sequences can
be examined, but generally only portions of the genes (some of which can be
quite large) are sequenced and compared. MLST has been used in typing many
bacterial pathogens of epidemiologic significance including Neisseria menini-
gitidis, Listeria monocytogenes, Eschericia coli O157:H7, and antibiotic-resist-
ant strains of Staphylococcus aureus.”*

Some advantages of MLST include a high degree of reproducibility between
laboratories, the easy portability of sequence data between laboratories, and
the ability to tailor the technique to examine nearly any set of genes for com-
parison. A major disadvantage of this technique becomes obvious when MLST
is used to type genetically monomorphic microorganisms. For organisms such
as Bacillus anthracis whose strains show very little genetic variability, it is very
difficult to differentiate between isolates. In such strains, housekeeping genes
and most other genes often show little or no variability, and, thus, other targets
will need to be selected.'**” Another disadvantage to MLST arises from the pos-
sible introduction of bias when selecting genes to sequence, and even the
region of a gene selected may not turn out to be the best choice, because the
selected region may be less variable than other regions of the gene.

RESTRICTION FRAGMENT LENGTH
POLYMORPHISM TYPING

The basic premise of this technology revolves around using restriction enzymes
to digest a DNA sample into fragments and to separate the resulting fragments
by size by electrophoresis to produce a characteristic pattern or “fingerprint.”
This pattern varies based on the number of times the enzyme recognition
sequence occurs in the target DNA sequence and/or the number of interven-
ing repetitive sequences contained within a generated fragment. Restriction
fragment length polymorphism (RFLP) analyses can be used to examine restric-
tion site polymorphisms in DNA targets of varied size. Indeed, RFLP typing
was the first DNA fingerprinting method to be used to establish human iden-
tity.® For typing microorganisms, the differences in patterns between strains of
the same organism are usually referred to as polymorphisms in this context.
RFLP analyses can be used to examine entire genomes. Following a genomic
digest, a modified form of electrophoresis called pulsed-field gel elec-
trophoresis (PFGE) separates the resultant fragments, some of which are very
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large in size. PFGE makes use of the fact that very large DNA fragments, which
are usually not separated well using standard electrophoresis, can be resolved
if the electric field is turned on and off at set intervals (pulsed).” Images of
the electrophoresis patterns can be produced and compared for different strains
and isolates of pathogens. The user community generally refers to this kind of
typing simply as PFGE. The PFGE technique has been used successfully in
molecular epidemiological investigations of foodborne and hospital-borne
infection outbreaks for a wide number of pathogens. The relative utility of the
approach has formed the basis of a sophisticated laboratory response network
supported by the Centers for Disease Control and Prevention. This laboratory
network has instituted standardized protocols, established computerized data-
bases of PFGE patterns for outbreak strains, and has become well-integrated
with the public health department labs in nearly every state.”® It is truly an
effort to be commended and one that is conceptually similar to the Combined
DNA Index System (CODIS) database of human DNA fingerprints maintained
by the FBI and U.S. Government.®

Ribotyping, another form of RFLP-based genetic typing, examines poly-
morphisms in restriction sites present in the ribosomal RNA gene. In eukary-
otic organisms and bacteria, the ribosome is comprised of a protein-RNA
complex crucial to the synthesis of proteins.'” Ribosomal RNA (rRNA) genes
are highly conserved but do show variability in some regions. Analyses of
rRNA gene sequences have been used in evolutionary studies and in studies
of microbial diversity. The Center for Microbial Ecology at Michigan State
University maintains the “Ribosomal Database Project” with support from the
National Science Foundation and the U.S. Department of Energy. The database
holds over 64,600 bacterial ribosomal RNA gene sequences.”’ This enormous
collection of sequences is an excellent source of information about bacterial
diversity with respect to this gene, and helps to identify the most variable
regions of the gene between and among species for use in developing typing
protocols. As an example, ribotyping has been applied to investigate outbreaks
of foodborne illness due to Listeria moncytogenes, Chlostridium perfringens,
and Salmonella enterica.’®>* Additionally, automated platforms have been
developed to support this technique.” These automated systems help to reduce
variability in the results and increase the speed and efficiency by which the
analyses can be performed.”!

While RFLP-based methods have been used with a good deal of success in
epidemiological investigations and offer some advantages in the simplicity of
the technique, these methods do suffer from some drawbacks. RFLP methods
that do not incorporate a PCR step require larger quantitites of target DNA
to employ, and restriction enzyme polymorphisms may have insufficient
variation to distinguish between isolates of closely related strains. Ribotyping
is not applicable to viral pathogens, because these parasites lack rRNA genes.
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Other gene targets for RFLP analyses will need to be explored for viral
pathogens. Some PFGE patterns from whole-genomic analyses can be very
complex with many bands, which can make interpreting the patterns
challenging."

PCR-BASED GENETIC TYPING

There are a number of PCR-based typing systems which are in use, but for
purposes of this discussion only two will be considered: amplified fragment
length polymorphism (AFLP) and multilocus variable number tandem (MLVA)
repeat analysis. AFLP was first described in 1995.% It is a powerful DNA fin-
gerprinting technique that incorporates aspects of PCR and RFLP. In AFLP,
restriction fragments from a total genomic digest (the enzymes employed are
determined by the user) have short double-stranded oligonucleotides (adap-
tors) of defined sequence joined (ligated is the correct term) to both ends of
the restriction fragment.”> The adaptors can then serve as complimentary
sequences for a defined set of PCR primers that are complimentary to the
adaptor sequence and part of the restriction site sequence with some exten-
sion into the sequence flanking the restriction site. The fragments are then
selectively amplified by PCR to produce a pattern of fragments of various sizes
similar to the patterns generated by RFLP analysis. Incorporation of labeled
primers which carry a fluorescent molecule (a “fluorescent tag” ) has adapted
the AFLP technique to run on automated DNA sequencing machines. Some
examples of applications for the AFLP technique include typing geographi-
cally diverse collections of Bacillus anthracis isolates, studying the diversity of
Bacillus cereus and Bacillus thurengensis isolates from Norwegian soil, and
studying the genetic diversity of Vibrio cholerae (causative agent of cholera)
isolates from the Chesapeake Bay.”*® AFLP is also being explored as a tool in
bacterial taxonomy investigations, because of the power shown by AFLP to
discriminate between highly related strains of the same species.”® AFLP is
advantageous because it can be used to type organisms for which very little or
even no sequence data are available.

AFLP generates data that are, in a sense, binary, meaning the fragments are
either present or they are not. Such “two-form” data in the lexicon of the
geneticist is termed “bi-allelic” where alleles can be thought of as different
forms of a genetic site or a gene. For pathogens that show very little genetic
diversity, bi-allelic typing markers may be insufficient to discriminate between
closely related isolates. More complex discriminatory markers with more than
two forms may be required. VNTR elements are such markers, and they can
have many different forms. The number of forms will vary according to the
number of repeats that are found in the element. In VNTR analyses, sequences
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flanking the VNTR element are amplified using PCR primers, and the size of
the fragments generated is then scored. Fragment sizes will vary depending
upon how many repeats are present in the element.* Fluorescent-tagged PCR
primers are used to facilitate automated analysis. By using different colored
fluorescent tags and primers, the analyses can be multiplexed to score several
VNTR elements at once, hence the name multilocus VNTR analysis (also
known as MLVA).* This approach has been shown to be very powerful for dis-
crimination between closely related isolates of organisms such as Bacillus
anthracis, Yersinia pestis, and Francisella tularensis.*** The power of the MLVA
approach lies in the multi-allelic nature of the data produced compared to the
bi-allelic nature of AFLP or RFLP data and the high mutation rate of VNTR
elements. The drawback to the MLVA approach is that it cannot be used on
an organism for which no sequence information is available. DNA sequencing
(or hybridization assays) is required to identify possible VNTR locations (loci)
in the genome of an organism.

VIRUSES AND FUNGI

Nearly all of the techniques discussed so far have been largely applied to the
typing of bacterial pathogen strains. However, typing systems have been
employed to examine viral pathogen strains and fungal pathogen strains. So it
is worth discussing these pathogens as well. By and large the systems to genet-
ically type viral pathogens and fungal pathogens are not as widespread in use
as those implemented for bacterial species.

Viruses pose a unique set of problems for the development of typing
regimes. However, these problems are not insurmountable. For example, many
viruses use RNA instead of DNA as their genetic material, which renders direct
DNA fingerprinting of viruses such as foot-and-mouth disease virus, influenza,
or measles virus impossible. In order to employ RFLP-type methods on
these viruses, the viral genetic material must first be converted to DNA and
then amplified using a PCR step. This process, called reverse transcription
(RT)-PCR, utilizes the enzyme reverse transcriptase to convert the viral
RNA genome to DNA, which can then be amplified by PCR.? However, for
viruses with smaller genomes the number of bands produced may be few.
Viruses possessing small genomes (viral genomes can range in size from a
few thousand bases to several hundred thousand) may best be typed by direct
sequence analysis, both for cost and efficiency. Also, by using sequence
analysis from many similar viral isolates, SNP loci can be identified for use as
typing markers. In the near future as more and more viral isolates are
sequenced, the development of rapid typing procedures should proceed at an
accelerated pace.
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Although fungi possess DNA as their genetic material, their genomes are
more complex and larger than those of viruses or bacteria. With regard to
typing pathogenic fungi, two techniques predominate: RFLP analysis, which
has already been discussed, and a PCR-based technique called random ampli-
fied polymorphic DNA (RAPD).** RAPD has also been used with some
success in typing bacterial strains.' RAPD uses a multitude of oligonucleotide
primers, 10 nucleotides in length, consisting of random sequence composition
to amplify fragments throughout the genome by PCR. Numerous primer
sets must be tested to achieve the desired levels of variability in the datasets
to produce meaningful discriminatory typing results.* The effectiveness of
RAPD typing varies widely with primer sets and fungal species and is not
optimal for all fungal species.” Finally, it can be expected that many of the
identification assays used for eukaryotes, such as humans, are likely to be used
on fungi.

CONCLUSIONS

While there are many genetic typing systems available to examine diversity
among microorganisms and differentiate between closely related clinical iso-
lates, having a typing system is not the same as having a robust, reliable foren-
sic examination technique. Forensic discrimination and identification systems
for microorganisms will require high confidence levels in the data such systems
generate. Many of the typing systems discussed have variable applicability for
different species within the same class of organism, with some being quite pow-
erful for discrimination between closely related isolates and others being less
informative. For any typing systems selected as possible forensic tools, numer-
ous issues surrounding variability between species of microorganisms will
need to be understood, error rates will need to be quantified, and any issues
of reproducibility between laboratories must be resolved. Additionally, given
the inherently high mutation rates of microorganisms, the effects of mutation
and population biology on the typing data must be understood before high-
confidence data can be generated. Validation of genetic typing techniques also
needs to be carried out on panels of well-known and fully characterized
samples before being applied to obtain the most information possible. It is also
desirable to have more than one type of forensic genetic analysis to use on a
sample, and it will require a great deal of systematic comparison studies to
determine which techniques may be best for which organisms.

Some species of organisms may require sequencing of many representative
genomes before typing systems can effectively exploit the variation. For some
viral pathogens with small genomes, either full genomic sequencing or SNP
analysis may become the typing system of choice.
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Although not discussed herein, new technologies, such as microarrays, will
certainly aid in the development of robust forensic genetic typing systems.
Microarrays commonly called biochips consist of tens of thousands of oligonu-
cleotides of known sequence arranged in a grid on a solid surface such as a
glass chip.* Microarrays could be especially useful for interrogating samples
for SNPs or VNTRs. These applications also will have to be evaluated before
they can be fielded as a capability.

Overall current genetic typing systems for microorganism provide a good
foundation that can be built upon to develop the highly reliable system of
microbial forensic genetic analysis our nation requires. For some organisms,
such as the highly mutation prone RNA viruses, the very nature of their biology
may prevent achieving forensic confidence levels such as those achieved in
human DNA fingerprinting. However with vigorous and well-funded research
programs in microbial forensics, it is likely that our capabilities will become
very powerful. Such potent microbial forensic capabilities will no doubt
improve public health epidemiology, deter our enemies from using biological
weapons, and ensure that those who remain undeterred are ultimately brought
to justice.
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1

The study of bioweapon manufacturing signatures is a multidisciplinary effort
to elucidate the molecular and morphological signatures or “fingerprints” of
microbial entities such as bacteria, viruses, and spores. Our goal is to deter-
mine how, when, and where these agents were produced, addressing key issues
such as the sophistication and knowledge level of the producer, the geo-
graphical origin of the component materials used to produce the agent, and
the time of manufacture relative to release or discovery. Of great importance
are techniques that can analyze individual agent particles and thus are appli-
cable to trace samples that may contain only a few agent particles, or samples
that are contaminated by debris unrelated to the agent or its production.
Observations are made at the single-organism level by employing high-
resolution, high-sensitivity techniques such as atomic force microscopy,
Raman spectroscopy, time-of-flight mass spectrometry, and accelerator mass
spectrometry, which directly measure microbial intrinsic physical properties
such as shape, size, mass, molecular vibrations, fluorescence, and isotope com-
position. Results from these analyses can be correlated with known growth
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and processing steps. Ultimately, these disparate data types (e.g., images,
spectra, and text) will be combined, producing a signature library that corre-
lates morphological and compositional features with agent manufacturing
methods to determine an organism’s unique biological signature.

This work was performed under the auspices of the U.S. Department of
Energy by the University of California, Lawrence Livermore National Labora-
tory, under Contract No. W-7405-Eng-48.

INTRODUCTION

According to Webster’s Dictionary, a signature is “a distinguishing or identify-
ing mark.” Signatures are commonly used in the process of “attribution,”
defined by Webster’s as “the process of ascribing (an event) to someone or
something.” A common signature is our name signed at the bottom of a letter;
retinal scans and palm prints are becoming more common. This chapter is con-
cerned with methods that can determine chemical or structural features of bio-
logical agent particles that are signatures of particular methods of growth and
post-growth processing (often referred to as “weaponization”). The detection
of these signatures in a sample of a bioweapon (BW) agent can aid the attri-
bution effort by indicating the level of sophistication of the producer, his access
to particular types of agent weaponization information, and the likelihood that
he could produce—or has produced—the material at a significant scale, and
by providing essential sample matching data for ascertaining a putative rela-
tionship with other samples obtained in other venues. In addition, it may be
possible to identify at least some of the materials used in the manufacturing
process, correlate them with reference materials that have known geographic
or temporal provenance, and determine the date of manufacture of the agent
to within months or weeks.

“Signature” differs from “forensic.” Webster’s defines “forensic” as “belong-
ing to courts of judicature” and “used in legal proceedings.” The ultimate goal
of forensic sciences is to find evidence or information that will either incrim-
inate or exclude a subject, enabling arguments in court that can prove to a rea-
sonable degree of certainty that the crime was or was not committed by the
accused. As such, many signatures comprise a forensic study. One signature
alone is most often insufficient to convincingly prove guilt or innocence. It is
the great preponderance of evidence, rather than the “smoking gun,” that most
commonly convicts a criminal. While a salient goal of the attribution effort is
to find evidence that will enable courtroom arguments to be made, it should
be noted that this is not the only utility of manufacturing signatures. Non-
forensic utility includes delimiting the scope of an investigation, providing
information for threat assessment (e.g., in the case of an extortion attempt
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where a BW agent is sent to law enforcement officials to demonstrate the cred-
ibility of the threat), and in informing decisions for military counterprolifera-
tion actions.

An example of the use of biologicals in forensic science is DNA, amplified
by the polymerase chain reaction (PCR) technique, legally admissible in court
as evidence. DNA evidence has been used successfully in court to convict or
clear people of crimes because each person’s DNA is unique. That same char-
acteristic uniqueness of DNA has not been established for bioweapon agents.
A BW agent may be obtained from an environmental source deliberately
chosen to mislead investigators or, more simply, many people and laboratories
may possess virtually genetically identical biological agents, thus reducing the
uniqueness factor of DNA and establishing a requirement for other corrobo-
rating signatures to link the bioagent to the perpetrator of the biocrime. As
we shall see, there are other powerful techniques which can be employed to
uncover these signatures.

One of the basics of criminalistics is Locard’s Exchange Principle:' When
any two objects come into contact with each other, there is always a transfer
from one object to the other. When you walk into a room, you “change” the
room, and the room may change you. Enter, turn around, walk out without
touching anything; you will still have left something behind: a grain of sand
from your shoe, a fiber from your car, a hair belonging to you or someone you
touched.

Manufacturing signatures can be thought of as a manifestation of that basic
tenet of forensic science. While the person producing the agent does not nec-
essarily leave hair behind, he or she may leave other clues: starting material,
processing or growth media components. Just like a coroner at an autopsy,
many things may provide a clue—nucleic acids, proteins, lipids, metabolites,
crystals, surface charge, trace elements, elemental compositions, isotope ratios,
and morphology. A simple example is the isotopic composition of microbes,
which approximates that of the culture medium, and can be related to the iso-
topic composition of the water and nutrients used to grow them. In addition,
culture conditions will always leave some mark on the structure and compo-
sition of an organism through the metabolic influence of nutrient composi-
tion, temperature, and aeration conditions. Metabolites resident in the culture
medium are very likely to accompany the organisms when they are harvested
and concentrated, and can specifically adhere to the outer surfaces of cells,
spores, or virions.

In our attempts to identify these clues, we focus on those signatures that
are unalterable regardless of attempts to wash or prepare the bioweapon to
remove all traces of growth or processing methods. Therefore, in addition to
looking at the bulk sample, we are investigating the surface as well as the
overall composition of individual biological agents (e.g., a single bacterial
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TABLE 13.1 Advantages and disadvantages of detection methodologies

Method Advantages Disadvantages
DNA Unique identification of Must have target sequences
species and strains of beforehand
organisms Requires amplification (PCR)*
Admissible in court Provides no information on

growth or processing methods

Non-DNA: indirect Wide-spread use Must have antibodies beforehand
detection Large number of antibodies No information if antibody does
available not bind to target
Standard detection methods False positive if antibody binds to
available the wrong target

Can be relatively inexpensive
and portable

Non-DNA: direct Always provides information: Requires high-sensitivity, high-
detection” does not depend on prior resolution techniques
knowledge of target Signatures libraries used for
No antibody required identification
No target amplification (copying) Instruments can be expensive
is required and relatively nonportable

Measure intrinsic properties of
target (shape, elemental
composition, vibrations)

“Polymerase chain reaction (PCR) is used to amplify (make thousands of copies of) a piece of
DNA.
"See Table 13.2 for methods.

spore), searching for chemicals or signals which can uniquely identify how,
when, and where the sample was made. We are correlating these signatures
with known growth and processing steps. It should be recognized that DNA
analysis provides no information regarding these issues. Many clues exist—we
need to apply multiple high-resolution techniques to find them.

Before discussing specific non-DNA analyses, a brief explanation as to how
our approach fits into the overall microbial forensics picture is in order (see
Table 13.1). DNA is receiving a lot of attention as a signature of an organism,
as described amply elsewhere in this book. However, in order to use DNA,
PCR must be used to greatly increase its quantity by making copies (called
“amplification”) so that the DNA can be detected by today’s techniques. There-
fore, primers must be determined beforehand, that is, a priori. These primers
may be specific for an organism, with the risk that the chosen primers will not
be unique for the given organism, or the primers may be more generic, as in
the case of amplified fragment length polymorphism (AFLP).* For example, if
the primers are chosen to be unique to a given bacterial strain, they will only
find that specific organism; other primers must be chosen to find other spe-
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cific organisms. If the primer does not find the agent (i.e., amplify the DNA
for detection), no information is learned beyond the fact that that specific
organism is not there. If a more generic approach to generating DNA primers
is taken, the specificity or certainty of identification of the organism is dimin-
ished.>* Furthermore, a commonly used region for primer development (e.g.,
16S rRNA genes) could be easily mutated such that the agent would escape
detection. With either approach to DNA primers, no information addressing
the method of preparation is obtained.

For non-DNA constituents, which themselves are not amenable to amplifi-
cation, there exist indirect and direct methods for detection and identification
(see Table 13.1). A major group of indirect detection methods employed in the
present day is the immunoassay. These assays use an antibody to bind the target
(e.g., toxin or protein), and the antibody-target complex is then detected by
any of several means such as Western blot, immunohistochemistry, and flow
cytometry. Similar to PCR primers, the antibodies must be generated a priori
and, in addition, the antibody must bind to the target molecule in the partic-
ular environment that is required (i.e., tissue, gel, solution). If the antibody
does not bind for any reason (e.g., the target is not there or the antibody could
not find the target), no information is derived from the test, as was the case
for DNA (PCR).

The antibodies which bind to a target molecule are themselves “tagged”
with a fluorescent molecule so that when the antibodies attach to the target,
that complex (antibody + target) can be detected. What is really being detected
or measured is the fluorescent antibody—we assume it bound to the correct
target. But how do we know that what really bound to the antibody is
what we wanted? This can be more challenging than it may seem. For example,
an antibody was believed to bind an organism, only to find that the antibody’s
actual target (epitope) was a media component stuck on the surface of
the organism.” Furthermore, the fluorescent tags attached to antibodies are
known to bleach after only a short time, no longer emitting any detection
signal.

What is needed are direct methods which can fingerprint the non-DNA mol-
ecule itself by measuring the molecule’s intrinsic properties (Table 13.2). These
methods would be able to detect both known and unknown molecules, a major
advantage in our changing world where genetic engineering is commonplace.
The techniques must have the sensitivity and resolution to detect and identify
single molecules or spores. PCR amplification and immunoassays have the
disadvantage of requiring prior knowledge of the target (i.e., one only finds
what one seeks); information about unknown molecules is lost. With direct
methods, a known target can be identified through use of signature libraries,
and an unknown entity detected and stored for further analysis. In this way,
all detected compounds provide information whether they are identified or not. No
information is lost.



TABLE 13.2 Summary of analytical techniques applied to the analysis of bacterial spores. Indications of which intrinsic properties are
measured are included. Bulk refers to analysis from an entire spore, surface refers to measurements from only the surface of a single spore

Vibrations/
Images Elements rotations Masses

Abbreviation Name of technique Bulk  Surface  Bulk  Surface  Bulk  Surface  Bulk  Surface
SEM/EDX Scanning electron microscopy with X X

energy dispersive X-ray microanalysis X
AFM Atomic force microscopy* X

Raman spectroscopy X
SERS Surface-enhanced Raman spectroscopy” X
BAMS Bioaerosol time-of-flight mass spectrometry* X
ToF-SIMS Time-of-flight secondary ion mass spectrometry” X X
AMS Accelerator mass spectrometry® X
PIXE Particle-induced X-ray emission/ X
STIM Scanning transmission ion microscopy® X

“AFM with carbon nanotube tips can generate images with ~20 A resolution.

"SERS utilizes nonfunctionalized nanoparticles; no need for antibodies and nanoparticles do not photobleach.

‘BAMS is real-time, reagentless, and uses only electricity.

“ToF-SIMS analyzes 1 nm layer with 150 nm spot resolution and ppm sensitivity.

‘AMS can quantify attomoles (i.e., 10~18 moles) of '*C in samples of size <1 mg at a precision of better than 1%.
JPIXE provides quantitative analyses of element distributions with elemental sensitivities that can approach 0.1 mg/kg.
SSTIM accurately quantifies sample mass without specific standards.
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INTRINSIC MOLECULAR PROPERTIES:
FINGERPRINTS

Just as people possess unique biometrics such as retinal scans and fingerprints,
biological entities also have “fingerprints.” Distinct shapes and sizes of mole-
cules and other targets (e.g., spores) are the most obvious; both the overall
bulk shape as well as detailed surface features are characteristic fingerprints
amenable to high-resolution imaging. Molecular vibrations and rotations,
created by forces unique to interactions between atoms comprising the mole-
cules, are also specific fingerprints and can be directly measured by several
techniques. Electrons in molecules also provide signatures: Molecules absorb
UV light (electrons excited to higher energy states) at specific wavelengths
characteristic of their molecular composition. They also emit or give off
absorbed light (fluoresce) at characteristic frequencies (electrons return to a
lower energy state and emit photons), providing another fingerprint of the
molecule. When excited at high energies, electrons from the inner shells of
atoms (closest to the nucleus of an atom) can be ejected. When other elec-
trons fall back into the vacant site thus created, they do so simultaneous with
emitting a characteristic X-ray photon. Individual atoms, molecule fragments,
and entire molecules have masses which are characteristic fingerprints; impor-
tantly, isotopic ratios (same element, different mass) may indicate where the
growth ingredients are from geographically.

The techniques to analyze these intrinsic molecular properties are well
established. It is the application of the technologies to the problem of single-
cell microbial forensics that is in its infancy and rapidly evolving. The intent
of this chapter is to illustrate the potential of employing these technologies to
examine individual bacterial spores, describing what may possibly become
routine biological signature analysis in the future.

A MULTIDISCIPLINARY APPROACH TO
BIOLOGICAL SIGNATURES

Achieving a sound scientific basis for correlating manufacturing processes to
measurable intrinsic signatures will require a unique, multidisciplinary effort,
ranging from information collection and analysis to experimental microbiol-
ogy, analytical chemistry, physics, and state-of-the-art instrumental materials
characterization. The Intelligence Community is a source of information about
BW manufacturing processes associated with foreign programs. In addition,
much of the information that is available to terrorists comes from a variety of
unclassified sources such as underground cookbooks, Internet recipes, open
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scientific literature, and occasional releases of sensitive information in news-
media reports. Manufacturing methods can be gleaned from these sources and
used in simulation experiments, while remaining cognizant of relevant differ-
ences between the biological simulant and the actual bioagent.

We are employing a variety of techniques in the analysis of bioagents them-
selves, specifically bacterial spores. A summary of the analytical techniques to
be discussed in this chapter is given in Table 13.2. The list is not meant to be
exhaustive, but represents a sampling of the forward-looking capabilities we
have in a single location to focus on this challenging problem of biological sig-
natures; experimental data are shown to illustrate the application to the analy-
sis of bacterial spores. All of these techniques, with the exception of accelerator
mass spectrometry, can analyze a single biological entity such as a single bac-
terial spore, thereby obviating the need for large quantities of sample material
and ensuring that our measurements are from the particle itself and not from
contaminating matrices. We are working toward a common sample analysis
platform whereby future analyses will be performed as much as possible on
the same exact spore. Comparison of measurements across single particles will
be important for establishing the precision and accuracy of inferences that can
be made from such data. A brief description of each method (see Table 13.2)
follows.

OVERVIEW OF CHARACTERIZATION
TECHNIQUES

Scanning electron microscopy (SEM) provides excellent images of the spore
surface. Low beam energies (approximately 1.2keV) give images of the outer
surface detail, while higher beam energies (approximately 15keV) penetrate
the outer exosporium and image the inner coats of the spore. When combined
with energy dispersive X-ray microanalysis (EDX), the elemental composi-
tion can be determined on the exact same imaged sample, providing a direct
connection between the image and its elemental composition. Atomic force
microscopy (AFM) allows very-high-resolution imaging of the sample surface,
scanning a wide range of fields from 20nm (0.02um) to 150 um. Resolutions
on the order of tens of nanometers, with height resolution of 0.1nm, are
routine; by utilizing carbon nanotubes as imaging tips, image resolutions of
less than 1nm can be achieved. The major advantage of AFM is its ability to
image directly in a fluid.

Raman and surface-enhanced Raman spectroscopy (SERS) probe molecu-
lar bond vibrations and rotations to produce characteristic spectra. Here, elec-
trons in the molecules are excited from a vibrational level to a “virtual level”
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lying above the ground state vibrational levels but below the excited electron
states and return to a different vibrational level, emitting a characteristic
photon indicative of the “Raman shift” as they do so. Raman effects have a low
“cross-section” or probability of occurring; however, by placing the molecule
near a gold or silver surface, the Raman signal is enhanced by factors as large
as 10"! This effect is highly local (as is the electric field) and hence can be
taken advantage of to probe surfaces of biological agents such as spores.
Protein secondary structure can be determined by its characteristic Raman
peaks; by adsorbing gold or silver nanoparticles (~80nm in diameter) to the
surface of a biological agent, only the proteins or other molecules in the local
vicinity of the nanoparticle (of order 10nm) are analyzed.

In general, mass spectrometry measures the masses (i.e., mass-to-charge
ratios) of ions and molecules. There are several types of mass spectrometers
and a wide variety of sample introduction and ionization methods. Bio-Aerosol
Mass Spectrometry (BAMS) is a novel real-time technique for the rapid iden-
tification of individual bio-aerosol particles using mass spectrometry. It is the
hybrid of a relatively new method of mass spectrometric sample introduction
and a novel method of analyzing the resulting data in real-time. BAMS can
operate autonomously, consumes only electricity, and is unique in that it allows
for the reagentless analysis of a complex environmental sample without any
prior sample preparation or discrimination. It is currently capable of detect-
ing and identifying individual cells sampled directly from the air within an
aerosol of many background materials in real-time with no reagents. Bacillus
spores have been successfully characterized and can be efficiently distin-
guished from fungal spores, vegetative bacteria, and many other biological and
nonbiological background materials in real-time.

Time-of-flight secondary ion mass spectrometry (ToF-SIMS) also separates
molecular fragments by their size (and, hence, their “time of flight”), but this
instrument utilizes an ion beam rather than a laser to generate those fragments.
Because it uses an ion beam, the energy can be lowered so as to analyze approx-
imately one atomic layer at a time. The ToF-SIMS captures elemental data
(to generate chemical maps) as well as molecular fragments (to generate
mass spectra), and does so on a depth-dependent basis (to generate a depth
profile).

A third type of mass spectrometry, accelerator mass spectrometry (AMS),
is the most sensitive of all techniques included here. AMS combines mass spec-
trometry and nuclear detection to measure the concentration of an isotope
in a sample. The accelerator is required because the molecules to be broken
are only broken at million-electron Volt (MeV) energies, in contrast to the
kilo-electron Volt (keV) energies normally used in mass spectrometry. For
biological samples, '*C measurements are made by first converting the sample
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to graphite, followed by ionization and subsequent acceleration to finally
become a 35MeV C*™ ion. These ions are resolved by high-energy mass
spectrometry and, ultimately, can be quantified in the range of attomoles (i.e.,
107'® moles) of '*C in samples of size less than 1 mg at a precision of better
than 1%.

Nuclear microscopy is a combination of particle-induced X-ray emission
(PIXE) and scanning transmission ion microscopy (STIM). PIXE uses char-
acteristic X-rays to quantitatively map simultaneous element distributions (for
elements greater than sodium) within microscopic regions of a sample, and
STIM detects the energy loss of accelerated ions which pass through the sample
in the exact same sample region. This loss of energy enables the mass of the
sample to be accurately quantified. This technique is relatively nondestructive
to the sample, allowing further analysis on the same exact components.

Having described these techniques by the molecular intrinsic properties
they measure, we next look at the granularity or spatial resolution each tech-
nique can achieve on a sample. Accelerator mass spectrometry reduces the
entire sample (less than 1mg) to carbon before performing the analysis and
provides '*C measurements on the bulk sample. Similarly, scanning electron
microscopy is useful for characterizing the overall sample through image as
well as elemental data. Several of these techniques, however, can analyze a
single biological entity such as a (whole) spore. Raman spectroscopy, bioaerosol
time-of-flight mass spectrometry, nuclear microscopy, and SEM with energy-
dispersive X-ray analysis, while examining just a single spore, derive their data
from the signal generated by the whole or entire spore. By comparison, atomic
force microscopy, surface-enhanced Raman spectroscopy, and time-of-flight
secondary ion mass spectrometry are able to analyze only the surface of a single
spore.

By using a combination of these complementary techniques, we can inves-
tigate signatures of sample growth, processing, geolocation, and chronometry. The
biological signatures will be in the form of images, Raman spectra indicative
of molecular composition, and elemental composition due to protein fragment
and elemental masses. In addition, this information can be determined on the
basis of its spatial distribution in the sample (spore).

In the following paragraphs, we describe each of these analytical techniques
in more detail. First, high-resolution imaging by SEM and AFM is addressed,
followed by Raman and surface-enhanced Raman spectroscopy. Lastly, we will
discuss measurements of mass—bioaerosol time-of-flight mass spectrometry,
time-of-flight secondary ion mass spectrometry, particle-induced X-ray
emission/scanning transmission ion microscopy, and accelerator mass
spectrometry. Results of the application of these techniques to the analysis
of Bacillus spores will be presented, concluding with discussion and future
directions.
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INDIVIDUAL METHODS IN DETAIL

SCANNING ELECTRON MICROSCOPY WITH
ENERGY DISPERSIVE X-RAY MICROANALYSIS

SEM is a standard “workhorse” technique for characterizing particulate
samples, found in many laboratories worldwide. It provides excellent
imaging of the surfaces of agent particles and other material in a sample, and
is an excellent initial technique to be applied for identifying likely agent
particles for analysis by other instruments. When combined with EDX, the
elemental composition of the material in the imaged region can be
determined.

Surface characterization and imaging of the various spore samples (e.g.,
Bacillus globigii, Bacillus thuringiensis, Bacillus cereus, and Clostridium spora-
genes) was performed with a Hitachi S-4500 cold field emission SEM. Accel-
eration voltages of 6keV and less were typically used to document spores and
associated residual materials on each of the provided sample mounts. No con-
ductive coatings (e.g., gold, platinum, or carbon) were applied to any of the
samples, avoiding coating artifacts which could be misleading in characteriz-
ing the samples at higher magnifications. The spores appear to be resistant to
electron beam damage; nevertheless, every effort was made to avoid beam
damage to spore and residual material surfaces while imaging. This was par-
ticularly important when working with the spores in silicon aerogel matrix, as
this material was easily deformed and damaged by the electron beam. Figure
13.1 shows a representative sample of SEM micrographs of varying particle
morphologies which can be traced to differences in the “weaponization”
processes used to generate the samples. Very little silica is observed on the
Bacillus spores in Figure 13.1a, while Figure 13.1b shows Bacillus spores (indi-
cated by the arrows) coated with fumed silica. The Bacillus spores in Figure
13.1c exhibit a distinct type of “shake-and-bake” silica coating in sharp con-
trast to the spores in Figures 13.1a and 13.1b. The Clostridium spore shown
in Figure 13.1d shows yet another type of silica coating, i.e. colloidal silica
particles.

An EDAX Genesis X-ray analysis system attached to the Hitachi S-4500 SEM
was used for qualitative and quantitative elemental EDX of spore samples,
including individual spores, matrix material, octahedral protein crystals (in
Bacillus thuringiensis samples), and residual materials deposited during sample
evaporation. The majority of X-ray spectra were acquired at 6keV, allowing
detection and measurement of X-ray K-lines for elements potassium and
calcium, present in many of the samples. At 6keV, L-lines for heavier metals
such as chrome, iron, nickel, and copper, had they been present, would have



FIGURE 13.1 SEM micrographs of weaponized bacterial spores. For analysis, the powdered
samples were dusted onto a sample platform of either carbon tape, silicon, substrate or TEM grid,
no coatings were applied to the samples. (a) Uncoated Bacillus spores mixed with clumps of silica
(right side of the image). (b) Bacillus spores, indicated by the arrows, are seen embedded in fumed
silica. (¢) Individual Bacillus spores (indicated by the arrows) coated with silica. The spores are
dusted onto a TEM grid. (d) A Clostridium spore coated with colloidal (spherical) silica particles.
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c)

FIGURE 13.1 (Continued)

been measurable, along with manganese, which was detected in many of the
samples. Lower-acceleration voltages were used when probing individual
spores, significantly reducing the X-ray absorption and fluorescence effects of
the sample mount material, primarily silicon, revealing more representative
concentration count ratios for carbon, nitrogen, and oxygen in the individual
spores.
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Quantitative chemical analysis was performed using a standardless ZAF
routine that models and subtracts background counts, calculating elemental
concentrations from the remaining X-ray peaks. As the program is intended
for working with infinitely thick bulk samples rather than micron-size
particles, the quantitative results can only be realistically used as comparative
quantities between individual spores, the matrix material, and the octahedral
crystals. Precise concentrations would be difficult to determine, as electron
probe depth and X-ray excitation volume at 6keV is greater than the average
spore size of 0.8 microns in diameter and 1.5 microns in length, assuming a
spore density similar to that of elemental carbon.

The EDX spectra easily confirmed the presence of silica in samples where
it had been added as a flow enhancer. In addition, EDX analysis helped provide
the identity of certain microcrystals observed in a few samples, as shown in
Figure 13.2. An SEM micrograph of a representative crystal is given in Figure
13.2a with its concomitant elemental composition shown in Figure 13.2b.
Note the fairly square morphology of the crystal (~10pum x 10 um X 2 um) and
its high concentrations of magnesium and phosphorus. In addition, carbon,
nitrogen, sodium, potassium, and calcium were also found to be present in the
crystal. These microcrystal results are in sharp contrast to the octahedral
protein toxin crystals generated by B. thuringiensis, shown for comparison in
Figures 13.2¢ (SEM micrograph) and 13.2d (elemental composition). The
crystals of bacterial origin are much smaller (~1um in length), and contain
only carbon, nitrogen, and oxygen (the silicon is from the substrate). Since
the microcrystals were observed only in samples that had been grown in a
medium containing very high concentrations of magnesium and phosphate,
it was surmised that they were primarily magnesium phosphate that had
precipitated out of the medium during processing of the spores. In addition
to this microcrystal example, other elemental signatures of various growth
and processing steps including sodium, magnesium, aluminum, phosphorus,
sulfur, potassium, and calcium were also identified.

ATOMIC FORCE MICROSCOPY

The technique of AFM was introduced by G. Binning® in 1986 and has been
used to visualize biological structures for more than a decade. AFM offers
several advantages when viewing biological structures. AFM measurements
can be made on samples in vacuum, in air under ambient conditions, and in
fluids under near physiological conditions. Samples are not required to be
stained, to be conductive, or to be arranged in a highly ordered manner. AFM
can be used to scan fields ranging in size from less than 20nm up to ~150 um,
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FIGURE 13.2 SEM images with concomitant EDX analysis of crystals observed in powdered
weaponized bacterial spore surrogates. Powders were dusted onto a silicon substrate; no coatings
were applied to the samples. (a) A micrograph of a microcrystal found in samples grown in media
containing large quantities of magnesium and phosphate. The crystals are ~10pum X 10pum X
2um. (b) Elemental composition of the same crystal shown in (a), as measured by EDX analysis
results in large magnesium and phosphorus peaks. (¢) Octahedral protein toxin crystals (indi-
cated by the arrows), generated by Bacillus thuringiensis, are ~1 um in length. B. thuringiensis
spores are also seen in the micrograph. (d) EDX analysis of the protein toxins seen in (c) shows
the particle to be organic, containing only carbon, nitrogen, and oxygen. The silicon peak is due
to the substrate.
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FIGURE 13.2 (Continued)

with a spatial resolution on biological, soft materials of ~1 nm, and a height
resolution as fine as 0.1 nm. Thus it provides precise visual detail over a size
range that is inaccessible for most other techniques. Its application extends
over the size range lying between that of individual macromolecules (which
are accessible by X-ray crystallography) to macromolecular assemblies (which
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FIGURE 13.3 Schematic of an atomic force microscope.

are amenable to electron microscopy) and living cells (which can be seen using
light microscopy).

Figure 13.3 is a schematic diagram of an atomic force microscope. In AFM
an extremely sharp probe is brought into atomic contact with a surface and is
scanned systematically over the surface. Topographic features on the surface
and the tip of the probe interact with aggregate atomic forces as the probe is
scanned over the surface. The sharp probe is attached to a flexible cantilever
extending from a rigid substrate. A laser is reflected from the back surface of
the cantilever; deflection of the tip, as it moves over surface topography, is
detected as the reflection changes position on four elements of a position-
sensitive diode. The differential signal between the sum signal of the top two
elements and the sum signal of the bottom two elements provide a measure of
the deflection of the cantilever. Similarly, the differential signal between the
sum signal of the left two elements and the sum signal of the right two ele-
ments provides a measure of the torsion of the cantilever, which is a measure
of the friction between the probe and sample.

When operating in “contact mode,” the tip touches the sample continu-
ously during the measurement, exerting constant normal and lateral forces as
the tip is scanned over the sample. AFM applications investigating soft mate-
rials such as biological samples typically use “tapping mode” operation,” which
minimizes contact between the probe tip and the sample surface and greatly



268 NON-DNA METHODS FOR BIOLOGICAL SIGNATURES

)

¥
ST UL

{

\

200nm (?

a

FIGURE 13.4 AFM images of DNA. (a) linear DNA, (b) linear DNA with ABFp2 packing protein,
(¢) highly supercoiled DNA.

C

reduces lateral forces. In tapping mode, the vertical position of the sample is
continually adjusted by a feedback mechanism, in order to maintain constant
amplitude for the freely oscillating probe. Changes in the oscillation ampli-
tude, in response to attractive or repulsive forces between the sample and
the tip, are monitored. These changes are transformed into topographic
information.

The past decade has seen continuous progress in the quality of AFM
imaging of biological samples. In particular, membrane proteins,*® DNA,'*"
and DNA-protein complexes'> have been intensively studied. Examples of
DNA imaged using an atomic force microscope with a standard commercial
silicon tip and operating in tapping mode are shown in Figure 13.4. The image
in Figure 13.4a shows linear DNA; in Figure 13.4b, ABF2p, a packing protein,
was added to the DNA sample, resulting in compaction. Figure 13.4c shows
highly supercoiled DNA resulting from adding TOTO-1, a dye that intercalates
between base pairs.

Despite decades of study of viruses and their pressing importance in human
medicine, many of their structural properties are poorly understood. Because
of their heterogeneity and lack of symmetry, large viruses are often not
amenable to X-ray crystallographic analysis or reconstruction by cryo-electron
microscopy (cryo-EM). AFM can be effectively used to image the intact struc-
tures of large viruses,” and their internal structures can be revealed by AFM
in combination with chemical and enzymatic dissection.'*"> Development of
AFM as a diagnostic tool to probe the structures and function of human viruses
has the capacity to provide important information on their structure, function,
and assembly.

Figure 13.5 shows turnip yellow mosaic virus (TYMV), a 28 nm diameter,
T =3 icosahedral plant virus in which the capsomeric structure of a small virus
was visualized by AFM for the first time. In these images, pentameric and hexa-
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FIGURE 13.5 (a,b) In situ AFM images of turnip yellow mosaic virus particles immobilized in

the crystalline lattice clearly display capsomers on the surface of the T = 3 icosahedral virions.
(¢) The structure of the capsid of turnip yellow mosaic virus based on X-ray diffraction analysis.

meric clusters which are roughly 60 A across can be discriminated from one
another, and the difference between the highest and lowest points on the capsid
surface, about 45A.'° was accurately reflected by AFM. Recently, the cap-
someric structures and orientations of individual brome grass mosaic and
cucumber mosaic virions were also visualized by AFM.!” These studies demon-
strated that AFM could provide a means for obtaining structural information
directly from individual virus particles immobilized on a substrate.'”

The clarity with which structural detail can be recorded on the surfaces of
small plant viruses, such as TYMV, suggested that AFM may be even more
broadly useful as an analytical tool for macromolecular structural investiga-
tions and provide important topographical information on large macromolec-
ular ensembles such as human and other animal viruses that would otherwise
be lacking. Fragility and structural heterogeneity can render such viruses
troublesome targets for X-ray crystallography. The only alternative approach
to date, cryo-EM, yields resolutions from 8 A upwards.'® A limitation of this
method, however, is that it benefits greatly from high particle symmetry, such
as icosahedral symmetry, and is far less powerful for irregular, polymorphic
virus particles. In addition, because of a low contrast in biological EM, the
high resolution requires computer averaging and processing of thousands of
images.

Much of the technique used for imaging other biological structures with
AFM can be applied to the imaging of bacterial spores. Figure 13.6 is an AFM
image of a Bacillus subtilis niger spore. Figure 13.6a shows the entire spore
with some structure of the protein coat visible. When a smaller area of the
surface is imaged, as shown in Figure 13.6b, much more detail of the protein
coat is visible. We have found that, similar to many other biological molecules,
spores can be somewhat soft and sometimes exhibit regions of increased
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FIGURE 13.6 (a) AFM image of Bacillus globigii spore. (b) High-resolution image of the protein
coat of the spore.

adhesion to the AFM tip. The force placed on the sample by the tip needs to
be kept to a minimum so as not to deform the surface during the measure-
ment, yet the cantilever needs to be stiff enough to overcome adhesion between
the tip and sample. Imaging spores in fluid should increase resolution, since
the tip does not have to penetrate the water layer that is typically on samples
measured in air under ambient conditions.

Currently, the principal limitation on application of the promising tech-
nique of AFM to structural biology is the resolution limit imposed by the finite
tip radius—which is typically larger than 10nm. Overall tip sharpness becomes
more important in imaging the relatively rough structures of pathogens having
deep crevasses, and in delineating details of protein complexes. Recently,
carbon nanotubes (CNTs) have emerged as the next generation of force
microscopy probes.'”* These probes typically have an aspect ratio of more
than 100, and the end radius of curvature of a single walled nanotube is
~10A. This small tip radius, combined with the high aspect ratio and mechan-
ical robustness, presents an obvious advantage over conventional AFM probes
and permits resolution about one order of magnitude better than that achiev-
able with commercial AFM tips. High-resolution imaging capabilities of CNTs
were demonstrated recently on various biomolecules, such as DNA, antibod-
ies, proteins, and nucleosomes.*'
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RAMAN SPECTROSCOPY AND SURFACE-ENHANCED
RAMAN SPECTROSCOPY

Raman scattering is the inelastic scattering of photons off of molecular bonds.
The Raman scattered photons differ in frequency from the incident and elas-
tically scattered photons by the frequency of the molecular bond vibration.
Figure 13.7 shows an energy level diagram illustrating the Raman scattering
process. Most of the incident light is elastically scattered (Rayleigh scattered);
however, a small fraction of the incident light (~1 in 10® photons) is Raman
scattered. Although the Raman scattering effect was first described in 1928, it
did not find wide application until the development of lasers in the 1960s.*>°
The laser provides an intense, monochromatic light source that is ideal for
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FIGURE 13.7 Energy level diagram illustrating the Raman scattering process. Most of the light
incident on a chemical bond is elastically scattered, resulting in no change in the frequency of the
photon. However, a small fraction of photons are inelastically, or Raman scattered off the
molecular bond vibration. In this case the molecule either returns to a higher vibrational energy
level, yielding a Stokes shifted photon, or it returns to a lower vibrational energy level, leaving an
Anti-Stokes shifted photon.
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Raman spectroscopy. Since the development of lasers, Raman spectroscopy has
become an important analytical tool for a wide range of disciplines.

Raman spectroscopy provides a wealth of information that can be used to
both identify and quantify the molecular species under study. Chemical bonds
have unique vibrational frequencies; therefore different molecules have dis-
tinct Raman spectra. By comparing the spectroscopic peak positions and rela-
tive intensities to those available in a vast library of Raman spectra, molecules
can be identified and quantified. Moreover, the information acquired with
Raman spectroscopy is complimentary to infrared (IR) absorption spectros-
copy, which also measures the frequency of bond vibrations. This provides an
additional database for comparing Raman spectra and identifying a particular
Raman transition.

Although Raman spectroscopy has gained wide acceptance for analytical
chemical applications, its use in biological studies has been somewhat more
limited. One reason for the lack of application to biology is the complexity of
the signals acquired from biological materials. Biological molecules are typi-
cally large, and since the number of vibrational modes is 3n — 6, where n is
the number of atoms in the molecule, the spectra can become too congested
to interpret. Another reason for the limited application of Raman spectroscopy
to biological studies is the intrinsic autofluorescence that can overwhelm
the Raman signal. While the Raman spectra for biological samples remain
complex, recent advances in near-IR detectors have allowed Raman spectra to
be collected with near-IR lasers, thereby reducing the autofluorescence
background. As a result, Raman spectroscopy is becoming a more common
tool for investigating biological systems.

Raman spectroscopy is particularly useful for identifying conformational
states of biological molecules.”®*” It has been applied to study the conforma-
tion of lipids in cell membranes, DNA, and proteins. Studies on proteins, for
example, have revealed that the amide stretching frequencies in the polypep-
tide backbone can be used to identify the secondary structure present in the
molecule.”®* In the Raman spectra of proteins, typically only the amide I and
amide 111 bands are observable. The amide I peak is around 1650cm™ for o
helices and shifts to near 1675cm™ for B-sheet conformations. Similarly, the
amide 111 peak ranges from 1225cm™ to 1245cm™ depending on the second-
ary structure of the proteins. Additionally, other spectroscopic signatures, such
as S-S vibrations present in cysteine cross-linking as well as the peaks from
aromatic amino acids, help to determine the secondary structure and identity
of the protein.

As the library of spectroscopic signatures of biological molecules becomes
larger, Raman spectroscopy is beginning to find applications in the biomedical
field. Early cancer detection as well as the detection of precancerous cellular
changes, the characterization of atherosclerotic plaques, and the identification
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of pathogenic organisms have all been identified as potential clinical appli-
cations for Raman spectroscopy.”®”® Along these lines, bacteria and their
endospores have been studied using Raman spectroscopy.” Early work apply-
ing Raman spectroscopy to lyophilized bacterial spores revealed that the
primary spectral features observed were due to the calcium dipicolinate present
in the cortex of the spore.” Later work using resonance-Raman spectroscopy
to study bacterial spores showed significant differences between the Raman
spectra of dormant spores and vegetative bacterial cells.”” This difference was
attributed to the release of calcium dipicolinate upon germination. Although
other spectral features are observed, such as the amide bands corresponding
to the secondary structure of the proteins incorporated in the spore, as well as
transitions from some aromatic amino acids, these structural features do not
change significantly upon spore germination.

In the present study, we extended the characterization of bacterial spores to
the single-spore level. A customized micro-Raman setup (see Fig. 13.8a
for a description) allows the sample to be scanned and Raman spectra acquired
with spatial resolution in the xy plane on the order of 1um. Samples are
then diluted and prepared on a solid substrate such that individual spores are
spatially isolated. Figure 13.8b shows a 20pum x 20 um area of a sample con-
taining Bacillus spores dried onto a calcium fluoride substrate. The bright
spots in the image are the fluorescence from individual Bacillus spores. In order
to collect the Raman spectra, the spore is centered on the focused laser
beam and photobleached for approximately one minute. Once the background
fluorescence is reduced in this fashion, the Raman spectra can be collected in
as little as 20 seconds.”” The Raman spectra for four different species of
Bacillus spores are shown in Figure 13.9. What is striking about the spectra
shown in Figure 13.9 is the similarity between the different spore species. The
nearly identical spectra are the result of the contribution from calcium dipi-
colinate. Calcium dipicolinate is present in the cortex of the spore and com-
prises ~10% of the dry weight of the spore. While other spectral features that
could possibly provide a means of distinguishing between spore species are
also clearly present, they are overshadowed by the strong calcium dipicolinate
signal.

In order to circumvent this problem, we have employed SERS. SERS is a
process through which the Raman signal is greatly enhanced when the chem-
ical species of interest is chemisorbed to a metal (typically gold or silver)
surface.” When the metal surface is illuminated with the appropriate laser
wavelength, a surface plasmon resonance is excited. When the surface plas-
mons encounter sharp discontinuities in the metal surface, the electric field
leaks from the surface at the point of the discontinuity and decays exponen-
tially with distance from the surface, similar to evanescent waves in total inter-
nal reflection spectroscopy. This has the effect of focusing the electric field and
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FIGURE 13.8 Schematic illustration of confocal microscope used for the micro-Raman experi-
ments. (a) The 488-nm line of an Ar” laser is focused onto the sample with a high numerical aper-
ture (NA) objective. The sample is mounted on an xy-piezo stage and raster-scanned over the
focused laser beam. Raman scatter is collected with the same high-NA objective and focused onto
a confocal aperture. The Rayleigh scatter is removed with a holographic notch filter, and the
remaining Raman scatter is focused onto an avalanche photo-diode, the signal which is used to
build up the image. Once a feature of interest is located, the laser beam is centered on the object
and the Raman scatter is sent into a spectrometer with a back-thinned CCD camera to acquire the
Raman spectra. (b) Confocal image of individual bacterial spores dried onto a calcium fluoride
substrate. The bright spots correspond to the intrinsic autofluorescence and Raman scatter from
the spores. Once the autofluorescence is photobleached, the Raman spectrum from the individ-
ual spore is collected. (See color insert.)
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FIGURE 13.9 Micro-Raman spectra of individual spores from four different Bacillus species.
Each spectra was collected using the 488-nm line from an Ar" laser. The signal was integrated for

4 minutes for each spectra. The nearly identical spectra can be attributed to the intense signal
arising from calcium dipicolinate in the cortex of the spore.

therefore providing enhanced Raman signals. Enhancements to the Raman
signal for species adsorbed onto roughened metal surfaces have been reported
to be as high as 10°°* Recently, however, it has been demonstrated that by
using metal colloids (50-100nm in diameter) as the SERS substrate, the
enhancement factors can be as large as 10"°.>* This enormous enhancement to
the Raman signal has made it possible to acquire Raman spectra for single
molecules.”*

Using metal colloids as the SERS substrate also has an additional advantage
for biological applications. Because the SERS effect only enhances the signal a
few nanometers from the metal surface, the metal nanoparticles act as near-
field probes of the structures to which they are attached. This provides a means
to probe the local, nanometer-scale, structure, and chemical composition,
which would not be possible with conventional Raman spectroscopy. An illus-
tration of using SERS particles as local probes is demonstrated again with
Bacillus spores. In this sample the Bacillus spores have been incubated with
colloidal silver suspension. The silver colloid is chemisorbed to the outside of
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FIGURE 13.10 Surface-enhanced Raman spectra from colloidal silver particles attached to the
outside of the spores. The dashed lines show where calcium-dipicolinate peaks would be if they

were present in the spectra. Also highlighted are the regions used to identify the secondary
structure of proteins.

the spore. Figure 13.10 shows the spectra collected from silver nanoparticles
attached to spores of two different Bacillus species. What is evident from the
spectra is that they are no longer dominated by the calcium dipicolinate as
seen with the conventional Raman spectra in Figure 13.9. This result is con-
sistent with the location of the calcium dipicolinate (DPA) in the cortex of the
spore, several hundred nanometers away from the nanoparticle probe, thus
providing a means to probe the outside structure of the spore.

In summary, we have shown that micro-Raman spectroscopy and surface-
enhanced Raman spectroscopy provide chemical information of biological
materials on the sub-micron scale. These are important tools for forensics
analyses because of their high spatial resolution, good chemical selectivity, and
high sensitivity. We have demonstrated this by presenting spectroscopic results
obtained from single, isolated bacterial spores.
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BIOAEROSOL TIME-OF-FLIGHT
MASS SPECTROMETRY

BAMS is a novel real-time technique for the rapid identification of individual
bioaerosol particles using mass spectrometry. BAMS is unique in that it allows
for the reagentless analysis of a complex environmental sample without any
prior sample preparation or discrimination. In effect, it offers true real-time
(i.e., instantaneous) results from bioaerosols sampled directly from the atmos-
phere within a large background of both biological and nonbiological particles
without the sample preparation required in PCR and other molecular-based
assays. Bacillus spores have been successfully characterized and can be effi-
ciently distinguished from other Bacillus spores at the species level, fungal
spores, vegetative bacteria, and many other biological and nonbiological back-
ground materials in real-time. Indications of the metabolic processes that lead
to the creation of Bacillus spores have also been observed.

BAMS analyzes individual aerosol particles by single-particle laser desorp-
tion/ionization time-of-flight mass spectrometry. Many incarnations of this
technology have been demonstrated.”” We chose aerosol time-of-flight mass
spectrometry because of its ability to accurately size individual particles, its
use of a desorption/ionization laser at 266 nm, and its ability to collect both
positive and negative mass spectra simultaneously from the same particle.”®*
The 266-nm laser wavelength is fortuitous because it corresponds to the
absorbance maximum of dipicolinic acid, a component of Bacillus spores that
constitutes up to 15% of their dry weight.

In aerosol time-of-flight mass spectrometry, many particles are introduced
into the instrument through a converging nozzle where each is accelerated
to a terminal velocity as a function of its aerodynamic diameter. A particle
continues through differentially pumped stages until it reaches a region of
ultrahigh vacuum. There, it encounters two lasers, spaced a fixed distance
apart, that intersect its path. It scatters light from each laser to a correspon-
ding photomultiplier tube. The time difference between the light scatterings
indicates the particle’s velocity, which corresponds to its aerodynamic diame-
ter and also predicts its time of arrival at the center of the ion source region
of a bipolar time-of-flight mass spectrometer. The particle is desorbed and
ionized by a Nd:YAG laser operating at 266 nm, and its chemical composition
is measured by the mass spectrometer in both polarities. The spectra are
reported to a data analysis computer for classification. The data analysis takes
place on a separate computer that is capable of monitoring an arbitrary number
of mass spectrometers remotely. The algorithm for the analysis of the spectra
is similar to the ART-2a and fuzzy c-means algorithm that have been
previously used with data from single-particle mass spectrometers.™* As the
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particles are identified, their identities are plotted in a pie chart, and select
threat agents trigger a visual and optional audible alarm.

Our objective was to demonstrate a technology that could operate
autonomously, consume only electricity, and provide species-level detection
of Bacillus spores within a background of both biological and nonbiological
aerosols. To date we have analyzed more than 20 different growth media, and
a thorough study of them is forthcoming; however, LB agar was analyzed to
represent growth media for the purposes of these experiments. Simple biolog-
ical molecules were represented by aspartame in Equal Sweetener, while col-
lagen from Knox Unflavored Gelatin represented purified biological extracts.
Mineral aerosols were represented by Gold Bond medicated powder, which
contains zinc oxide. The BAMS system was originally deployed to detect Bacil-
lus anthracis in the U.S. mail, and so the above challenge materials were
selected because they are widely available white powders that, to the casual
observer, might appear to be Bacillus spores. In addition, several bacterial and
fungal spores were used to demonstrate specificity of the technique.

To demonstrate that our technique could identify the endospores within a
complex background, a series of experiments was performed where bacterial
spores were nebulized in an aerosol of the other materials. Figure 13.11 shows
the results of these experiments, the spectra categorized by the material
detected. All three samples were prepared separately, and thus the concentra-
tions of the background aerosols differ between them. Obviously, however,
BAMS can detect bacterial spores in a complex mixture. Figure 13.11a shows
a mixture of the nonbiological test samples. The large “Other” category in
Figure 13.11a results from the large amount of gelatin in the mixture. Gelatin
is categorized as “Other” more often than it is recognized, and in Figure
13.11a, 20% of all spectra were recognized as “Gelatin” and 29% as “Other.”

Figure 13.11b shows the same mixture with Bacillus spores added, along
with baking soda and powdered sugar, two previously uncharacterized
samples. Note that a large fraction of the particles are called “Other” in
response to the addition of the unknown samples. Figure 13.11c shows the
mixture with Clostridium cells nebulized into the sample. They were not
detected in Figure 13.11b, and fungal spores, which are still absent, are not
detected in Figure 13.11c. Although the Bacillus spores run in the tests shown
were from B. globigii, separate field tests run at an offsite biosafety level 3
facility have demonstrated the ability of BAMS to recognize B. anthracis
from within a complex mixture as well.

BAMS may ultimately prove a very valuable tool for the interrogation of bio-
logical systems at the level of their most fundamental elements. As currently
implemented, it has already proven itself to be a robust method of detecting
individual Bacillus, Clostridium, and fungal spores and cells against a variety
of biological and nonbiological background materials. Although the applica-
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FIGURE 13.11 BAMS at work: Three samples of particles analyzed by our real-time spectrum
identification software. (a) Only the background materials have been added. (b) In addition to
the background materials, Bacillus spores have been added. (¢) In addition to the background
materials and Bacillus spores, Clostridium spores have been added. (See color insert.)

tions presented in this study deal with the detection of biological attack, with
future improvements as a single-cell analysis technique, BAMS will also have
far-reaching contributions in the fields of oncology, microbiology, and public
health.

TIME-OF-FLIGHT SECONDARY ION
MASS SPECTROMETRY

ToF-SIMS is a microanalysis technique that characterizes the composition and
distribution of the sample surface constituents.”* ToF-SIMS involves bom-
barding the sample surface with a pulsed ion beam (primary ions). As the result
of ion impact, the species from the surface are ejected, ionized (secondary
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ions), and accelerated into a mass spectrometer. These secondary ions are
mass-analyzed by measuring their time-of-flight from the sample surface to
the detector. Collectively, the ToF-SIMS technique provides spectroscopy for
characterization of chemical composition, imaging for the determination of
the distribution of chemical species, and depth profiling for thin-film
characterization.

Categorized as a static SIMS technique, ToF-SIMS analysis involves the
application of an ion beam of intensity <10" primary ions/cm? (or defined as
sampling equal to or less than 1% of a monolayer) which analyzes the mole-
cules at the top layer of the sample surface. Therefore, the technique is highly
surface-sensitive and provides information from the outermost layer of the
sample surface. Additionally, static SIMS maximizes the quality and quantity
of molecular information obtained by significantly reducing fragmentation of
sputtered ions.

By rastering a finely focused ion beam across the sample surface, ToF-SIMS
imaging analysis provides a map of surface chemical and elemental distribu-
tion. Due to the parallel detection nature of ToF-SIMS, the entire mass spec-
trum is acquired from every pixel in the image. The mass spectrum and the
molecule-specific images can then be reconstructed to determine the compo-
sition and distribution of sample surface constituents. The ultimate image
spatial resolution is limited by the spot size of the ion beam at ~150nm in
diameter.

A schematic of the ToF-SIMS instrument is given in Figure 13.12. ToF-SIMS
analyses were performed on a Physical Electronics TRIFT III ToF-SIMS instru-
ment (Physical Electronics, Eden Prairie, MN, USA), equipped with three
primary ion sources: gallium (“Ga*) liquid metal ion gun (LIMG), dual plas-
matron oxygen (O3) gun and a cesium (Cs") ion gun.”’ Results presented here
were obtained using gallium ions as the primary ion source. The LIMG can be
operated at either 25 keV, 600pA mode with a spot size of <150 nm for imaging,
or in 15keV, 3nA mode to achieve high mass resolution (m/Am ~ 8,000 at
m/z = 41). A low-energy pulsed electron beam, fired between two ion beam
pulses, can be used for charge compensation on the nonconductive samples.

Although widely accepted as a high-sensitivity analytical technique for
characterization of surface organic and inorganic compositions, the applica-
tion of ToF-SIMS to biological materials is still in its relatively early stages. The
typical examples are in the areas of characterization of biomolecules on sur-
faces such as microarrays.** Due to the intrinsic limitation on the working
mass range of the technique, the ToF-SIMS has been used primarily to study
small molecules. However, efforts have been made to increase the ionization
yields and thereby extend the detectable mass range for ToF-SIMS.>**! Alter-
natively, using a multivariate statistical approach such as principal component
analysis (PCA), several groups are focusing their studies on the identification
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FIGURE 13.12 Schematic of the time-of-flight secondary ion mass spectrometry instrument.

of proteins and compounds from complex biological samples.’>” PCA is a
pattern recognition technique that improves the ability to analyze the complex
ToF-SIMS data set. However, such a technique provides no specific spatial
information.

Molecular imaging by static SIMS has gained considerable interest in the
past few years.”*” The key advantage in this area is the capability of direct
identification of molecular components in the biological samples. The most
notable example is the identification of cellular sections following freeze
fracture, in which extensive chemical information of the fracture surface and
cellular sections were determined.”®’

NUCLEAR MICROSCOPY (PIXE/STIM)

The proton or (nuclear) microprobe quantitatively maps simultaneous element
distributions within microscopic regions of a sample via the use of particle
(proton)-induced X-ray emission (PIXE), mass by scanning transmission ion
microscopy (STIM) and low Z elements (Z < 12) through nuclear reactions or
scattering. This technique provides spatial resolution down to lum in a
sample, and has been used to successfully perform quantitative analyses of
element distributions in individual cells and thin-tissue sections for toxicol-
ogy, physiology, structural biology, and biochemistry applications. It has also
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been used to analyze native electrophoretic gel blots for bound ligands, with
same sample analysis of protein mass for stoichiometric relationships.”®*
For our application to bioweapon surrogate spore samples, both bulk and
individual particulate analysis was performed.

The microprobe source, accelerator and beam lines occupy an area of 3 X
20 meters. Starting at one end, H” or O™ ions are produced using a gas-fed ion
source. The H” or O™ ions are then mass/energy-analyzed by the low-energy
injection magnet and injected into a National Electrostatics Corporation
5SDH-2 tandem accelerator. The maximum operating voltage of the accelera-
tor is 1.7MeV, but normal operating voltage is 1.5MeV, to produce ~3.0MeV
protons or 6.0MeV O’". The accelerated ions are collimated and focused on
samples contained in the sample chamber at the end of the beam line.

With PIXE, a beam of MeV energy protons is used to eject inner shell elec-
trons from specimen atoms. When outer shell electrons fill the resulting vacan-
cies, characteristic X-rays whose energies identify the particular type of
atom are emitted. X-rays from multiple elements (Z > 11) are simultaneously
detected. PIXE quantifies elements (Z > Na) by counting elementally charac-
teristic X-rays emitted from a defined spatial region when the sample is struck
by a known amount of accelerated protons. PIXE is analytically quantitative
with elemental sensitivities that can approach 0.1 mg/kg.®

Microbeam PIXE (U-PIXE) utilizes a focused beam that is scanned across
the sample. X-rays from multiple elements are simultaneously detected and
recorded as a function of position as the beam is rastered across the sample.
The proton beam can be focused to under 1 pum in diameter for investigating
detailed element distributions in single cells, isolated cellular components, or
tissue slices. u-PIXE analysis of thin-film standards with biological samples
quantifies elemental abundance to greater than 95% accuracy. By selecting X-
rays of a specific energy, maps of element distributions can be obtained for the
collected data set. Figure 13.13 illustrates this capability and shows the zinc
distribution (attograms) in an 8um by 8um scan of a red blood cell.

STIM also utilizes a focused beam that is scanned across the sample. The
energy loss is detected as a function of position as the accelerated ions (H or
O’") pass through the sample. This enables the mass of the sample to be accu-
rately quantified without specific standards. We have demonstrated this on the
analysis of isolated proteins with the quantification of 50ng of bovine serum
albumin. Figure 13.14 demonstrates the combination of PIXE to measure ele-
mental quantities and STIM to measure protein mass. In Figure 13.14, we see
the location of ferritin in a nitrocellulose membrane from a blot of an elec-
trophoretic gel. The figure is oriented such that the gel’s well is on the left.
The top portion of the figure shows the location of several elements (phos-
phorus, sulfur, calcium, and iron) in the gel, while the bottom graph indicates
the co-location of proteins and iron, relative to the starting well. The presence
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FIGURE 13.13 Zinc distribution in a red blood cell. Quantities are measured in attograms
(107" gm). Note the even distribution throughout the cell.

of iron, as shown by the red line, is located at two positions; proteins are indi-
cated by the blue line and are measured in ng (10~ gm). Ferritin, an iron-
binding protein, is shown at ~0.8 cm from the well, the overlap of the protein
and iron curves.

ACCELERATOR MASS SPECTROMETRY

The Center for Accelerator Mass Spectrometry (CAMS) operates a dedicated
AMS system that is housed in an 8,000 square-foot facility. Currently, this
system performs ~25,000 analyses per year for isotopes of 10 different ele-
ments, which makes it the most versatile and productive AMS system in the
world. This system is particularly well suited for the precise analysis of carbon-
14 (**C) in organic samples, which makes it amenable for the precise meas-
urement of this isotope in bacterial samples.

AMS uses mass spectrometry and nuclear detection to directly measure the
concentration of an isotope in a sample, eliminating inefficiencies from decay
counting of radioisotopes. AMS uses two fundamental “tricks” to resolve
isobars: molecular isobars dissociate by collisional charge-changing from neg-
ative ions to multiply-charged positive ions; and nuclear isobars are distin-
guished in particle detectors after mass and energy selection. The “accelerator”
is required for AMS because the molecules to be broken, mainly hydrides and
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FIGURE 13.14 Location of ferritin in an electrophoretic gel. The figure is oriented such that the
gel’s well is on the left. The top portion of the figure shows the location of several elements in the
gel as identified by PIXE analysis. The bottom graph indicates the co-location of proteins and iron
in the gel. Iron was measured by PIXE simultaneously with STIM measurements of protein mass.
Ferritin, an iron-binding protein, is shown at ~0.8 cm from the well, the overlap of the protein
and iron curves. (See color insert.)

other binaries, are only broken at MeV energies, rather than the keV energies
normally used in standard isotope-ratio mass spectrometry.

In the 10MeV AMS system in use at CAMS, small samples of biological
origin are introduced to the spectrometer after being combusted to carbon
dioxide and reduced to graphite. A schematic of the system is shown in Figure
13.15. Carbon atoms and molecular isobars are subsequently ionized and
accelerated toward a positive potential of 6.5MeV in a tandem Van der Graff
accelerator. These 7MeV negative ions collide with a thin foil within the accel-
erator to lose five electrons and become positively charged. Molecular ions
(i.e., ""CH) do not survive at this charge state and are thus eliminated as
interfering isobars. The 4" ion then obtains an additional 4 x 7MeV in accel-
erating away from the high-potential collision cell to become a 35MeV "*C*
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ion. Such ions are readily resolved by high-energy mass spectrometry and are
subsequently identified by characteristic energy loss mechanisms in a gas-ion
detection cell. Using this approach, AMS can be used to quantify attomoles
(i.e., 107"® moles) of '*C in samples of size <1 mg at a precision of better than
1%. No other analytical method is capable of achieving this sensitivity or
precision for "*C.

All living things accumulate '*C from their nutrients and food and main-
tain a "*C concentration that reflects their average intake. At the cessation of
nutrient intake, which occurs at death or during periods of dormancy, the "*C
content of the organism decreases exponentially with time. This is the basis
for traditional carbon dating, which is routinely used to determine the age
of organic materials. However, because relatively large amounts of '*C were
created during atmospheric nuclear tests in the 1950s and early 1960s, all
living things have elevated levels of '*C that can be used to estimate their age
since 1950. This measurement does not depend on the radioactive decay of
"*C, but rather on the elevated concentrations of atmospheric *C that have
been accumulated by all living things.®**’

Recent AMS analyses at CAMS have demonstrated that precise '*C
measurements can be determined from relatively small (<1 mg) samples of
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bacterial cultures. These cultures were from archived collections dating back
to the 1950s. They clearly showed the incorporation of “bomb *C” and yielded
radiocarbon contents that were consistent with the age of their production.

In addition to the possibility of identifying culture dates, isotopic **C sig-
natures may make it possible to discern whether bacteria in question are not
from the same culture. For example, bacteria grown on the same carbon media
will contain identical *C concentrations. However, bacteria grown on media
that were produced at different times would have their own distinctive "*C
content. With this approach it may be possible to discriminate the sources of
otherwise genetically identical organisms by their '*C signatures.

RESULTS: ANALYSIS OF BACILLUS GLOBIGII
SPORE SAMPLES

The AFM results shown in Figure 13.16a are from Bacillus globigii spores
which we grew ourselves, and were not processed in any way beyond being
washed three times with distilled water. The image on the right in Figure
13.16a is a low-resolution (1.6 um x 1.6 um) AFM image of a single B. globigii
spore dried onto a mica substrate. Note that to its left, at high resolution (450
nm X 450nm), we are able to determine the presence of rods of proteins, with
a periodicity of ~8 nm. Our findings of this structure are the first to be reported
for Bacillus spores,®® but the structures have been observed and termed
“rodlets” on fungal spores.”’® Although AFM is a relatively new technique in
forensic investigation, it promises to provide important information on mole-
cules adhering to spores and on modification to the exosporium caused by
mechanical and chemical treatments during weaponization processes.

We have also applied these methods to several samples of weaponized sur-
rogate Bacillus spores from external sources and have included here the results
of our analyses of one of those weaponized samples. A summary of the results
can be seen in Figures 13.16b—g. A cursory characterization indicates that the
sample was in powdered form, appeared tan in color, and was composed of
fine particles; the spores were Bacillus globigii which had originally been grown
in G media. Their viability was determined using a standard method of dilu-
tion to be 2.1 X 10" CFU/gm. Heat shocking the spores prior to growth resulted
in an approximate one order-of-magnitude increase in measured viability.

Our initial step in the analysis of the powdered surrogate was to image the
sample with SEM and analyze the elemental composition with the attached
EDX instrument. For our analysis, we dusted the powder onto carbon tape but
found it unnecessary to coat it with an electrically conducting material; this
approach allowed much more structural detail of the bulk sample to be
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FIGURE 13.16 Summary of the results of the application of these non-DNA-based techniques
to Bacillus bacterial spores. With the exception of atomic force microscopy, which was performed
on a nonweaponized sample of Bacillus globigii, all of the other methods analyzed a single
weaponized (powdered) surrogate sample of Bacillus globigii. (See color insert.)

observed. While the spores themselves appeared relatively clean (Fig. 13.16b),
we observed what we believe to be clumps of silica mixed in with the spores.
The EDX spectra confirmed the presence of silica in the sample. EDX analy-
sis provided a good measure of the low Z elements—carbon through calcium.
In this sample, carbon, nitrogen, oxygen, sodium, magnesium, aluminum,
phosphorus, sulfur, potassium, and calcium were also identified, as shown in
the representative spectra in Figure 13.16b. We attempted to quantify the
amounts of elements with EDX but found that the nonplanar shapes of our
sample created difficulty for the existing system.

To get a quantitative measure of all elements above sodium in the sample,
we used nuclear microscopy (PIXE) to determine elemental composition. PIXE
was clearly found to be a necessary technique for determining elemental dis-
tribution where spatial distribution of elements is required (i.e., measuring the
elemental composition of a single spore in a sample). The powder was again
dusted onto a sample platform of a nylon membrane, and no coatings of any
type were used. An analysis of a single Bacillus spore revealed femtogram (i.e.,
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107"”gm) quantities of several elements including silica, phosphorus, sulfur,
chlorine, potassium, calcium, manganese, iron, and zinc (Fig. 13.16¢). It
should be noted that these PIXE results corroborate the EDX’s finding of silica,
phosphorus, sulfur, potassium, and calcium while also determining the pres-
ence of additional elements. Interestingly, PIXE results of the bulk sample
revealed the presence of titanium (data not shown), a finding for which we
have not yet determined a correlation in sample growth or processing.

Bioaerosol mass spectrometry results (see Fig. 13.16d) of the powdered
sample yielded identification of the particles as Bacillus spores, and we were
able to correlate the mass spectra with a method of processing. It is important
to realize that the mass spectral signature of an agent particle will reflect both
the intrinsic biological agent and the matrix material in which it is embedded
or coated. Therefore, the data generated by this instrument contain weaponiza-
tion signatures as well as organism identification. To analyze the sample by
aerosol mass spectrometry, we aerosolized ~0.5mg of the powder and intro-
duced the particles into the instrument through a converging nozzle. BAMS
results (see Fig. 13.16d, left bar) indicate a preponderance of Bacillus spores
without the presence of chlorine in this powder sample. A second powder
(second bar from the left) was shown to contain chlorine in addition to spores.
In all, six samples were investigated and grouped by method of processing
(e.g., method I, method II). BAMS was able to determine that those made by
method I contained spores alone, while those manufactured by method II were
found to be rich in chlorine as well (see rightmost bars in Fig. 13.16d). The
significance of this is that a BAMS detector can clearly provide process related
data that may be useful for attribution. In cases where a covert dissemination
takes place, and samples of the bioagent may not be easily recoverable, the
BAMS system might provide the only data.

Results of surface analysis and depth profiling using time-of-flight second-
ary ion mass spectrometry are shown in Figure 13.16e. Powder was dusted
onto either a beryllium or silicon wafer in order to provide a flat substrate for
ion sputtering. The sample was sputtered using a 1keV cesium ion beam and
then imaged with a 25keV gallium ion beam. As was the case with the BAMS
system, the ToF-SIMS spectra also contained weaponization signatures. The
difference is that, whereas the BAMS signature is for the entire particle, the
ToF-SIMS signatures can be obtained as a function of depth through
the sample. Chemical maps generated from the spore surface indicated the
presence of sodium, potassium, and chlorine, as expected. Mass spectra of
the surface molecular fragments show the presence of silica over and above
the background from a silicon substrate, as well as negative ions generated
from surface proteins (i.e., CNO~, CN"). (The negative ions resulting from pro-
teins are also seen with the bioaerosol mass spectrometer, providing a corrob-
oration of results.) A depth profile through the center of the spore shows a
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slightly increasing presence of sodium, potassium, and protein fragments (i.e.,
CNO7, CN") as the center of the spore is reached, with a concomitant increase
in calcium. An interesting finding using ToF-SIMS was the increasing amount
of fluorine in the spore as the center was approached (Fig. 13.16e). Fluorine
may have been naturally present in the water used to grow the initial bacter-
ial sample.”! These ToF-SIMS results of elemental composition complement
those of EDX and PIXE; again, there is overlap (i.e., oxygen, sodium, potas-
sium, phosphorus, calcium, chlorine, silica), as well as unique findings (i.e.,
fluorine). It should be noted that this ToF-SIMS technique with its ~100-nm
spot size allows identification of the spatial location of the element within the
spore.

Raman spectroscopy from the sample produced spectra similar to those gen-
erated by nonweaponized Bacillus spores, again confirming that the Raman
signal is due to the presence of calcium-dipicolinate in the spore (Fig. 13.16f).
To analyze the powder, it was first dissolved into distilled water before drying
a drop of the solution on a CaF, puck for analysis. Without this water disso-
lution step, we found that the powder itself generated too much fluorescence
and the particles were too convoluted to identify a single spore for analysis.
Results discussed earlier of Raman and surface-enhanced Raman spectroscopy
using nonweaponized spores (see the section in this chapter entitled “Raman
and Surface-Enhanced Raman Spectroscopy”) showed that SERS can distin-
guish between species of spores by probing the first few nanometers of the
spore surface. This technique may prove to be an important tool for forensic
analyses because of its high spatial resolution, good chemical selectivity, and
high sensitivity.

In order to determine the age of the powder, accelerator mass spectrome-
try was applied to measure the '*C content of the sample, thereby determin-
ing a date based on the amount of that isotope present. As has been pointed
out earlier (in the section describing Accelerator Mass Spectrometry), AMS
analyses have demonstrated that precise '*C measurements can be determined
from relatively small samples. These samples were taken from 1950s archives
and showed the incorporation of nuclear testing-derived *C, yielding dating
results consistent with their production dates. For the specific powdered
samples investigated here, less than 1 mg of the sample powder was combusted
to graphite and analyzed by the 10MeV accelerator mass spectrometer; the
result for one such sample is shown in Figure 13.16g. The date arrived at by
'*C analysis was 1955, in reasonable agreement with the actual date produced
of 1963. The actual measurement of '*C in the sample is very accurate, but its
interpretation is less so. The time resolution of "*C dating is ~1-2 years, and
is somewhat less for more recent samples due to the flattening of the “bomb
curve” which measures the '*C content of the atmosphere. In this case, the
older "*C-derived date may indicate that the medium used to grow the sample
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was old or that there were other influences due to sample storage and han-
dling later on. There are several factors which can change the ratio of '*C and
influence a "*C-derived date. For example, the addition of fossil fuel carbon
can lower the amount of '*C in a sample and make the sample appear
“younger” than it actually is, while "*C contamination increases the '*C content
and artificially “ages” the sample. Fractionation of carbon isotopes by bacte-
ria is potentially another confounding factor, albeit less well understood for
*C than other isotopes.

Clearly there is a need for methods to date the manufacture of BW agents
that can be applied to very recent samples, and are independent of some of
the possible artifacts that can influence "*C dating.

DISCUSSION AND FUTURE DIRECTIONS

We have demonstrated that there are many promising and unique techniques
which can be applied to the analysis of biological agents to provide biological
signatures with high resolution and high sensitivity, including both “bulk” or
whole-spore analysis and surface analysis. As an example, we have described
their application to a powdered weaponized biological surrogate.

Other high-resolution techniques are currently being applied to this inves-
tigation. Environmental scanning electron microscopy (ESEM) is also avail-
able for taking high-resolution images under hydrated conditions; this has the
advantage of avoiding any artifacts associated with the critical point drying
process that is required under normal SEM operations. The ESEM is also
equipped with EDX and Backscatter capabilities. Fourier transform mass spec-
trometry using our 9.4 Tesla magnet is being employed to perform studies of
the spore surface and the compounds which have adsorbed to it. Similarly, our
nano-SIMS (secondary ion mass spectrometer) will enable studies of elements
and their isotopic ratios at ~50 nm resolution.

Because we now have the capability to analyze a single spore or biological
entity, it is crucial that our samples be grown in a systematic and homoge-
neous manner. For techniques which analyze a “bulk population,” individual
differences between cells or spores in that population are averaged out and the
resultant data reflect that average population. However, our ability to analyze
a single entity allows resolution of differences between individual cells in a
population. Our signature libraries will depend upon highly controlled, sys-
tematic growth and processing conditions to produce biological entities to be
analyzed by these techniques to identify unique signatures. In the process,
large quantities of data will be generated, similar to what is already being “mass
produced” by DNA sequencing and gene analysis. Therefore, algorithms need
to be developed and implemented for each of these techniques to support the
large databases that each technique can and will generate.
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As analyses by these techniques continue and signature libraries of corre-
lations between those analyses and growth and processing conditions grow, it
will be necessary to develop an information system which combines disparate
types of data to determine unique signatures. For example, the system would
link weapons manufacturing information and associations with foreign or
domestic terrorist groups, weaponization signatures as described in this
chapter, DNA sequences, component materials analyses, and metabolic signa-
tures. The information system must provide a transparent and flexible query
structure for comparison of new unknown samples with existing data, avail-
able for any type of data from SEM images to Raman spectra. Algorithms
capable of combining several signatures or pieces of data from individual tech-
niques and generating a distinguishing signature for a growth process will need
to be developed.

We have demonstrated that multiple high-resolution, high-sensitivity
techniques can and must be applied on the single-spore level. This is the path
necessary to link the “how, when, and where” of a bioagent to the perpetrator
of a biocrime.
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FIGURE 13.8 Schematic illustration of confocal microscope used for the micro-Raman experi-
ments. (A) The 488-nm line of an Ar* laser is focused onto the sample with a high numerical
aperture (NA) objective. The sample is mounted on an xy-piezo stage and raster-scanned over the
focused laser beam. Raman scatter is collected with the same high-NA objective and focused onto
a confocal aperture. The Rayleigh scatter is removed with a holographic notch filter, and the
remaining Raman scatter is focused onto an avalanche photo-diode, the signal which is used to
build up the image. Once a feature of interest is located, the laser beam is centered on the object
and the Raman scatter is sent into a spectrometer with a back-thinned CCD camera to acquire the
Raman spectra. (B) Confocal image of individual bacterial spores dried onto a calcium fluoride
substrate. The bright spots correspond to the intrinsic autofluorescence and Raman scatter from
the spores. Once the autofluorescence is photobleached, the Raman spectrum from the individ-
ual spore is collected.
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FIGURE 13.11 BAMS at work: Three samples of particles analyzed by our real-time spectrum
identification software. (a) Only the background materials have been added. (b) In addition to

the background materials, Bacillus spores have been added. (c¢) In addition to the background
materials and Bacillus spores, Clostridium spores have been added.
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FIGURE 13.14 Location of ferritin in an electrophoretic gel. The figure is oriented such that the
gel’s well is on the left. The top portion of the figure shows the location of several elements in the
gel as identified by PIXE analysis. The bottom graph indicates the co-location of proteins and iron
in the gel. Iron (red line) was measured by PIXE simultaneously with STIM measurements of
protein mass (blue line). Ferritin, an iron-binding protein, is shown at ~0.8 cm from the well, the
overlap of the protein and iron curves.
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Microbial Forensics Host Factors

STEVEN E. SCHUTZER

Department of Medicine, University of Medicine and Dentistry of New Jersey—New Jersey Medical
School, Newark, New Jersey

Consider the diagnosis of a disease caused by a biothreat. Multiple questions
arise immediately. One question is whether it is a natural event or an inten-
tional attack. Knowledge of the host response can potentially answer some
questions depending upon the pathogen involved. Some of these questions
include who else was exposed, who else may have been vaccinated for pro-
tection, how long ago was the person infected, and were other persons who
are close to the individual also infected before or after the index case? Aside
from public and personal health concerns, these questions seek to categorize
individuals as possible victims versus perpetrators. It is the aim of this chapter
to present the elements of the host response in a simplified fashion that in the
right context has high potential to bring answers to these questions.

Microbial forensics has a primary aim to identify the biological agent, its
source, and the individuals responsible for a biothreat event.' Analytic
approaches differ when the suspected biothreat agent is encountered in a con-
tainer or the environment, as opposed to a human or animal. Trace element,
pollen, growth media, latent fingerprint, and microbial and nonmicrobial
nucleic acid analysis are all applicable to the container and environmental
sample.” However, once the microbe or its toxin is in the living host, it is no
longer possible to analyze all of the preceding items except the microbial
nucleic acid. Nevertheless, the host response to the biological agent is avail-
able for analysis. This is akin to other forensic studies where physical traces
of bite marks, scratches, wound trajectories, and sizes of wounds are often sur-
rogate evidence of the teeth, fingernails, and bullets.” The forensic pathologist
is already familiar with these. Those involved with epidemiologic and diag-
nostic issues will be more familiar with the host response. In the context of
microbial forensics it is important to integrate all of these with intelligence
information so that an authenticated piece of a puzzle may be included in the
analytical and attribution picture.

Microbial Forensics
Copyright © 2005 by Elsevier Inc. All rights of reproduction in any form reserved. 295
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The host response to a foreign substance is often a well orchestrated series
of events designed to protect the individual from harm. Modern techniques
help us elucidate the pathways and components of the host response. The
immune system and its components are a mainstay of our protection against
infections and malignancies.*” Inflammation is often an unpleasant side effect
as the immune system contains and eradicates a microbe or foreign tissue.
Specific arms of the immune system can be used as markers in favor or against
the presence of an infection. The humoral or antibody response to an invad-
ing microbe is an example. Some of the antibodies that are produced have a
protective effect with other parts of the immune-inflammatory system and are
responsible for eradicating the infection. Other antibodies may not be as effec-
tive in this role. However, in their ability to recognize unique and specific
structures of a microbe, they serve as beacons that a microbe was recently
present or was present in the distant past. Substances such as antibiotics
which can rapidly kill a microbe may modify the immune response by remov-
ing the infectious driving force for a full-scale response. In clinical medicine
and veterinary medicine, measurement of the immune response helps the diag-
nostician decide what infection was present and how recently. In these situa-
tions the intention is to provide treatment. For other pieces of the puzzle, the
forensic scientist may exploit parts of the immune response to discover who
is likely a victim of an attack and who might be responsible. This chapter will
discuss the basics of the host immune response that can have utility in the
microbial forensic sense. Examples will provide a sense of what information
is achievable and what is not likely to provide clues with a high degree of
certainty.

GENERAL CONCEPTS

In response to an encounter with a new microbe, the immune system first starts
to activate the antibody system. Usually a cell known as a macrophage engulfs
some of the microbes. It then presents part of the microbe to a helper T cell
(a lymphocyte) which then directs other lymphocytes known as B cells to
produce antibodies to that particular microbe and even more specifically to
that part which was presented. It usually takes at least 4 days before any
microbe-specific antibody can be found.’

Antibodies are a specific form of the proteins known as immunoglobulins
(Igs). IgM, IgG, and IgA are the principal classes of immunoglobulins with rel-
evance to this chapter and will be discussed in more detail. Those individuals
unfortunate to have allergies have problems due to IgE against allergens (such
as ragweed, peanut, or cat dander). In this case the IgE molecules sit on the
surface of cells that can release histamine when the offending allergen bridges
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TABLE 14.1 Immunoglobulin classes and properties

Immunoglobulin Class IgM IgG IgA IgE IgD

Size (kD) 900 150 160 190 180

Serum half-life days 5 21-23 5-6 1-5 2-8

Placental transfer No Yes No No No

Complement fixation + + - - -

Percentage of serum 80 13 6 0.002 0.2
immunoglobulin

two such molecules. In an infection, immunoglobulins usually appear in the
order of IgM, IgG, and IgA. B cells first begin to produce IgM, and then some
B cells undergo an irreversible switch to those that produce IgG. Later some
of this population of cells undergo a switch to become IgA-secreting type B
cells. Immunoglobulins persist for varying times; for example, the half-life of
particular IgM antibodies is 5 days, while that of IgG can be as long as 21-23
days (Table 14.1).*°

Similar to a live microbe, vaccines can also provoke an antibody response.
The vaccine can be composed of a live or attenuated microbe, a whole non-
proliferating microbe, or an antigenic part of the microbe. Regardless, the
intent of the vaccine is to produce protection, often by protective antibodies.
Although the half-life of an individual IgG molecule is less than a month, a
population of antibodies in the IgG isotype form may persist for life. Memory
B cells can sustain these antibodies and retain the ability to quickly generate
the appropriate antibodies when challenged. When the immune system
encounters another infection or is subjected to a revaccination (booster), the
result is an accelerated production of the particular antibody and increase in
the levels that circulate in the blood. Figure 14.1 illustrates this.

Perhaps the most discernible pattern of antibody response which has foren-
sic value is the appearance of IgM first, followed by a B-cell switch to the longer
lasting IgG. During the early phase of exposure, IgM can be seen first. As
time goes on, IgG is seen and predominates, and IgM is no longer found. This
is illustrated in Figure 14.2.

The antibody response to a particular agent may be directed to different
antigens at different times, that is, early or later after the initial exposure. That
response may involve IgM at the early stage and IgG later. Late in the disease
or during recovery, only IgG to particular antigens may be seen. A classic
example is the human antibody response to Epstein Barr virus (EBV).” EBV is
the virus known to cause mononucleosis. During acute early disease, it is
common to find high levels of antibody of the IgM isotype to the viral early
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FIGURE 14.1 Illustration of the IgG antibody response to a vaccine antigen after the first

immunization and subsequent exposure by natural exposure to the infectious agent or by another
vaccination.

antigen (EA) and viral capsid antigen (VCA). It is rare to find IgG antibody to
the VCA or Epstein Barr Nuclear Acid (EBNA) in anything but low titers. As
the patient recovers from their first infection with EBV, it is rare to find any-
thing but low levels of IgM to EA or VCA, but IgG to VCA in higher or increas-
ing levels is common. Antibodies to EBNA are often very low during this stage.
Then after clinical recovery, that is, several months later, IgM to EA and VCA
stay at low levels whereas IgG to VCA and EBNA remain at high levels, often
for years. Table 14.3 illustrates this pattern by stage of the immune response
to EBV and its particular antigens. Figure 14.3 is a graphic display of this. For
the clinician or epidemiologist this provides a framework to determine where
in the infectious process a patient may be. Tables 14.2 and 14.3 and Figures
14.2 and 14.3 illustrate how responses to a biothreat agent or its toxin may be
used to give some chronological indication of exposure. Combining the anti-
body response with detection of particular antigens can provide further defi-
nition as to the stage of infection or exposure.
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FIGURE 14.2 Illustration of the temporal relation of the IgM and IgG responses to an infection
with IgM as the first and often transient response and IgG as the more sustained response.

TABLE 14.2 Antibody tests for Epstein-Barr virus

Stage Titers

Acute primary infection
IgM EA and VCA High

IgG VCA and EBNA Low

Recovering from primary

infection
IgM EA or VCA Lower
1gG VCA Rising
EBNA Low

After several months
IgM EA and VCA Low or normal

IgG VCA and EBNA Persist at high for several years
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FIGURE 14.3 Schematic response of IgM and IgG to different antigens of EBV over an extended

period of time.

TABLE 14.3 Antibody response at different time points to EBV antigens
Disease status Heterophile Ab VCA-IgM VCA-IgG EBNA EA(D)
Healthy-unexposed Negative Negative Negative Negative Negative
Very early infection Possible Possible Possible Negative Negative
Active infection Positive Positive Positive Negative Possible
Recent infection Positive Positive Positive Positive Possible
Past infection Negative Negative Positive Positive Possible
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A controlled experiment or normal clinical event illustrates what happens
when the immune system sees the infectious agent or its vaccine representa-
tion again. The controlled experiment may be in a laboratory animal or a
patient receiving a booster vaccine. The uncontrolled but normal clinical event
occurs when the patient is exposed again to the infectious agent for whatever
reason. Consider a generic antigen exposure. The first time the immune system
sees Antigen X (AgX) it responds as shown in Figures 14.1 and 14.2. At first
any antibody to AgX is barely discernible; then the levels rise and later fall to
a plateau. If a mixed infectious exposure were to occur with AgX and a new
AgY from another microbe, the immune system would quickly mount a brisk
and high level of Ab to AgX, while the course of Ab to AgY would be slow and
delayed, just as was the first exposure to AgX. For AgX this is a phenomenon
termed immunological memory or an amnestic response. This can be useful
when the symptoms and signs of exposure to either X or Y are similar. This is
the case with the early flu-like symptoms of pulmonary anthrax and the
influenza virus itself.

Another example common to all of us is repetitive exposure to different
strains of flu viruses.* As illustrated in Table 14.4, a person infected for the
first time with one strain of the influenza virus makes a response to most of
its antigens (as a theoretical example, Ag 1, 2, 3, 4, 5, 6). Three years later,
the same individual exposed to a partially similar influenza virus responds
preferentially to those antigens that were also present on the original influenza
virus. The person also makes a smaller initial antibody response to new anti-
gens, that is, those not shared with the first virus. The initial response is
minimal in comparison. Ten or 20 years later, during a new flu season and
exposure to a third strain of influenza, the most brisk responses would be to
antigens previously recognized by the immune system. This is the scientific
basis for giving the flu vaccine, which contains a variety of possible antigens
common to multiple strains of the flu virus so that a rapid and protective anti-
body response will occur.

TABLE 14.4 Response to theoretical antigens from different flu viruses at the time of
exposure (weak vs. strong)

Antibody response: Antibody response:
Infecting strain and antigen composition Weak Strong
Strain A Year 1 (Antigens 1, 2, 3, 4, 5, 6) 1,2,3,4,5,6 —
Strain B Year 5 (Antigens 1, 3, 5, 7, 8, 9) 7,8,9 1,3,5

Strain C Year 15 (Antigens 1, 3, 8, 10, 12, 13) 10,12, 13 1,3,8
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UTILITY OF SEROLOGIC ANALYSIS OF
PEOPLE EXPOSED TO ANTHRAX:
STRENGTHS AND LIMITATIONS

Our knowledge of the humoral response to infection with biothreat microbes
is limited compared to our knowledge of the kinetics and time response to
common human infections. Nevertheless, in the appropriate context and with
sufficient background information, detection of antibodies to a particular
microbe and its antigens can have important value for microbial forensics. This
information may have critical probative value or it can guide investigative
leads. The absence of a specific antibody response may also have equal value
in a particular investigation. Certainly its importance is increased in the
context of knowledge of what organism may be involved, when the exposure
was likely to have occurred, the route of exposure, what symptoms and signs
are manifesting in the host, and other hard data points such as detection of
antigens themselves, and detection of microbial DNA or RNA.® Other infor-
mation such as how many hosts (people or animals) have had this infection
in the geographic region, what is the normal infection rate, and background
incidence of antibody titer due to the organism in question or a related organ-
ism, is also important.

The 2001 anthrax letter attacks raised multiple questions for every person
infected, possibly exposed, vaccinated, or treated. Some of these questions
included how these persons were infected, if at all; that is, was it by the skin,
which could produce cutaneous anthrax; by inhalation of spores, which would
produce pulmonary and systemic anthrax infection; did they ingest any spores,
which would produce an initial gastrointestinal infection; or, were they among
the “worried well?”

Consider the situation where a close associate comes down with symptoms
compatible with anthrax infection after receiving a powder-containing letter.
Until this is disproved as anthrax, great worry will ensue. We learned that the
limited textbook medicine did not apply. Yet there is useful information to be
used in the present while designing future studies.

In several cases of documented exposure, there was not enough time for
the patient to develop antibody to a specific anthrax antigen, at least as probed
for IgG. Serial serum samples obtained on November 16, 17, 18, and 19 of
2001, well after the potential work place exposure during the first week
in October 2001, were tested for IgG antibody to the protective antigen (PA)
component of the anthrax toxins by enzyme-linked immunosorbent assay
(ELISA); all samples were nonreactive. Serial tests for serum IgG antibody to
the PA toxin of anthrax were performed on 436 workplace-exposed persons.
All but one test was negative. Most specimens were collected on October 10
and 17.°
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It is instructive to look at the positive antibody case in the context and dura-
tion of that individual’s symptoms when he developed a positive test. None of
the symptoms detailed below were individually unique to raise suspicion of a
particular diagnosis. The 73-year-old man (case 2) developed fatigue on Sep-
tember 24. He was the newspaper mailroom clerk who delivered mail to the
first patient (case 1). On September 28, he developed a nonproductive cough,
intermittent fever, runny nose, and conjunctivitis. These symptoms worsened
through October 1 when he was hospitalized. In addition he had shortness of
breath with exertion, sweats, mild abdominal pain and vomiting, and episodes
of confusion. Temperature was elevated to 38.5°C (101.3°F), heart rate was
rapid at 109/min, respiratory rate was slightly fast at 20/min, and blood pres-
sure was 108/61 mmHg. He had bilateral conjunctival injection and bilateral
pulmonary rhonchi. At that time his neurologic exam was normal. No skin
lesions were observed. The only laboratory abnormalities were low albumin,
elevated liver transaminases, borderline low serum sodium, increased creati-
nine, and low oxygen content in the blood. Blood cultures were negative on
hospital day 2, after antibiotics had been started. The chest X-ray showed a
left-sided pneumonia and a small left pleural effusion but no “classical” medi-
astinal widening. The patient was initially given intravenous azithromycin;
cefotaxime and ciprofloxacin were subsequently added. A nasal swab obtained
on October 5 grew Bacillus anthracis on culture. Computed tomography (CT)
of the chest showed bilateral effusions and multilobar pulmonary consolida-
tion but still no significant mediastinal lymphadenopathy. Pleural fluid aspi-
ration was positive for B. anthracis DNA by PCR. Bacterial cultures of bronchial
washings and pleural fluid were negative. A transbronchial biopsy showed B.
anthracis capsule and cell-wall antigens by immunohistochemical staining.
During hospitalization, the white blood count rose to 26,800/mm,’ and fluid
from a second thoracentesis was positive for B. anthracis DNA by PCR. Both
pleural fluid cells and pleural biopsy tissue showed B. anthracis capsule and
cell-wall antigens by immunohistochemical staining. Serial serum samples
demonstrated a greater than fourfold rise in serum IgG antibody to the PA
component of the anthrax toxins by an ELISA assay. The patient was able to
leave the hospital on October 23 on oral ciprofloxacin. Table 14.5 illustrates
both the clinical and bioforensic approach and context in which to analyze
such a patient. These are likely to be common to most situations where a
biocrime is suspected to have affected an individual. The first set of questions
revolves around whether the person is sick: does the patient have any indica-
tions of not being well and any laboratory evidence suggestive of any infec-
tion? The second set of questions addresses whether there is any specific and
objective laboratory evidence of a particular infection.

This case points out that direct cultures may be negative at different times
from different fluids and tissues. This may be influenced by the early admin-
istration of antibiotics. However the remnants of the infection, even dead
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TABLE 14.5 Nonspecific and specific indications of a case of anthrax

Nonspecific Specific clinical
Clinical evidence of laboratory evidence of an evidence of an infection with
an infection infection B. anthracis
Known exposure by Chest X-ray and CT scan Culture from nasal swab
proximity to area and showing pneumonia and grew live B. anthracis
infected person pleural fluid
Cough, fever, shortness Elevated white blood cell Positive PCR for B.
of breath count anthracis in pleural fluid on

two occasions despite
negative cultures

Sweats, abdominal pain, Positive immunochemical
confusion staining for B. anthracis
capsule and cell wall
antigens of transbronchial
biopsy, pleural fluid cells,
and pleural biopsy despite
negative cultures

Abnormal breath sounds Serum IgG to PA toxin
component
Fast heart rate Serum IgG titer to PA toxin

increased within a short
time period

organisms, can be found by probing for antigens and DNA. This patient man-
ifested a classic principle of infectious disease, a rising antibody titer over time.
In this case it was IgG to a particular antigen of the anthrax toxin. This anti-
body response may have been detected earlier if IgM to this toxin or other
antigens of anthrax had been sought. The case also points out the utility of
integrating the presence of antibody with that of other indications of an
anthrax infection. These take their greatest significance during clinical symp-
toms and signs of infection in a possibly exposed individual.

Early administration of antibiotics can prevent positive cultures from the
organism in question. Of the first 10 pulmonary anthrax cases associated with
the 2001 anthrax letter attacks, three patients had no culture growth of B.
anthracis from any clinical samples, but culture was attempted after initiation
of antibiotic therapy. The diagnosis was made on the basis of history of expo-
sure in conjunction with compatible symptoms and signs of disease, and objec-
tive laboratory findings. B. anthracis was identified in pleural fluid, pleural
biopsy, or transbronchial biopsy specimens by reactivity with B. anthracis-
specific cell wall and capsular antibodies, or DNA by PCR on pleural fluid
or blood."
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It is very important to understand the limitations of the assay used. An IgG-
based ELISA against the anthrax toxin’s protective antigen (PA) component
illustrates the importance of understanding the limitations of an assay. The
ELISA assay was developed at the U.S. Army Medical Research Institute of
Infectious Disease (USAMRIID) and put into operation after optimization at
the CDC'" for functional sensitivity and specificity for detecting antibody
response to B. anthracis infection. Its major limitation is its restriction to one
antigen and to IgG. Therefore a negative result at the time of early exposure
may in effect yield a false-negative result. This identifies a gap in our knowl-
edge and application that can be filled by development of an IgM assay, and
perhaps one that is enhanced by probing for other B. anthracis antigens or
epitopes yet to be discovered.

The assay may be very useful in its present form to screen asymptomatic
people with possible exposure. The study by Dewan et al. gives a sense of this,
and provides a contemporary background database on a group of individuals
who may have been exposed to B. anthracis.'”> They evaluated postal workers.
Beginning on October 29, 2001, 1,657 employees and others who had been to
the Washington, D.C. postal facility went to the D.C. General Hospital for
antibiotics additional to those begun on October 21. Serum samples were
obtained from 202 individuals, and all were negative for specific IgG antibody
to the PA IgG, including the three participants who reported a remote history
of anthrax vaccination. Limitations to this data are the fact that antibiotics
were begun before serum testing, and there were no baseline serum samples
available for testing. Also, the time period from exposure to sampling was very
short. Among 28 individuals with positive nasal swabs in the Capitol expo-
sures who received antibiotics immediately, none had a positive culture from
a nasal swab repeated 7 days later, and none had positive serum IgG to PA
antigen 42 days after exposure. This again emphasizes the limitation and inter-
pretation of a test in someone who had early antibiotic treatment. It does raise
forensic considerations. Even with this easily disseminated strain, an antibody
response may be aborted or modified with antibiotics by early eradication.
Furthermore, antibiotics taken prior to exposure would likely be effective in
preventing laboratory and clinical signs of an infection or exposure. Detection
of DNA, antigen, or the organism itself on a person’s body, clothing, or pos-
sessions would raise a red flag.

The route of infection is equally important in interpretation of results
and the limitations of the assay used. The example of cutaneous anthrax
in Paraguay illustrates this, as well as the notion of searching for other
antigens as markers of exposure.”” Analysis of an outbreak of at least 21 cases
of cutaneous anthrax developed from touching raw meat of a sick cow was
performed. Serum from 12 cases and 16 colony and two noncolony controls
6 weeks after the outbreak were blotted for antibodies to the PA and lethal
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factor components of anthrax toxin. An ELISA was used to probe for anti-
bodies to poly-D-glutamic acid capsule. Of 12 cases, 11 had a positive PA
screen, for a sensitivity of 91.7%; none of the 18 controls was positive for a
specificity of 100. Only six of 12 cases had antibody to the lethal factor; all
controls were negative. Probing for antibodies to capsule was positive in 11 of
12, but was positive in two of 18 controls. This study demonstrates the need
to consider other antigens.

CONSIDERATIONS AND CONCERNS RAISED
BY ANALYSIS OF OTHER INFECTIONS

Some of the principles discussed above are highlighted by a recent report on
SARS. This coronavirus disease also evoked concern of a possible terrorist
origin at the onset. A report in the Morbidity and Mortality Weekly Report
(MMWR)' on the “Prevalence of 1gG Antibody to SARS-Associated Coron-
avirus in Animal Traders” discussed the need to validate and interpret tests in
the appropriate populations—the IgG test, discusses its inability to date the
time of the infection, and the possibility of reactivity to a near neighbor that
might be unknown. In a Promed bulletin, Dr. Berger looked at the data from
a different angle and reported: “This week’s study in MMWR indicates that
animal contact may indeed promote infection; however, the most striking
finding seems to have eluded the authors: 1.2 percent to 2.9 percent of indi-
viduals in a healthy control group of adults were also found to be seroposi-
tive! The population of Guangdong Province is 86.42 million (2001), of whom
61.14 million are adults over age 14. If we assume that the seropositivity rates
among controls is representative of the province as a whole, 734,000 to
1,773,000 adults in Guangdong have at some time been infected by the SARS
virus. These figures are 87- to 211-fold the total number (8,422) of SARS
patients reported worldwide to date!” This is a good illustration of the need
to question the methodology of acquisition of data before accepting their appli-
cation in formulas or for analyses.

Yersinia pestis, the cause of plague, is a zoonotic infection which occurs in
the U.S. with regularity and has an animal reservoir. This is in contrast to a
case of smallpox which would raise an immediate red flag for a bioterrorist
event. Cases need to be approached from an epidemiologic standpoint first to
determine whether it is an “expected” case or whether the facts point to a
deliberate introduction of the organism in a group of people or an individual.
Analytic techniques could include genomic analysis of an isolated organism
and immunological response of the host. In consideration of animal reservoirs,
ELISA assays were compared with other tests for detection of plague antibody
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and antigen in multimammate mice (Mastomys coucha and M. natalensis)."”
They were experimentally infected and then sacrificed at daily intervals. IgG
ELISA was equivalent in sensitivity to passive hemagglutination and more sen-
sitive than the IgM ELISA and complement fixation. Antibody was detectable
by day 6 after infection using all four tests. IgM ELISA titers fell to undetectable
levels after 8 weeks. Plague fraction 1 antigen was detected in 16 of 34 bac-
teremic sera from M. coucha and M. natalensis. This shows that the principle
of IgM versus IgG to this pathogen works to temporally situate the infection
as early versus late or past. It also shows that when the information is com-
bined with antigen detection, it engenders more confidence in the results.
Melioidosis is caused by Burkholderia pseudomallei.'® It is also an example
in which key clinical signs and laboratory features raise the possibility of this
infection. Related studies and observations are presented here to illustrate
some of the temporal issues of the host response and the need to interpret
results of an assay in the appropriate clinical and geographic setting. Whether
it is an acute infection, persisting one, or past infection can be determined by
looking at several host responses. Often a simple indicator of infection such
as erythrocyte sedimentation rate or C-reactive protein (CRP) can create clini-
cal suspicion to begin a probe for a specific infection. In a study of 46 patients
with clinical melioidosis, 35 (22 culture-positive and 13 culture-negative) had
relatively uneventful disease courses. Initially they had elevated serum CRP
that decreased with antibiotic therapy and returned to normal as their disease
resolved. In another series of patients, IgM and IgG were measured by ELISA
in 95 sera from 66 septicemic cases and 47 sera from 20 cases with localized
melioidosis.'” Sixty-five sera from culture-negative cases seronegative for other
endemic infections but suspected of melioidosis were also examined. Other
controls included 260 non-melioidosis cases, 169 high-exposure-risk cases,
and 48 healthy individuals. The IgG-ELISA was 96% sensitive and 94% spe-
cific. All sera from cases with septicemic and localized infections and 61 of
63 sera from clinically suspected melioidosis cases were positive for IgG anti-
body. The sensitivity and specificity of IgM ELISA were 74% and 99%, respec-
tively. A geometric index for IgM antibody in the sera of the melioidosis cases
was significantly higher in melioidosis cases compared to that of the non-
melioidosis disease controls. Another study by some of the same authors using
a rapid test also showed IgG and IgM to have clinical utility.'"® Another study
with the intent of evaluating the utility of an IgG assay compared to other
assays illustrates how the clinical and temporal context must be integrated for
interpretation.” It also illustrates how there is room for improvement in tests
and that the best analysis will result from an understanding of the conditions
in the endemic area and utilization of samples and controls from that area.
These tests were evaluated in the actual clinical setting in an area endemic for
melioidosis. Specificity of specific IgG (82.5%) and specific IgM (81.8%) were
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significantly better than that of an indirect hemagglutination test (74.7%). The
sensitivity of the specific 1gG assay (85.7%) was higher than that of the THA
test (71.0%) and the specific IgM test (63.5%). Specific IgG was found in sep-
ticemic cases (87.8%) and localized forms (82.6%). The specific 1gG test was
also better than the specific IgM test and the THA test in identifying acute
melioidosis cases in the first five days after admission. IgG antibody to a B.
pseudomallei antigen remained high for longer than 5 years in recovered
disease-free patients. Because this is a disease that may have an incubation of
days to years, an acute case may very well be picked up by IgM versus 1gG if
it were a matter of days from infection. Although endemic for Southeast Asia,
if it were used as a biothreat agent in a different environment, its etiology may
not be recognized immediately. The importance of understanding endemic area
factors as well as the host to the microbe is further illustrated in another
zoonotic example. Rift Valley fever virus (RVFV) can be transmitted via
aerosols. One study with the intent at looking for improved tests did show the
utility of IgM to determine an early exposure to RVFV.*’ Two ELISA IgM tests
detected specific IgM antibodies to RVFV during the first 6 weeks after vacci-
nation. Three inactivated vaccine doses were given on days 0, 6 to 8, and 32
to 34. ELISA serum IgM on days 6 to 8 were negative or in the lower range of
significance; on days 32 to 34 they were strongly positive; on days 42 to 52
they were waning and later were negative. The plaque reduction neutraliza-
tion test was negative on days 6 to 8 and became positive in later samples.
Similar to the examples shown above, their data suggest that three doses of
RVFV vaccine induced a prolonged primary antibody response. The authors
of that study concluded that the ELISA I1gM could become an important tool
for early diagnosis in acute human infection. Good correlation of a neutral-
ization test and ELISA IgG would indicate a later infection.

Taken together these examples illustrate that an ideal test for both clinical
and forensics use would incorporate endemic area controls, historical contex-
tual information, knowledge of the route of exposure, background incidence,
and kinetics of transmission.

POSSIBLE SCENARIOS OF BIOTERRORISM
ATTACKS: DISTINGUISHING VICTIMS
FROM PERPETRATORS

Each of these scenarios must take into account multiple factors and the limi-
tations of any analytic process to be applied. This is often considered by under-
standing the elements of positive and negative predictive values of an assay
within a population being tested. On one extreme is the situation that occurred
with the onset of human immune deficiency (HIV) in the U.S. First there were
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no cases, and therefore a precise highly sensitive and specific test with excel-
lent positive and negative predictive values (such as exists now when a com-
bination of tests are used) would not likely yield a positive result in an area
where there was little disease at the onset, Kansas, for example. A positive test
by today’s methodologies from a 1970 serum sample from Kansas would be
considered a probable false-positive and warrant further investigation.
However the same sample tested at the beginning of HIV testing could have
been positive if the person had adult T-cell leukemia, which is caused by
human T-cell leukemia virus-1 (HTLV-1). This is because the original tests for
what became known as acquired immunodeficiency syndrome (AIDS)
involved whole viral lysates in which up to 30% of the HTLV-1 sera cross-
reacted. Suspicion to the contrary would be raised by knowledge of different
presentations of the infection. For example, HTLV-1 can actually be used in
the laboratory to immortalize cells. In the patient it actually increases the T-
cell count, as is the nature with leukemia, instead of decreasing them, as with
HIV infections. Other laboratory indicators such as hypercalcemia would now
raise leukemia as a consideration.

Interpretation of a positive clinical test must take into account the health
status of the person being tested. This is important for the practice of medi-
cine and can have relevance when extended to forensic analysis. The follow-
ing situations illustrate the concept. Individuals who have syphilis, a bacterial
spirochetal infection, can typically have a positive FTA (fluorescent trepone-
mal antibody) test for years. However while infected they would have a posi-
tive venereal disease research laboratory (VDRL) test. This reverts to negative
with successful antibiotic therapy. There are some notable exceptions related
to cross-reactive epitopes or autoimmune diseases. These are readily distin-
guishable by history and clinical information. Similarly individuals infected
with tuberculosis will have a positive skin test (Mantoux), whereas the unin-
fected healthy person will be negative. In certain instances, a sick person with
a cell-mediated immune deficiency will be anergic, that is, he/she will be
negative to multiple skin tests including common antigens such as Candida.
The key difference here is that there is a wide difference between the healthy
person being tested and a very ill individual being subjected to the same test.

Tests may also discriminate between the time of the infection as acute
or chronic, and its limitations may lead to different interpretations unless
one is familiar with those limitations. An example of this occurred with
the bacterial infection of Borrelia burgdorferi, which causes Lyme disease.
Dattwyler’s group showed that antibiotics could abrogate the antibody
response because ELISA results were negative in 30% of patients with known
disease who were treated early.”’ Another group showed that in early cases
reactivity to a unique antigen, OspA, was also negative in serological assays
despite a demonstrable T-cell response.”> Our own group had an opportunity
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to analyze the same sera and found that there was antibody to B. burgdorferi
but it was below the threshold of the conventional assays. It was detectable in
its bound form, in immune complexes.”**

Anthrax can be used as an example where investigatory leads can be gen-
erated by considering a scenario in toto. The elderly lady who died in Con-
necticut from anthrax clearly had no occupational exposure nor was she
known to have had contact with anyone who had anthrax. It was possible that
she received contaminated mail. However if this case had occurred as the index
case or out of context of the mail attacks, it would have been reasonable to
question her travel history, what her work if any was, or if she received or used
products from an endemic area for anthrax. Similarly the Vietnamese woman
who died in New York City would also have had these questions investigated.
It would have been useful to search for direct or indirect evidence of anthrax
by physical examinations of her contacts or close neighbors. Inspection and
cultures from her workplace, apartment, and apartment complex (especially
contiguous neighbors) are important for presence of anthrax. Coworkers,
friends, neighbors, and other contacts could have had blood samples analyzed
for antibody to anthrax antigens. These samples could have been frozen so
that if one were positive it would be available for a comparison study in the
future. At a minimum these types of studies could serve as future control data
for the geographic region. Although hypothetical, several results could have
occurred, and each will be analyzed separately: First example: a close contact
is positive for IgM to one of the B. anthracis antigens, e.g. PA. This would
suggest that this person had recent exposure and if nothing else should be
treated. This individual could conceivably be the one who knowingly or
unknowingly passed the spores to the patient. Given the October 26 onset of
illness, which is late in the mailing sequence, it would be less likely that this
individual was a perpetrator but rather a recent victim too. However if this
person were IgG-positive on the assay, then there are several other possibili-
ties. Perhaps this person had past exposure in an endemic region with a sub-
clinical or treated illness (e.g., Haiti, where anthrax is known as “charcoal
disease”). Or this person could have been vaccinated for bona fide reasons
such as a researcher who received it for occupational protection. Or this person
could have obtained the vaccine originally for legitimate or illegal purposes
but was nevertheless vaccinated. Animal vaccines may be more obtainable
without strict record keeping. This person could have loaded the mail with
relative impunity if there were protective antibody generated from the vaccine.
These situations require intelligence information regarding access, ability, and
motive. However the IgG finding could point investigators towards such an
individual, whereas an IgM finding justifies critical therapy. Coming from the
other direction, where information points to a particular individual, investi-
gation could be extended to ingestion of antibiotics. Questions would be raised
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regarding access to antibiotics, recent ingestion of them, half-life of the antibi-
otic, half-life of the metabolites of the antibiotics, and in which body fluids or
tissues the residual can be found. As illustrated from the data in the earlier
sections, someone with antibiotics in their system could be protected from
exposure to a sensitive microbe. This person would be antibody-negative and
likely antigen- and microbial DNA/RNA-negative, since the infection would
have been eradicated before the organism could proliferate in any significant
quantity.

Similar strategies can be employed to examine suspicious but possible acci-
dental transmission of infections. This is illustrated by a recent series of aviant
flu. Tools to determine a person to person spread as the transmission mode
included viral cultures, serologic analysis, immunohistochemical assay,
reverse-transcriptase-polymerase-chain-reaction (RI-PCR) analysis, and
genetic sequencing.”

It is likely that future understanding of the immune system and evolving
technologies such as microarrays will bring new analytic power to the scene,
but in the meantime we can make good use of proven principles for forensic
purposes.
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This chapter reviews bioinformatics techniques that can be used for detection
and identification of microbial samples, and for further analysis of sequence
information derived from microbial organisms. We begin with an overview of
laboratory techniques used to create the diagnostic and forensic data, and then
describe methods for sequencing, assembling, and analyzing genomic data. We
then consider algorithms for large-scale genome alignment and comparison,
followed by methods for modeling protein structure. The chapter concludes
with real-life examples demonstrating working systems for detection and
analysis of the microbial pathogens, using both DNA and protein detection
methods.

A WORKING DEFINITION
OF BIOINFORMATICS

The term bioinformatics entered the lexicon during the early years of the
Human Genome Project as it became necessary to apply a wide range of com-
putational techniques that exceeded what the average bench biologist was
capable of accomplishing on a desktop computer. An extremely elastic term,
bioinformatics has been stretched to cover anything remotely computational
that is applied to anything remotely connected to modern biology. For the

Microbial Forensics
Copyright © 2005 by Elsevier Inc. All rights of reproduction in any form reserved. 313



3 14 BIOINFORMATICS METHODS FOR MICROBIAL DETECTION

purposes of this chapter, we will confine the discussion of bioinformatics to
topics that are directly connected to our perception of computational
approaches for microbial detection, diagnostics, and forensics. Due to length
restrictions we will undoubtedly not fully cover some bioinformatics topics
that could reasonably be tied to microbial forensics.

AN OVERVIEW OF MICROBIAL DIAGNOSTICS

The goal of bioinformatics in microbial forensics and diagnostics is to support
the rapid identification of microbial samples at a variety of levels of resolution
(family, species, strain, isolate). Techniques to accomplish this are ultimately
based upon accurate determination and comparison of genomic sequence of
high quality, combined with detailed analysis of the sequence to determine
gene composition, protein structure, and the functional organization of
the mechanisms of transmission and virulence. As a prelude to the bioinfor-
matics discussion and as motivation for some of the techniques, we will first
introduce some of the laboratory techniques involved in modern microbial
forensics.

A broad range of casually defined terms has evolved to describe the
processes used to diagnose the presence of bacterial or viral agents. Micro-
biologists have used culture-based diagnostics for decades to grow and charac-
terize bacteria that are capable of being grown in vitro. Prior to the need to be
concerned with bioterror attacks, the public health system was concerned with
clinical diagnostics that could distinguish between the wide variety of naturally
occurring pathogens that present similar symptoms. For a number of years
these have included both classical culture-based diagnostics as well as modern
genomics-based diagnostics, which includes the more specific category of poly-
merase chain reaction (PCR)-based diagnostics. An important concept regard-
less of technique is rule-out diagnostics, which eliminate the pathogen in
question and may even confirm the presence of a microbe of less concern (e.g.,
chickenpox instead of smallpox). The same can be said for microbial diag-
nostics for the agriculture and food processing sectors.

Subsequent to the 2001 anthrax attacks, increased distinctions have been
drawn between detection diagnostics, which attempt to indicate the presence of
specific pathogens at a broad level (family, genus, or species), and forensic diag-
nostics that resolve individual strains or isolates. Our discussion will focus on
detection and forensic diagnostics from the viewpoint of detecting and ana-
lyzing bioterrorism incidents. While these techniques have obvious additional
applications in clinical health, agriculture, and food safety, we will not address
these areas in detail.
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Note that detection and forensic diagnostics are focused on answering the
question of which organisms are present in a given sample. The possibility
remains that through extensive genetic engineering, identity-based diagnostics
could be successfully spoofed. An alternate approach is to perform function-
based diagnostics that would focus on what potential damage the sample could
do to a human (or plant or animal) host. Although in its relative infancy, this
approach would focus on minimum gene “kits” or cassettes that could trans-
fer virulence to an otherwise benign host microbe.

It is useful to examine the impact of economics on the use of microbial
diagnostics. Detection diagnostics are employed to provide wide-area protec-
tion against the possibility of a pathogen release, in the case of bioterrorism,
or to monitor the spread of a natural pathogen (e.g., West Nile virus). Depend-
ing on the circumstances of the surveillance and the probability of encoun-
tering the pathogen, species-level diagnostics (“is there any anthrax/
plague/West Nile virus present in this sample?”) are usually appropriate.
However, if the probability of encountering an individual species is extremely
low (e.g., smallpox), it may make economic sense to use a broader-range diag-
nostic (e.g., orthopox-wide).

Forensic diagnostics are employed when detection diagnostics have con-
firmed that one or more pathogens of interest are present in a sample and it
is desired to obtain a finer level of resolution about which strain or isolate is
present. In general, forensic diagnostics currently are much more expensive
than detection diagnostics. Pathogen detection may someday reach a point
where all known strains of all known pathogens can be detected in parallel on
a low-cost, high-density array or “chip” or future technique, but until then it
is likely that a hierarchical approach to detection and forensics will be
employed.

DETECTION DIAGNOSTICS

Detection diagnostics may be divided into two major categories based on issues
of speed, cost, and sensitivity. Nucleic acid diagnostics are used when high sen-
sitivity is required. DNA extraction and amplification steps add extra time and
reagent costs, but provide sensitivity down to the single-copy level. Protein
diagnostics are used when low cost and fast results are desired and low sensi-
tivity can be tolerated (e.g., many thousands of copies can be assumed to be
present in the sample). Most protein diagnostics are focused on detecting pro-
teins expressed on the surface of the pathogen in one or more states of its life
cycle. This avoids extra steps to disrupt the pathogen and expose internal pro-
teins; however, this approach is always available if required. Other protein
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detection diagnostics are aimed at detecting products that may be released by
the cell. Home pregnancy tests are a common example of protein detection
technology.

Not surprisingly, the two approaches are complementary and can be used
in tandem, with protein diagnostics acting as an event trigger, with confirma-
tion followed up by nucleic acid diagnostics. The high mutation rates of some
RNA viruses results in insufficient nucleotide conservation for species-wide
nucleic acid diagnostics. Most of this variation is in the 3rd base position of
the codon (the “wobble base”), meaning that sufficient protein sequence con-
servation remains to allow for species-level protein detection. It is worth noting
that any specific nucleic acid signature could be similarly spoofed (i.e., via
genetic engineering) by changing 3rd positions of codons in a way that did
not change the resulting protein sequence. Protein-based detection would be
one defense against this level of sophistication of genetic engineering. It is a
safe bet that a range of both nucleic acid and protein detection techniques will
always be useful for pathogen diagnostics. It should also be noted that
pathogens might be detected indirectly via host response effects that could lead
to different expression levels or the presence of proteins that would not
be seen in unaffected individuals. Diagnostics based on host pathogen response
are in their infancy, and could be used either for detection or forensic
diagnostics.

NUCLEIC ACID DETECTION DIAGNOSTICS

Nucleic acid detection diagnostics are based upon the concept of conservation
of sufficient nucleotides of genomic sequence across all strains to allow their
detection via one or at most very few assays. This can either be determined
via sequencing all known strains, or assumed after sequencing a sample of
them and testing the resulting diagnostics against the full strain panel. Note
that besides being conserved across all strains, the nucleic acid diagnostics
(often called signhatures) must also be unique (i.e., they do not cross-react with
any other organisms). This implies that all nucleic acid diagnostics run the
risk of eventual false-positive failure, should they be tested against a sample
that contains an organism with the same signature DNA. It also implies that
all nucleic acid diagnostics run a risk of eventual false negative failure, should
a strain exist or newly evolve that does not maintain conservation in the
chosen signature region(s). Together, these imply that nucleic acid signatures
need to be frequently checked for continued apparent conservation and
uniqueness as new sequence information is obtained.

As we will see in the section on basecalling accuracy below, forensic diag-
nostics for nucleic acids can be remarkably accurate. By using validated statis-
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tics from individual DNA sequences combined with redundant testing, we can
increase our confidence in the identity of a particular nucleotide until the
chance of error is vanishingly small. Thus even if two isolates of a given bac-
terium differ in only a single nucleotide, we can still determine with extremely
high confidence that they are different. The techniques to be described below
illustrate how to first identify such tiny differences and then how to evaluate
their probability of error.

CHEMISTRIES FOR NUCLEIC
ACID DETECTION

A variety of chemistries are available for implementing nucleic acid detection
via PCR. Differences occur in technical details of primers and probes, licens-
ing requirements, reagents, design software, and costs. TagMan® PCR, a
technique in common use for nucleic acid detection, involves a two-step
process. The first step uses a pair of PCR primers to amplify the target
region. The second step uses a hybridization probe with a fluorescent tag to
locate a unique region on the amplicon. Detection and measurement of the
fluorescence provides information about the presence and quantity of the
target in the original sample. Detection assays based on TagMan® PCR
have been successfully used to detect natural pathogen outbreaks
(http://www.lInl.gov/str/JulAug01.html) and are in regular use protecting a
number of U.S. cities.

Molecular Beacons (http://www.molecular-beacons.org/) are another
nucleic acid diagnostic method. These are oligonucleotide probes that become
fluorescent upon hybridization with target DNA or RNA molecules. Biological
detection based on molecular beacons does not need labeled analyte or inter-
calation reagents and is direct, sensitive, and highly selective. Probe immobi-
lization, which is essential for conventional DNA hybridization, becomes
unnecessary and thus the protocol for optical detection becomes simpler.
Lower per-test cost and less expensive licensing are reasons for a surge of
recent interest in molecular beacons.

SINGLE AND MULTIPLEXED FORMATS

The cost of nucleic acid diagnostics can potentially be greatly reduced if mul-
tiple reactions can be processed simultaneously in the same tube or well. While
simple in concept, successful deep multiplexing of four or more singleplex
assays can be extremely difficult. The major difficulty is that assays that
perform perfectly well on their own can have major cross-reactions when
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combined. Vendor-specific software to design multiplex assays is available; the
depth of multiplexing possible may vary and some software may be better at
checking potential multiplexed assays than at generating them.

PLATFORMS

A wide variety of commercial instruments are available to perform nucleic acid
detection diagnostics. They deliver a range of features and sensitivities,
and have different total operating costs based on throughput, monopoly on
reagents, and other factors. Each may be best suited to a particular work envi-
ronment, duty cycle, or other parameter.

The handheld advanced nucleic acid analyzer (HANAA), the first minia-
turized PCR unit, was invented at Lawrence Livermore National Laboratory
(LLNL) (http://www.llnl.gov/str/JanFeb02/pdfs/01_02.4.pdf). The technology
was subsequently licensed to industry, and now a range of systems based on
several technologies are available from Cepheid (http://www.cepheid.com),
Idaho Technologies (http://www.idahotech.com), Applied Biosystems
(http://www.appliedbiosystems.com),  Bio-Rad  (http://www.bio-rad.com/
iCycler), and others.

Significant differences exist in design philosophies and capacities. Cepheid
currently uses 16 independently-programmable chambers, each taking a single
reaction tube, and is capable of delivering results in 30 minutes or less. Applied
Biosystems uses 96-well plates (or equivalent format tubes) and produces
results in about 2 hours. Significantly, although all instruments have good
graphical user interfaces suitable for use in research labs, none yet appears to
have a good programmatic interface that allows automatic programming and
execution of an analysis, using a sample sheet delivered over the network, and
seamless delivery of easily parsed results to an external controlling system.
These deficiencies make it difficult and potentially error-prone to use these
devices in large-scale, continuous pathogen detection systems.

Luminex (http:/www.luminexcorp.com) has tackled the need to increase
analysis throughput using a novel approach. Currently, a set of 100 different
colors of microsphere beads is available that can be differentiated with a com-
bination of two lasers. Each of the 100 bead types can be dedicated to a single
nucleic acid diagnostic. A third laser color can be used to detect the hybridiza-
tion reaction when the beads are passed through the illumination chamber
via a flow-sorting apparatus. The system is also capable of being used for pro-
tein-based detection, unlike other current instruments. It may be possible to
increase the bead resolution greatly, providing forensic-level capabilities as
well.
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PROTEIN DETECTION DIAGNOSTICS

Protein detection diagnostics run similar risks for the assumptions of conser-
vation within the species and uniqueness compared to all other organisms, as
described for nucleic acid diagnostics above. One advantage of protein detec-
tion is that it allows the toxins created by certain pathogens to be detected in
circumstances where the organism itself is no longer capable of being detected
via nucleic acid techniques (e.g., botulinum toxin). It also is harder to engineer
around protein-based detection and still retain the original virulent character-
istics of the pathogen.

Two types of protein diagnostics are currently in use. Antibodies are
complex proteins that bind to an exposed region of a target protein. Mono-
clonal antibodies, which are derived from cells called “hybridomas,” are
preferred over polyclonal antibodies in that the cell line producing the mon-
oclonal antibody is immortalized. It is therefore capable of producing a virtu-
ally unlimited supply of the antibody. Monoclonal antibodies are also preferred
because they recognize a single epitope (binding site) on the target molecule.
High-affinity ligands (HALs) are small molecules that are selected to fit and
bind uniquely into crevices or pockets in the target protein surface. In either
case, the diagnostic agent may be linked to a reporter molecule (e.g., biotin,
fluorescent tag) that can be easily detected. In the case of antibody detection,
it is more common to use a tagged secondary antibody to detect the bound
monoclonal. Recall that most protein detection assays do not include an ampli-
fication step, thus significantly reducing the sensitivity of this approach com-
pared to PCR-based techniques.

MONOCLONAL ANTIBODY

Monoclonal antibodies are produced in vivo by injection of a target protein
(the “antigen”) into mice. However, the outcome of immunization and subse-
quent antibody production depends largely on complex biological conditions.
An alternate approach, called “phage display,” offers clear advantages, such as
cost and speed, and suggests the further capability of genetically engineering
specific peptides with high affinity to any target protein. To date, attention has
focused on selecting short, unique, surface-accessible peptides on the target
protein for injection into mice. However, it is conceivable that antibodies could
be produced that recognize closely spaced but discontinuous peptides or
surface-exposed residues contained within protein secondary structural units,
such as alpha-helices. We are not aware of any publicly available software that
can automate the selection of suitable discontinuous peptides or residues on
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the target protein for improved antibody production, or that can assist in the
engineering of protein-based ligands.

HIGH-AFFINITY LIGANDS

Production of HALs currently requires that the protein structure be known
experimentally. The surface is manually inspected by experts using programs
such as DOCK (http://www.cmpharm.ucsf.edwkuntz/dock.html) to identify
suitable-sized surface depressions or pockets. A large library of synthetic mol-
ecules is then compared against the pocket shape, looking for a potential “fit.”
Potential fits are further examined for features such as charge, hydrophobic-
ity, etc. that could preclude them from successful binding. Synthetic chemistry
is used to create the best candidates, which are then tested against the target
protein. This process has been used to create HALs that recognize various
pathogen toxins, as seen in Figure 15.1.

At LLNL we are exploring several ways to scale up this process. First, as
described below, we have improved protein structure modeling so that HAL
design can be attempted without an experimentally solved structure. Second,
we are investigating faster methods for locating suitable pockets. Finally, we
plan to incorporate large supercomputers to speed up checking of the small

FIGURE 15.1 A representation of a bi-dentate ligand that recognizes the botulinum toxin. Figure
courtesy of Rod Balhorn, LLNL. (See color insert.)
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molecule libraries against each potential HAL pocket. Other similar efforts are
underway, and it is hoped that a major acceleration of protein detection diag-
nostics can be achieved within a few years.

FORENSIC DIAGNOSTICS

Forensic diagnostics are primarily characterized by one or more assays (often
run in parallel) that can establish with a high degree of certainty a strain or
isolate level of resolution. Some forensic assays are unique (e.g., one assay per
strain/isolate) while others establish a fingerprint-like pattern (e.g., run k assays
that deliver binary or higher-order results, the pattern of which can be used
to establish strain/isolate resolution). At this time, nucleic acid forensic diag-
nostics are somewhat more mature than protein forensic diagnostics, reflect-
ing the early stages of proteomic knowledge and application.

High-quality data from multiple strains/isolates are required to establish
good nucleic acid forensic diagnostics. Some techniques (e.g., RFLP, see below)
do not require genomic sequencing of each strain and may prove adequate for
strain differentiation for some organisms. Many organisms require a finer gran-
ularity of variation to distinguish strains and thus require rather high-quality
sequencing.

Restriction fragment length polymorphisms (RFLPs) are a long-established
genomic fingerprint-like technique capable of providing at least a moderate
degree of resolution between strains/isolates of bacterial pathogens. One or
more restriction enzymes are used to digest a pathogen genome; resulting frag-
ment lengths are determined from a gel and can then be compared with a ref-
erence known-strain fingerprint library. This technique is the basis of “DNA
fingerprinting” used by modern law enforcement in recent years (http:/
users.ren.com/jkimball. ma.ultranet/BiologyPages/R/RFLPs. html).

Researchers have noted that bacterial strains often contain variation in
simple nucleotide repeat patterns. Presumably caused by DNA replication
errors over evolutionary time, they can be exploited by a variety of techniques
to provide strain- or isolate-level resolution. Variable number tandem repeats
(VNTRs) are short (typically 1-20-bp) sequences that occur in different copy
numbers from one strain of a bacterium to another. By identifying the number
of copies of each known VNTR, strains can be identified and distinguished
from one another. The same principal has been applied to the human genome,
where similar short, variable repeats have been given the name “microsatel-
lites.” Once a VNTR has been identified, it can be assayed using PCR primers
from either side of the repeat region. After PCR amplification, the size of the
resulting PCR product can be measured precisely on an agarose gel, and the
number of copies can be determined from the size. If the repeat region is very
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small, e.g., one nucleotide, then this size assay may not be sufficiently accu-
rate. In such cases it may be necessary to sequence the PCR product to vali-
date the estimate made from the size assay.

By typing multiple VNTRs simultaneously, one can create a very sensitive
genetic signature of a strain or isolate, even for species that show relatively
little between-strain variation. This technique, multiple-locus VNTR analysis
(MLVA),' has allowed researchers to track the spread of plague isolates across
a set of prairie dog colonies.” As above, PCR primers are developed to extract
the VNTR regions. The resulting fingerprint of the presence and length of each
VNTR provides higher resolution than a single VNTR in isolation, which can
be especially important for genotyping samples that have experienced many
changes since divergence from known samples. In such cases, where many of
the VNTR loci may differ from each previously characterized isolate, a set of
VNTRs may allow one to determine the most closely related strain with respect
to a new sample.

In recent years, analysis of individual variation in humans and other species
has identified large numbers of single nucleotide polymorphisms (SNPs) that
can be analyzed to provide resolution down to the individual organism, in
some cases. This technique can apply equally to bacterial and viral pathogens.
It requires high-quality genomic sequence so that SNPs can be correctly dis-
tinguished from sequencing or assembly errors. It also requires careful analy-
sis to establish a subset of all apparent SNPs that is capable of accurately
resolving all of the known strains. Application of SNPs for forensics identifi-
cation of an unknown sample requires accurate sequencing of the sample in
at least all of the regions covering the SNP subset.

To determine the identity of a single SNP, one can use PCR or other
sequence-based assays, but high-volume SNP detection is more effectively
accomplished through hybridization methods, in which many short oligomers
hybridizing to the region in question can be assayed simultaneously. This can
be achieved through a chip-based assay, described below.

The larger task is that of creating the set of diagnostic SNPs (and other
genetic markers) in the first place. The ideal method is to sequence the com-
plete genomes of three or more strains chosen to represent the genetic diver-
sity of the species. These can then be aligned (using methods described below)
and all differences can be found, including VNTRs, SNPs, and larger insertions
and deletions. This approach, although somewhat more costly initially, yields
a valuable set of forensic tools, as it provides an unbiased sample of all genetic
differences between a set of strains. Unlike earlier methods, which identified
only a select subset of polymorphisms, whole-genome sequencing identifies
everything. The first use of whole-genome sequencing for forensic analysis was
conducted in response to the 2001 anthrax attacks, and it resulted in the dis-
covery of 60 novel polymorphisms in B. anthracis.> And while it may seem rel-
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atively expensive, the scientific community already is approaching a goal of
at least one complete genome for all major human pathogenic bacteria and
viruses, and we have two or more strains for many others. The advantage to
this approach for diagnostics is that once the genomes are sequenced, they
become a valuable public resource that can be used by countless future inves-
tigators, not only for forensics but also for research on clinical diagnosis and
treatment. The Institute of Genomic Research (TIGR) is currently sequencing
15 or more strains of B. anthracis with the express purpose of creating a com-
prehensive set of genetic markers for that species.

When using whole-genome sequencing in a high-throughput manner with
the purpose of identifying polymorphisms, it may be most effective to produce
a “draft” sequence, in which the random shotgun phase proceeds until approx-
imately 99% of the genome is covered. This leaves many gaps and other regions
with low coverage, and therefore low accuracy. As a result, apparent poly-
morphisms found in such regions may be false positives. We discuss methods
for calculating precise probabilities for each such polymorphism in the section
on genome annotation for diagnostics, below.

LARGE-SCALE, CHIP-BASED TECHNIQUES

Techniques such as VNTR, MLVA, and SNP can be implemented into micro-
bial forensic diagnostics via sets of independent assays, each focused on a
single VNTR or SNP. The results of these multiple assays can then be
combined to provide an identification verdict. The use of large scale oligonu-
cleotide chips provides a massively parallel approach to providing strain/
isolate-level forensic resolution for a large number of pathogens in a single
assay. These chips can hold 500,000 or more (20 to 30 base) oligomers fixed
to a glass substrate; application of the unknown sample thus provides a
massive hybridization-event fingerprint. With this large number of oligomers,
it is possible to redundantly target each base in the region of each polymor-
phism site (SNP or repeats) with both perfect match and perfect mismatch
oligos. The ratio of hybridization intensities at each base location is used to
determine the presence or absence of each oligomer in the sample.

Several projects underway have as their goal the production of a “pathogen
chip” capable of providing accurate strain resolution for all major pathogens.
Such a chip could also help detect engineered organisms, due to the parallel
nature of the chip analysis. Drawbacks of this approach include the high cost
of chip mask design, the current high per-use cost (and one-time use) of the
chips, and the high cost of keeping the chip current as new strains are
sequenced. It is also not easy to optimize hundreds of thousands of probes
to all work under the same conditions, which leads to a certain degree of
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difficulty in interpreting the resulting data. To address some of these economic
concerns, a number of competing technologies are in various stages of
research. It is likely that the cost and effectiveness of highly parallel nucleic
acid microbial forensic techniques will greatly improve within the decade.

PROTEIN FORENSIC DIAGNOSTICS

Traditionally, proteomics techniques are used to detect relative expression levels
of an organism’s proteome for a specific tissue sample and time state. For
example, which genes of Yersinia pestis are up-regulated in a flea host but
down-regulated in a mammalian host, or vice versa? Given sufficient viable
sample, it may also be possible to use proteomic forensic techniques in some
situations.

One can imagine having reference microarrays or protein chips containing
the proteomes of all known strains of an important pathogen. In situations
where other forensic techniques could not positively identify a sample, perhaps
indicating an engineered pathogen, a decision could be made to run the sample
against the proteome microarrays. This might rapidly indicate situations where
more-virulent genes from one strain were engineered into a less-virulent one.
This approach, used properly, might give results far quicker and cheaper than
sequencing the sample.

Also, as mentioned above, bead-based technologies like that currently avail-
able from Luminex are also capable of providing protein-based detection at
a density that makes them suitable for consideration for protein forensic
diagnostics.

GENOME SEQUENCING AND
ANALYSIS TECHNIQUES

Pathogen sequencing is the basis for establishing virtually all genomics-based
microbial detection and forensic diagnostics. A range of strategies exists for
obtaining and exploiting DNA sequence for diagnostic signatures. It is worth
noting that sequencing performed with a primary goal of aiding microbial
forensics may be done with different economics than sequencing performed
for more traditional academic reasons. For example, assembly of the K" strain
of a bacterial pathogen could take full advantage of the knowledge gained from
assembling the prior strains, instead of proceeding with a de novo assembly.
Deep-draft contigs could be layered upon one or more finished strains to facil-
itate rapid gap closing; in fact, this is exactly how the multi-strain B. anthracis
project at TIGR was designed® and was the motivation for a new comparative
genome assembler that assembles a draft onto a reference.*
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BASECALLING AND ACCURACY

For microbial forensics, we need to compare two genomes and discover all dif-
ferences between them. Once an initial set of differences is found, we need to
determine whether they are all correct. Obviously, if the sequences are correct,
then every difference represents a distinguishing genetic marker. But genome
sequences are not 100% correct, and the accuracy varies from one nucleotide
to the next. The most important factor in calculating the accuracy of a base is
coverage.

When a genome is sequenced using the whole-genome shotgun (WGS)
method, which today is standard, each base is sequenced independently seven
or eight times, on average.

The level of sequencing redundancy is called coverage, and it can be
explained simply as follows. To prepare the DNA for sequencing, total genomic
DNA is sheared randomly (using sonication or other methods) and then size-
selected to produce a genomic library of a certain size, for example 3 kbp. The
library consists of a large set of 3kbp inserts in a clone vector such as pUC18
(many standard and customized vectors have been designed, with preferences
for different insert sizes). Sequences are prepared from these clones, and both
ends of each insert are sequenced. A sequencing “read” in 2005 contains
~700-800 nucleotides (longer reads can be obtained by using different reac-
tion mixtures), a number that is steadily getting larger as technology improves.
When we say a genome was sequenced to 8x coverage, we mean that each
nucleotide in the genome is, on average, contained in eight separate reads. If
the original clone library represents a perfectly uniform random sample of the
genome (which it never does, but the approximation is useful), then 8x cov-
erage implies that over 99% of the nucleotides in the genome are contained in
at least one read.*

The length of a read is determined not only by the sequencing chemistry
and technology, but also by the software that calls bases. The most commonly
used basecalling programs are phred,” TraceTuner, and KB (commercial prod-
ucts designed for Applied Biosystems 3700 capillary sequencers). Each of these
programs converts the four-color signal (the chromatogram) generated by an
automated sequencer into a series of bases, each of which also has a quality
value attached. These quality values are simply error probabilities converted
to a more intuitive range, using the formula Q =—-10logP, where P is the prob-
ability that the basecall is in error. Thus if the probability of error is 1/1,000,
then Q = 30. Every major sequencing center, and every genome project, uses
these programs or similar ones, and thus has a quality value attached to every
base.

To understand the effect this has on the accuracy of assembled DNA
sequences (see the next section for more on assembly), consider the possible
scenarios where coverage ranges from 1x to 8x. Assuming that each read con-
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taining a particular genome position is independent (again, not a perfect
assumption, but a reasonable approximation), the probability of making an
error in a basecall can be calculated by multiplying the error probabilities in
each of the reads. Thus at 1x coverage, a base reported with a quality value of
20 has a probability of 1% of being wrong. In contrast, if that same position
has 8x coverage, and if each of the eight reads have a quality value of 30, and
if all the reads agree on the identity of the base, then the probability of error
is only 107**. (This calculation assumes that the probabilities of error for each
base in each read are independent, an admittedly over-simplistic assumption.)
At this level of accuracy, we would only expect to see no errors at all in any
genome, even a large mammalian genome.

Thus using quality values and some straightforward assumptions, we can
compute the accuracy of any base in a genome sequence. Using similar prin-
cipals, we can compute the likelihood that a difference between two genomes
is real. The statistics behind this computation were first explained in the study
comparing the B. anthracis used in the October 2001 attacks to the reference
Ames strain.’ That study also showed how to extend the statistical model to
compute a confidence in a VNTR. The idea is that if any of the “extra” bases
in the longer of two VNTR regions are correct, then there is a genuine differ-
ence between the strains being compared.

Note that for forensic purposes, if an SNP or VNTR appears to have an
unacceptably high probability of error (using the calculations described above
and in Read et al.’), then one can reduce the probability by retesting. As long
as the original sample material is still available, a basecall can be reconfirmed
by resequencing the region in question. Each additional sequence produces a
basecall along with a probability of error, and this probability can be multi-
plied by the previous value to produce a new, usually lower likelihood of error.
(If the resequencing gives a different answer, though, then the likelihood of
error will increase rather than decrease.)

The problem of basecalling accuracy is still an area of active research,
and more precise estimates of accuracy may emerge as programs are refined
further. For example, some recent SNP analyses have shown that if the
quality values around a given nucleotide are uniformly high, then one can con-
fidently revise a quality value upward.® Perhaps the most direct way to improve
accuracy is to consider every SNP to be a potential miscalled base, and to re-
analyze the raw chromatogram data from each underlying read. A new system,
AutoEditor, that does exactly this was released in mid-2003, and was
shown to correct 85% of the mis-called bases in a large collection of over 25
complete genomes.” This dramatically reduces the potential set of SNPs in a
genome sequence, and allows scientists to focus more effectively on genuine
polymorphisms.
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DRAFT VERSUS FINISHED

Much of the time and cost of sequencing is involved in closing gaps and raising
the entire genome to a specified level of quality (e.g., an error rate of less than
1 in 10,000 bases). This level of quality is assumed for traditional academic
sequencing where full annotation of the organism’s genes is desired, and
is highly desirable for at least one strain/isolate for any pathogen. But is
this level of quality, effort, and cost required for all additional strains/isolates
of a pathogen? The answer depends in large part on the resolution of diag-
nostics being designed, the nature of the pathogen, and available time and
funding.

For detection diagnostics it is desirable to maximize the number of
strains/isolates sequenced so that there can be a high confidence that the
broad-range signatures will indeed detect all known variations. Finishing a
small number of bacterial genomes and drafting the rest will provide the best
balance of sensitivity and cost for determining detection signatures. The advan-
tages of finishing a genome are numerous,® but after the first representative
genome for a species is completed, the benefits of completing additional strains
decrease rapidly. In order to get an accurate picture of species diversity, two or
three additional complete genomes may be useful, but beyond that, draft
sequencing is probably sufficient. Due to the higher variability of some classes
of viruses and their shorter length, finished sequence is usually obtained. Note
that while draft sequencing is an excellent vehicle for mapping out SNPs and
VNTRs, it is not as effective at identifying large insertions and deletions.
Because a draft sequence is broken into pieces and is missing many segments,
it is impossible to know whether a sequence missing from a draft represents a
gap in the assembly or a genuine deletion.

It should also be stressed that obtaining sequence of close and non-
pathogenic near-neighbors is a vital part of designing signatures with high
specificity. While draft sequencing is generally sufficient for the purpose of iso-
lating DNA regions specific to the pathogenic relative (see the comparative
genomics discussion below), the value of finishing the nearest neighbors may
be worth it. As an anecdotal example, when LLNL finished the Yersinia pseudo-
tuberculosis genome, it was discovered that one Yersinia pestis “unique” signa-
ture was a 100% match to the non-pathogenic neighbor. Owing to a gap closure
in the finishing process and the nature of the tools used to look for signature
matches, the exact match of this signature had not been detected throughout
the draft stage. As tools for dealing with draft genomes improve, it is proba-
ble that increased emphasis will be put on maximizing strain/isolate coverage
via draft sequencing. This will make the selection of which strain(s) to finish
an important choice.
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STRATEGIES FOR BACTERIAL AND
VIRAL SEQUENCING

The WGS method of sequencing was first applied on a large scale at TIGR and
used to sequence the first bacterial organism.” Most labs doing large-scale bac-
terial sequencing now employ this approach. In some cases the genome will
be fragmented into both large (10-kb) and small (1-3-kb) clones. A variety of
techniques can be used to construct a mapping scaffold of the larger clones to
aid in assembly.

Viral pathogen sequencers often employ a parallel primer walk strategy,
where knowledge of earlier strain sequences are used to generate primer pairs
to amplify overlapping chunks of the genome; these chunks may then be
subjected to additional parallel primer walk sets that amplify out individual
sequencing read fragments. Such strategies are clearly dependent upon the
degree of strain variability, since certain mutations will render some walking
primers ineffective.

ASSEMBLY

Genome sequence assembly is a complex topic about which many articles have
been written; for the purposes of this chapter a brief summary will suffice.
Assembly is the process of collecting together all the individual sequence reads
from a WGS project and reconstructing the correct sequence of the original
DNA molecule(s). For a bacterial project, this typically involves assembling
tens of thousands of reads into a circular chromosome and possibly additional
plasmids. Prior to the sequencing of H. influenzae by WGS sequencing, many
scientists were skeptical that an entire genome could be correctly assembled
from individual reads. Once that project, which used the TIGR Assembler,"
demonstrated feasibility, it quickly became standard practice to assemble
microbial genomes from WGS data. A few years later, WGS assembly was
demonstrated to be feasible for animal genomes with the assembly of the
130Mbp Drosophila melanogaster genome,' and soon thereafter the human
genome. '

Although genome assemblers routinely put together bacterial-sized proj-
ects, they do not always accomplish this feat without errors. These errors are
of particular concern for microbial forensics, as they may lead to mistakes in
generating genetic markers. The leading genome assemblers today are designed
to handle both small and large genomes, and they employ a variety of sophis-
ticated techniques to avoid getting confused by repetitive sequences (the main
cause of trouble when assembling a genome). Although the technology has
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FIGURE 15.2 A newly assembled contig maps to two distinct, noncontiguous locations on a
reference genome. The correctness of the new contig can be determined by PCR across the junc-
ture. (See color insert.)

been quite successful at scaling up to larger genomes, it still has not overcome
the problem of assembly errors, in part because the raw data always contain
errors (but also because nearly identical repeats can be very hard to assemble
correctly).

By exercising care in the interpretation of assemblies, however, these errors
can nearly always be avoided. The errors generally fall into two broad cate-
gories: (1) mis-assemblies and (2) consensus errors. Let us assume for the sake
of discussion that we are comparing a complete reference genome to an assem-
bly of a related strain that has been sequenced to 8% coverage, and that the 8x
assembly has produced 100 large pieces of DNA, called contigs. Suppose that
one of these contigs appears to consist of two disjoint pieces of the reference
genome that are joined together, as shown in Figure 15.2. This mis-assembly
will appear to be a significant difference between the genome in question and
a reference genome. There is no good method for evaluating the probability
that the assembler has mis-assembled a contig; instead, the best means for
testing this difference is to use PCR to test the newly-assembled contig. If PCR
confirms the result, then the assembly is good and the genetic difference is
real.

The second type of assembly error is a consensus error: for each position
in a contig, the assembler’s output includes a consensus base that represents
what the majority of the underlying reads show at that position. If this does
not match the genome at a given position, then it is a consensus error. This
can happen for several reasons, most commonly because of basecalling errors
(see the section above). Assemblies are based on a multiple alignment of the
individual reads; as pointed out above, when the coverage is deep, the proba-
bility of a basecalling error is vanishingly small. In an incomplete assembly,
the ends of each contig typically contain only one or two sequencing reads,
and it is here that basecalling errors are most likely. Thus when comparing an
assembly to a reference genome, differences that occur near the ends of contigs
are likely to represent simple basecalling errors. These can be checked by addi-
tional sequencing.
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The other common type of consensus error is a polymorphism, which is
much more interesting in forensic or genotyping studies. If the source DNA
was not extracted from a clonal organism, but instead came from two or more
individuals, then the reads may contain differences that represent polymor-
phisms in the population. In this case, the coverage at a given position might
contain a mixture of two different bases, e.g., C and T. Such polymorphic dif-
ferences can be identified even without a reference genome by looking through
the genome assemblies for correlated mismatches; i.e., positions where more
than two reads differ from the consensus and where those reads agree with
one another.

ANNOTATION

The term annotation is broadly used to define any special features of, or knowl-
edge about, specific regions of sequence. Intense focus on automated gene
finders has diluted the definition in many contexts to refer primarily to gene
annotation, but it should be remembered that many non-gene features also
qualify as annotation. Indeed, one could define annotation tracks on a pathogen
genome for regions conserved across all strains/isolates, and further define
those conserved regions that are apparently unique when compared to all other
known sequence. Diagnostic and forensic signature regions derived from these
conserved/unique annotation tracks could themselves form additional anno-
tation tracks. Our discussion of annotation here will be heavily focused on
aspects relevant to the design and selection of good detection and forensic
diagnostics.

TOOLS FOR ANNOTATION

An outline of the approaches routinely used for prokaryotic annotation is sum-
marized below; these are only a sample of the tools available today. The first
step in most genome annotation “pipelines” is the identification of protein
coding sequences. For this task, TIGR and many other centers use the Glimmer
system,">!* a freely available software package that identifies genes using inter-
polated Markov models (IMMs), a specialized form of hidden Markov model
(HMM). After an initial analysis by Glimmer, we use BlastP to search the pre-
dicted genes against a nonredundant database of all known proteins. We also
search all intergenic regions to catch any genes that Glimmer might have
missed (typically this is fewer than 1% of the total).

For annotation purposes and for forensic use, it is important to identify
repetitive sequences in a genome. For this task one can use either REPuter or
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MUMmer, efficient algorithms based on suffix trees.'*"” The initial set of
repeats can be further processed to group repeats into classes, which are used
to guide assembly, closure, and annotation.'®

With initial gene predictions in hand, the next major task is to predict gene
function for as many genes as possible. The primary solution for this problem
is to use sequence alignment, as implemented in the widely used Blast
package'” for alignment of both DNA and protein sequences. More sensitive
tools for this task are based on multiple sequence alignments and gene family
models™ to assign function; in particular, HMMs built from protein families
and protein domains. The PFAM' and TIGRFAMs* databases are built by
creating paralogous gene families from multiple sequence alignments made
with the target genome’s predicted amino acid sequences. These multiple
sequence alignments are then used to group similar proteins into families for
verification of annotation, and to identify family members not recognized
by simple pairwise alignment. A powerful feature of HMMs is that once
they are built, they can be used as search targets: the efficient Viterbi algorithm
as implemented in HMMer'® allows one to search a protein or a set of proteins
against an HMM and score the results. New tools that are being incorporated
into the annotation process include phylogenetic analysis to aid in functional
predictions® and “non-homology” methods for functional annotation such
as phylogenetic profiling and the Rosetta stone method.”””* Other features
of genes and genomes that can be captured or predicted by software include
potential membrane-spanning domains, which are predicted by TopPred* and
its more recent successors; signal peptides, predicted by SignalP;*® and tRNAs,
for which we use the highly sensitive and specific tRNAScan-SE program.”’

The gold standard for genome annotation continues to be manual curation.
Expert human curators, usually scientists with Ph.D.-level training in biology,
can evaluate all the data supporting a functional assignment and can go several
steps further, including reading abstracts or looking at original sources to
confirm a prediction. Distilling all of this information from a wide variety of
sources down to an accurate gene assignment is a complex task. Graphical
display tools can provide valuable aid to these annotators; one tool for incor-
porating multiple types of evidence and supporting annotation is Manatee,
an open-source manual annotation tool (freely available from manatee.
sourceforge.org).

ANNOTATION FOR DIAGNOSTICS VERSUS
TRADITIONAL GENOMIC ANNOTATION

In the Examples section below we describe an existing fully automated
computational pipeline for whole-genome analysis to define candidate DNA



332 BIOINFORMATICS METHODS FOR MICROBIAL DETECTION

signatures for bacterial and viral pathogens. Depending on the organism
involved, this can yield a very few (or zero) to several tens of thousands of
anonymous candidates. Despite the number, it is desirable to know the fol-
lowing for all candidates:

— Does it land in a gene?
— Is anything known about that gene?
— Is the gene involved in virulence?

Clearly, gene annotation is vital for the design and selection of pathogen
diagnostics produced via whole-genome methods. (In contrast, traditional
pathogen diagnostic design starts with a gene of known involvement in viru-
lence.) Candidate unique diagnostic signatures that land on genes known to
be involved in virulence should receive the highest priority. Experience has
shown that whole-genome analysis may uncover unique signatures that land
on genes with unknown function, and these too might be associated with
virulence or host range selection. Some of these candidates should be taken
forward for wet lab testing. It may also be prudent to randomly select some
signature candidates that land on intergenic regions. These may turn out to be
interesting gene regulation regions or genes that were missed by the gene caller
programs. Additionally, having a few good intergenic detection signatures is a
good insurance policy against genetic engineering to foil signatures targeted
at obvious known virulence gene regions.

In the realm of protein detection and forensic diagnostic design, annotation
plays additional roles. It can ensure that only proteins available on the organ-
ism’s surface (envelope capsid or spore surface proteins) are being focused on,
assuming that detection of nondisrupted organisms is desired. Knowledge of
active site regions and protein regions that are solvent-accessible can guide selec-
tion of protein signature candidates.

COMPARATIVE GENOMICS

The field of comparative genomics is currently in a period of accelerated devel-
opment triggered by the recent explosion of genome sequencing (human,
model organisms, bacteria, viruses, etc.) and the subsequent need to perform
comparisons between two or more genomes. Comparative genomics tools can
operate on either nucleic acid or protein sequence; some tools are specific to
one while others can handle both. Most people think of alignment tools when
discussing comparative genomics, but tools that determine common substrings
are another important category. The whole-genome computational pipelines
described in the Examples below were the first large-scale application of these
techniques to pathogen diagnostic development. This took advantage of many
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of the tools described below and has clarified the need for many additional
tools. Other tools that may have similar application to the design of microbial
detection and forensic diagnostics are discussed in a recent survey paper.*®

PAIRWISE COMPARISON AND ALIGNMENT

Until very recently, most alignment algorithms were primarily designed for
comparing single protein or DNA sequences, containing a single gene, either
to each other or to a database of sequences. When faced with the problem of
aligning long genomic sequences or entire genomes, most programs are inca-
pable of producing accurate alignments and consume excessive space and time,
although companies such as Interagon, Paracel, and Timelogic offer special-
ized hardware to speed up pairwise algorithms. Algorithms designed to run at
higher speeds typically make a tradeoff between speed and sensitivity: faster
computational time means that some alignments might be missed.
Genome-length alignment tools have usually been designed to satisfy one
of several goals: some simply aim to find all similar or identical stretches of
DNA between two genomes; others specifically target coding sequences (such
as exons) and search for conserved exon order between two species; still others
focus on intergenic and intronic regions to detect conserved regulatory signals.
In the context of microbial diagnostic design, pairwise comparisons may be
primarily used when a newly sequenced isolate is being compared against a
very close relative. Some of the main problems associated with computing such
an alignment include: (a) genome rearrangements (e.g., exon shuffling or syn-
tenic breaks resulting from intramolecular recombinations), (b) large inser-
tions or deletions (sequences that share several regions of local similarity
separated by unrelated regions), (c) repetitive sequences (e.g., duplicated
genes/operons, transposons, simple and complex repetitives), (d) tandem
repeats, and (e) inherent problems of gene regulatory elements, including their
small size and relative resistance to small insertions/deletions or substitutions.

MULTISEQUENCE AND
MULTIGENOME ALIGNMENT

Another subject infrequently addressed for long sequences, and needing more
in-depth exploration, is the issue of multiple alignments. Every alignment is
based on a colinear arrangement of sequence similarities (e.g., the order of seg-
ments of similar sequence is preserved, although the distances between those
segments may vary among the inputs). Therefore, a global alignment of whole
genomes makes sense only if the species are closely related (or more precisely,
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if very few genome rearrangements have occurred). All global alignment pro-
grams described below rely on this assumption. Several of these programs use
an anchor-based method, where an anchor is a subsequence shared by two or
more genomes. The method is divided into three phases:

1. Computation of all potential anchors.

2. Computation of an optimal colinear sequence of nonoverlapping
potential anchors: these are the anchors that form the basis of the
alignment.

3. Extension of the alignment to narrow or close the gaps between the
anchors.

For diverged genomic sequences, a global alignment strategy is likely to fail
when it tries to align nonsyntenic and unrelated regions. In this case, one must
either use local alignments or else first identify syntenic regions, which then
can be individually aligned.

The era of large-scale alignment algorithms began in 1996 with the versa-
tile alignment program called DIALIGN,*?° capable of both pairwise and mul-
tiple alignments. One of the novelties of this program was the use of gap-free
whole segments for comparison, instead of using single bases or residues. The
alignments are thus composed of gap-free segment pairs of equal length that
would form diagonals in a dot-matrix comparison. Such segment pairs are
sometimes called “fragment alignments” or “fragments.” A quality score is
assigned to every possible fragment based on the probability of its random
occurrence, and the program tries to find a colinear collection of nonoverlap-
ping fragments with maximum total score.

A need to compare closely related bacterial species (or even strains) moti-
vated the creation of MUMmer, a pairwise anchor-based alignment program
capable of detecting every difference between two microbial genomes.'* Under
the assumption that the compared sequences are closely related, this system
can quickly perform high-resolution comparisons of whole-genome-length
sequences, locating all the SNPs, insertions/deletions, differences in number
and location of repeat elements, and tandem repeats, as well as regions
repeated in only one of the two sequences. This program is also amenable to
detecting the differences between two different versions of a genome sequenc-
ing project (two drafts, or a drafted genome vs. a complete one). It proceeds
in the following three phases: (1) A maximal unique match (MUM) decom-
position of the two genomes G, and G, is computed. A MUM is a sequence
that occurs exactly once in genome G, and once in genome G,, and is not con-
tained in any longer such sequence. Using the suffix tree of G,$G,, MUMs can
be computed in O(n) time and space, where n = |G,$G,| and $ is a symbol
neither occurring in G, nor in G,. (2) The matches found in the MUM decom-
position are sorted, and the longest possible set of MUMs that occurs in the
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same order in both genomes is extracted, yielding the anchors. If there are m
MUMs, then this can be done in O(m logm) time by an algorithm which finds
the longest increasing subsequence (LIS) of a sequence of weighted integers.
(3) The gaps in the anchor alignment that have length less than or equal to
a given limit (5,000bp is the default in MUMmer) are closed with a standard
dynamic programming algorithm. These gaps consist of apparent inser-
tions/deletions (lateral transfer, transpositions), polymorphic regions, and
repeated elements, which by the nature of the MUMs (U for Unique) are cap-
tured when found out of context compared with the other sequence.

MUMmer was, and continues to be, a major breakthrough toward the solu-
tion of the alignment of two sufficiently similar genomic sequences. Like most
other existing methods, however, MUMmer cannot align more than two
genomic sequences.

Recently, one of our labs released MUMmer2,”" which improves on MUMmer
by only computing the suffix tree of one sequence. This reduces the space
requirement by about 50%. The other sequence is matched against the suffix
tree delivering maximal matches that are unique in one sequence, but may not
be unique in the other sequence. MUMmer2 is currently unique in that it can
compare an incomplete (draft) genome to either a finished genome or another
incomplete genome using the companion NUCmer utility. Yet another
program, PROmer, can align genomes whose proteins are similar but whose
DNA is too diverse to align. This is accomplished by using a six-frame trans-
lation. A graphical interface, DisplayMUMs, is also freely available with the
system.

Like a small number of other recently-developed programs, MGA®* can
produce a global multiple alignment of whole genomes of closely related
species using an anchor-based method. In the first phase of MGA, a novel algo-
rithm detects all maximal multiple exact matches (multiMEMs) whose length
exceeds a given threshold. In short, a multiMEM is a sequence of length [ that
occurs in all genomes G, . . . G, (at positions py, . . ., p;) and cannot simulta-
neously be extended to the left (left maximality) or to the right (right maxi-
mality) in every genome. The algorithm takes time O(kn + r) to compute all
multiMEMs, where r is the number of right maximal multiple exact matches.
In practice, however, it suffers from the huge space requirement of the suffix
tree. Consequently, MGA’s efficient implementation is not based on suffix trees
but on enhanced suffix arrays” that require only 5 bytes per input character.

After computing multiMEMs and determining which ones are anchors,
MGA closes the gaps between the anchors. First this is done by recursively
applying the same method a certain number of times, thereby lowering the
length threshold for the multiMEMs. Long gaps remain unaligned in order to
cope with long insertions, deletions, etc. Short gaps are closed by a standard
multiple sequence alignment program. The program ClustalW** is used for this
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task because it is a widely used implementation of profile-based progressive
multiple alignment that has reasonable running time for short gaps.

COMMON SUBSTRING COMPARISON

Vmatch® is a new tool that solves a variety of large-scale string matching prob-
lems on pairs of sequence sets very efficiently. The basic concept is to pre-
process a set of database sequences into an enhanced suffix array, which
provides a very powerful index structure for string matching. In a recent paper
by Abouelhoda et al.” it is shown that several string matching algorithms, orig-
inally developed for suffix trees, can be adapted to enhanced suffix arrays. The
advantage of enhanced suffix arrays over suffix trees is a considerably reduced
space requirement and a much faster processing in practice. Vmatch is accom-
panied by a tool, mkvtree, which computes an enhanced suffix array for a set
of database sequences and stores this on file. Vmatch reads these files as a data-
base and matches query sequences against the database sequences to find local
similarities. To do this efficiently it utilizes a new algorithm® to compute
maximal exact matches (MEMs), i.e. exact matches between the database
sequences and the query sequences that cannot be extended further without
a mismatch. Unlike the hashing methods (which first generate k-mers and then
extend these to MEMs), the new algorithm directly computes MEMs. As a con-
sequence, when comparing large genomes or genome sets, Vimatch is much
faster (by a factor between 6 and 24) than previous tools utilizing the tradi-
tional hashing methods. Vmatch also follows the find-seed-and-extend
approach, with the seeds being MEMs. These are extended using the greedy
algorithm of Zhang et al.*®

A flexible range of options and the ability to handle very large sets of
sequences gives Vmatch the capability to efficiently compare a single draft or
completed microbial genome against other microbial genomes. This is done
by considering the nontarget genomes as the database sequences and the target
genome as a query sequence. Utilizing an additional post processing option of
Vmatch, one can find all substrings of the target genome over a specified thresh-
old length that have no match in any other genome. Other options allow a
degree of inexact matches to also be excluded from the output, to select those
substrings in the target genome that do not even have any close match in the
nontarget genome.

COMPARATIVE GENOMIC TOOLS

There are a number of tools and capabilities that are needed to be able to
achieve reliable automated DNA and protein signature creation:
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ALIGNING WHOLE GENOMES WITH
FRAGMENT SEQUENCES

Until recently, we did not have any alignment tools that could align a set
of sequence fragments against another set of fragments. The latest version of
NUCmer, part of the MUMmer package, computes this problem highly effi-
ciently. The text-based output can be displayed graphically using a tool called
MapView released with MUMmer3,” it is now routinely used at some centers
to align incomplete genome assemblies (consisting of dozens or hundreds of
contigs) to other incomplete assemblies. For more distantly related species or
strains, the PROmer program can be used instead, as was demonstrated in a
comparative study of Plasmodium yoelii and P. falciparum.”® Better graphical
tools (some of which are now available in the MUMmer3 package) to view the
results of these alignments will greatly enhance their utility.

COMPARING MORE DISTANTLY RELATED
GENOMES (DEALING WITH NONCOLINEARITY)

Current alignment tools are not capable of dealing with most large-scale
genome rearrangements that occur among distantly related (and even some
closely related) genomes. In practice, this limits our ability in some cases to
analyze highly divergent families to seek DNA diagnostics that can identify all
members of that family. It also hinders our ability to use multiple sequence
alignments to rapidly discover common mechanisms that may have mutated
significantly yet still should be recognizable as having a common origin.

FINDING COMMONALITY AMONG APPARENTLY
UNRELATED OR DISTANT GENOMES (DATA
MINING FOR SHARED MECHANISMS)

Our current tools achieve their tremendous speed by requiring a rather high
degree of similarity between the genomes being aligned. We would like to be
able (eventually) to provide hundreds or thousands of microbial genomes to
a computational tool and let it discover all clusters of similar regions, regard-
less of the evolutionary distances involved.

MASSIVE SCALING OF ALIGNMENTS

Within this decade it will become common to have dozens or even
hundreds of completed genomes for viruses. Current tools are not capable even
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of aligning all the HIV genomes in Genbank. (The extreme divergence, recom-
bination, and lack of DNA repair mechanisms in HIV make it impossible for
an anchor-based multiple alignment technique like MGA to locate common
anchors, and nonanchor alignment techniques like DIALIGN fail on the more
than 300 HIV genomes now available.) Space and time constraints need to be
constantly pushed back as the cost of acquiring genomic sequence continues
to plummet.

COMPARISON OF MULTIPLE DRAFT GENOMES

No tools are yet available to adequately compare multiple draft genomes, either
among themselves or with completed genomes. (As noted above, Vmatch can
find exact match substrings between such inputs, but this is only a special case
of what would be desired. MUMmer2 can compare two genomes at any stage
of completion, which is a promising start for our needs.) Large genome centers
currently generate sequence data at a rate roughly equivalent to one draft bac-
terial genome per day, and it appears likely that the scientific community will
be faced with massive amounts of draft microbial sequence in the near future.
A combination of the tools described above and new algorithms will be needed
to accurately align all of these “draft” genomes against reference sequences
(when available) or more distant species.

USE OF MASSIVE NEW COMPUTERS

Very large-scale parallel computers will soon become available for biodefense
research. For example, the Lawrence Livermore National Laboratory recently
announced a project with IBM that will build a computer, named Blue Gene,
that will have 130,000 CPUs. To truly exploit this enormous computational
power, new highly parallel alignment and analysis algorithms must be devel-
oped. It remains a challenge to divide the multiple alignment task into
sub-problems which can each be solved on a single CPU, minimizing com-
munication with other CPUs. Such algorithms would permit tackling many
interesting alignment problems that could not otherwise be solved in reason-
able time.

PROTEIN STRUCTURE

As detailed in the Example section below, it is possible to computationally
predict which fragments of protein sequence are conserved across multiple
strains/isolates and are also apparently unique when compared to all other
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known protein sequences. Before turning these protein signature candidates
into monoclonal antibodies or ligands, it is important to know whether these
fragments lie within the active site of the protein and thus might not be avail-
able for exploitation by a detection assay. It is also often important to know
whether the unique fragment has sufficient solvent or surface accessibility for
the detection assay to come into contact with the signature fragment while the
protein is in a physiological conformation.

TOOLS FOR PROTEIN STRUCTURE MODELING

The structures of over 8,000 proteins have been experimentally determined
and are available in the Protein Data Bank (PDB) (http://www.rcsb.org/pdb/),
but these are only a tiny fraction (less than 1%) of all proteins that exist in
nature. Determination of protein structures via X-ray crystallography or nuclear
magnetic resonance imaging is a relatively slow and expensive process. Unlike
genomic sequencing, which has seen several orders of magnitude of increase
over the past several years, protein structure determination experiments have
not yet experienced a quantum breakthrough.

The difficulty of increasing the rate of experimental determination of
protein structures has led directly to emphasis on computational prediction of
protein structure. The Critical Assessment of Structure Prediction (CASP)
(http://predictioncenter.llnl.gov) biannual competition has seen tremendous
growth in both techniques and groups involved in protein structure modeling.
Both ab initio and homology methods have demonstrated ability to produce 3D
models that providing additional information could be used in various cir-
cumstances. The ab initio methods attempt to calculate protein structure from
first principles directly from the protein sequence. The basis of homology
modeling methods is the conservation of structure and function among pro-
teins exhibiting even low sequence identity, so that proteins with negligible
sequence similarity can have similar three-dimensional structures. In our
structure modeling work we focus on homology-based methods as still the
most reliable prediction methods. Although the methods for ab initio predic-
tion have developed significantly in recent years, it is still clear (as the results
from CASP experiments show) that they are severely limited in terms of the
size of proteins that can be modeled and the accuracy of the resulting models.
In difficult protein modeling cases, the advanced homology-based methods
look for regions of protein sequence homology of the target that map to regions
of (possibly multiple) solved proteins in PDB, and a variety of techniques are
employed to stitch these modeled regions together and analyze the range of
possible models that result. In homology-based prediction methods, some or
all of the following steps may be involved:
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. The set of preliminary sequence-structure alignments to known protein

structures is generated using pairwise sequence alignment (Smith-

Waterman,” FASTA3," BLAST) and the multiple sequence alignment

PSI-BLAST."!

A selected set of alignment-based backbone models is created.

The correctness of the alignment is verified by:

a) comparison and analysis of multiple sequence alignments and struc-
ture alignments between templates,

b) analysis of secondary structure prediction of modeled protein and
comparison with secondary structure assignment from considered
templates,

¢) structure comparison of all generated preliminary models.

Software, such as LGA* (Local-Global Alignment), builds regions that

cannot be directly “copied” from the template structure: termini, inser-

tions, deletions, and loops.

. Side chains are added with the SCWRL" program. When there is more

than 70% sequence identity to the closest known structure, the coordi-
nates for corresponding atoms are inserted directly to the model.

. The final model is constructed after an analysis and evaluation of all

generated models when the completeness of the prediction and the
homology level of the templates used for model building are verified
(Fig. 15.3).

FIGURE 15.3 A structure model for a pathogen protein determined by the methods described
in the text. Portions of the protein sequence are both conserved and unique, based upon
currently-available sequence information. (See color insert.)
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Once we have determined protein signature candidates, we must determine
which of the apparently conserved/unique protein sequence fragments are
solvent-accessible (i.e., on the protein surface in normal conformation). In the
absence of a 3-D model we use PredictProtein,** whereas NACCESS" is used if
we do have a structure model. These programs let us filter out many candi-
dates for monoclonal antibodies that would have a poor chance of success if
taken forward for wet-lab screening.

Several protein structure analysis tools we would like to have for protein
signature design either do not yet exist or are currently in early stages of devel-
opment. These include:

¢ A tool to examine protein surface topology, looking for good sites for
monoclonal antibodies that are not linear chains from the protein
sequence (e.g., that lie across the top of helices or other complex
formations).

e A fast tool for examining protein surface topology to locate good
pockets for HALs that contain regions found to be conserved/unique.

¢ A tool using supercomputers to computationally screen large
compound libraries against a set of protein pockets at a whole-
proteome scale, predicting suitable HALs.

VISUALIZATION

All the techniques described above share a common need to visually describe
results to the user in ways that can readily convey either a clear verdict or the
reason why the answer is complex and needs further resolution with other tech-
niques. For example, sequence and genome alignment needs to be combined
with gene annotation and signature location; results of a fingerprinting tech-
nique like MLVA or SNPs needs to show the unknown sample in registration
with the closest reference standards. It is worth noting that tools suitable for
academic analysis and publication may not be robust enough or contain the
right features for heavy-duty forensic application. Much work remains to be
done to properly combine algorithms and tools into decision tools with appro-
priate user interfaces and visualization at each step along the way.

Similar to alignment algorithms, the direction in development of new
viewing/display tools often follows the goals of the research in question. In
addition to an interpretable alignment, visualization and browsing tools need
to incorporate extra analyses and features such as database homologies and
gene predictions from various sources. The ability to locate repetitive elements,
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alternate start and splice sites, protein binding sites, and other genomic fea-
tures can help the biologist in these analyses.

Interactive features are other useful options to consider, such as the viewing
resolution (a static graphic vs. the ability to zoom in/out) and real-time analy-
sis capabilities (e.g., ability to search specific regions for homologies). Other
problems include: (1) how or whether to represent syntenic breakpoints (e.g.,
genome rearrangements), (2) how to display alignments from both strands,
(3) how to display multiple alignments, (4) determining whether only one
sequence should be the reference for the alignment(s), and (5) how to display
contigs if an unfinished genome is used as one (or more) of the entries for the
alignment.

A further problem lies with the input of data for the visualization programs,
since most of these were developed to work on only one specific file format,
tied to the details of the research in question. Much of the work to improve
the fledgling field of whole-genome comparison involves the design of new
alignment algorithms and the modification or implementation of existing algo-
rithms. These programs have often been coupled to visualization tools that try
to make a seamless transition from raw data to interpretable comparisons.
There remains much room for improvement in terms of long-sequence or
whole-genome alignment (or multiple alignment) algorithms, in terms of for-
matted or processed graphical output that a user may be able to interpret and
combine with other analyses.

A visualization display tool called SynPlot* was developed with the
DIALIGN alignment algorithm in mind. SynPlot allows the display of multiple
alignments and shows the gaps in each sequence, as well as the nature and
positions of conserved regions (based on percent identity of a sliding window)
for all sequences. SynPlot has the added functionality of being able to display
the features (exons, introns, repeat elements, and CpG islands) for each
sequence. As mentioned above, MUMmer has a display tool, and not men-
tioned previously was the PIPmaker graphical tool for displaying the output of
BlastZ and other large-scale alignments from Webb Miller’s group.”” MGA has
an option to output an alignment in XML format. This can be turned into
HTML using the program mga2html. It is available, along with examples
and instructions, on the MGA web site (http://bibiserv.techfak.
uni-bielefeld.de/mga/). No visualization tool is available for Vmatch output,
as further processing for a specific application is generally required.

OTHER FORENSIC TECHNIQUES

The proceeding discussion may make it appear that the genomics-based tech-
niques mentioned are the best or only way to do microbial forensics. It is likely
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true that these techniques are the best way to define what a pathogen is, but
that is not the whole story. Forensic identification is also concerned with such
issues as how a pathogen was made (additives), where it was made (trace mate-
rials, isotopes, etc.), and when it was made (**C dating). We will not discuss
these topics here because they are discussed in other chapters and because they
do not have major bioinformatics issues. Two other forensic techniques that
have bioinformatics requirements will be briefly mentioned.

PROTEIN MASS SPECTROMETER ANALYSIS

The use of mass spec analysis is long established within classical forensics. We
are all familiar with the ability of crime scene technicians to determine the
make and model of a car from a paint sample. These techniques can also be
applied to pathogens and to the toxins that they create in the host. A current
need is to establish a reference database of mass spec fingerprints of common
pathogens and associated toxins. This database will be useful for analyzing
complex mixed samples that may contain environmental and host conta-
minants in addition to the pathogen and/or associated toxins. Fast and
reliable software to determine the presence of any reference pathogens in such
samples, and perhaps also deduce how, when, and where they came from, will
be extremely useful.

IMAGE ANALYSIS

Electron microscopy is a standard tool of classical forensics applied to micro-
bial analysis. These images can provide information about processing tech-
niques and sophistication, additives used, preparation, delivery, and storage
methods. Reference images from lab samples or actual cases need to be com-
pared with new samples, looking for similarities that may indicate attribution.
Automating these comparisons, using image processing techniques, would be
a useful addition to the microbial forensics toolkit. This will not be an easy
task due to the many factors (image magnification, lighting, focus, background
material, etc.) that can confound scene segmentation analysis.

EXAMPLES

We have been involed in a range of activities involving microbial detection and
forensics. Some of these are briefly summarized here to provide real-life exam-
ples of the concepts described above. For what should be obvious reasons we
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will not provide specific details of diagnostics currently in use for public health
or national security.

ANTHRACIS ANALYSIS

Following the bioterrorism attacks in the U.S. in October 2001, in which mul-
tiple samples of Bacillus anthracis spores were sent through the mail to a variety
of targets, TIGR was asked to sequence and analyze the strain of anthrax bac-
terium used in these attacks. The goals of the analysis were threefold: (1) to
determine whether the anthrax had been genetically engineered in any way,
(2) to discover any and all differences between the attack strain and known
strains, and (3) to create a unique genetic signature that could be used to char-
acterize the attack strain. Shortly after the attacks occurred, VNTR analysis
showed that the strain used in the attacks was Ames, a strain originally iso-
lated from a cow in Texas in 1981. This strain had been sent to the U.S. Army
biodefense laboratory in Ft. Detrick, Maryland at that time, and subsequently
distributed to multiple labs around the world engaged in anthrax research.
Using all known anthrax VNTR markers, the samples were indistinguishable
from other Ames isolates. At the time of the attacks, TIGR was nearly com-
pleted with the sequencing of an Ames isolate from Porton Down, England
(originally from Ft. Detrick). This made it clear that one of our tasks was to
determine whether or not we could discover new genetic markers that would
allow us to distinguish the Porton Down strain from the attack strain.

The results of this study, published in June of 2001, revealed answers to
all three of the questions above. First, the attack strain was clearly not engi-
neered: it was nearly identical to known laboratory strains. Second, we dis-
covered 60 new genetic differences between Ames and other strains, including
three insertions/deletions, eight new VNTRs, and 49 SNPs. The insertions were
relatively small, and the only one large enough to contain a gene (1200bp)
was found to be occurring naturally in Bacillus cereus. All of these differences
were validated by resequencing and by cross-checking against a panel of other
Ames isolates. At least 15 of the newly discovered markers were found to vary
within previously typed Ames samples, allowing us to more finely differenti-
ate the strain using a genetic signature with these new markers.

Several of the methods described earlier in this chapter were critical in the
analysis of the anthrax isolates. The two genomes were assembled using the
Celera Assembler, and the resulting assemblies (the attack isolate and Porton
Down isolate were at ~6x and 11x coverage, respectively) were aligned using
MUMmer2 and NUCmer. These assemblies contained hundreds of small and
large contigs, with the Porton Down isolate containing fewer contigs due to
its deeper coverage. (In addition, finishing and closure work was nearly com-
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plete at that time.) Complicating the analysis was the fact that the Porton
Down isolate had been cured of its plasmids; fortunately, both the pXO1
and pXO2 plasmids had been sequenced separately, from the Sterne and
Pasteur strains. So the “reference” strain was really three strains, one for
the 5.2-Mbp main chromosome, and two others for the 182-Kbp and 96-Kbp
plasmids.

MUMmer allowed us to very quickly identify all differences between the
assemblies, which we then classified as SNPs, VNTRs, or insertions. Note that
due to the time pressure on the project, assemblies were rerun several times
and the analysis had to be repeated each time. The speed of the assembler and
the alignment software were critical in these multiple re-analyses. We then
extracted all the underlying sequence reads for every difference, and elimi-
nated regions of 1-2x coverage as representing likely basecalling errors. For
the remaining differences, we calculated the probability of error for each SNP
and VNTR and reported all the high-confidence differences, along with their
probabilities, in the published analysis. Subsequent sequencing of additional
B. anthracis strains at TIGR has further confirmed the SNPs, VNTRs, and indels
reported in this study: nearly all have been found in at least one additional
strain or isolate. These additional findings serve to reinforce the statistical and
computational methods developed for this study.

NUCLEIC ACID SIGNATURE PIPELINE

Traditional approaches to DNA signature development started with the
assumption that a particular gene was vital to an organism’s virulence, host
range, or other factors that might be considered “unique.” Suitable primers
and probe were designed for the detection system of choice without effective
computational screening for uniqueness. The resulting assay would then be
tested with the available strain(s) and success declared if they were detected
while near-neighbors were not. This approach would sometimes yield good
results, but failures frequently occurred due to inadequate strain panel, near-
neighbor, and environmental testing. Failure could also occur because the
chosen gene was not unique as assumed but was part of some mechanism that
was common to other as yet to be sequenced organisms.

LLNL embarked in early 2000 on a project to provide biosecurity for the
2002 Winter Olympics. We needed to develop robust detection assays for a
range of bacterial pathogens. Our approach improved upon the traditional
method by efficiently locating portions of the pathogen target genome that
were not unique, and eliminated them from further consideration. In some
cases, we sequenced appropriate near-neighbors to provide maximum isola-
tion of target regions related to virulence. We used rigorous selection criteria
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on the remaining potentially unique portions of the genome to select candi-
date assays that we were confident would work against all strains of the target
for which sequence was available. Finally, we worked with appropriate col-
laborators to ensure that our assays were screened against large strain panels
and robust environmental samples. Although our approach dramatically
reduced failures both in initial lab screening and subsequent field testing, the
quality and quantity of target strain and near-neighbor sequence available were
limiting. Thus, we view pathogen diagnostic design as a continuous process
that is potentially affected by every new microbial genome sequenced.

What follows is a brief description of the system we constructed to auto-
mate the task of predicting pathogen DNA signatures using some of the tools
described above. Figure 15.4 gives a simplified diagram of the KPATH system.

DETERMINATION OF TARGET PATHOGEN
CONSENSUS SEQUENCE

When we began our computational DNA signature development task in August
2000, there were no algorithms available that could efficiently align multiple
bacterial genomes. After experimenting with programs that did not scale to
handle even tiny viruses, we began using DIALIGN, although it could take days
or weeks to align large viral genomes. In 2002 a new multiple-genome aligner
program, MGA, became available. This fast, anchor-based algorithm works well

1 or more Bacterial or .
Viral Genomes All Microbe

(Target Sequence) Database

PCR Constraints
BLAST in sifico Screen
lectronic Reagent Ordering

Primer Design
{Primer3)

andidate Signature
Generation

Multiple Sequence
Alignment (DiAlignMGA

Consensus
Target Sequence File

Sufﬁx% N
»

{mkvtreefvmatch) Uniqueness File

FIGURE 15.4 A simplified diagram of the LLNL DNA signature pipeline.
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for a collection of whole genomes similar enough to have exact-match
“anchor” regions evenly distributed and present in each genome. As an
example, aligning six variola (smallpox) genomes (~190Kbp in length) took
longer than a week on DIALIGN and required breaking each genome into three
pieces. MGA aligned these same six genomes in less than 30 minutes. We note
that all existing alignment tools assume colinearity and do not handle
rearrangements or duplications well. MGA currently cannot align genomes too
distant to have sufficient exact anchors evenly distributed, nor can it align
complete genomes along with incomplete ones (i.e., draft genomes or sets of
sequence fragments). We currently use DIALIGN and/or MGA to align multi-
ple whole-genome instances of any target genome that has more than one
genome available.

FAST, SCALABLE SEQUENCE COMPARISON
PROGRAMS TO LOCATE UNIQUE SEQUENCE

Next, we must quickly determine which portions of a bacterial or viral genome
consensus gestalt (Fig. 15.5) are potentially unique compared to all other micro-
bial genomes already sequenced. We were aware that suffix trees are the most
efficient data structure for comparing two strings to determine matches. Stefan
Kurtz’s Vimatch programs had just been developed and provided the most scal-
able implementation of suffix trees to date. He generously provided new func-
tions that allowed us to compare a target viral or bacterial genome against a
900+Mb library of all publicly available microbial genomes in just a few
minutes. This compares to the 2—4 days required for naive approaches (e.g.,
BLAST, which could involve parsing enormous output files). Note that this
approach masks out portions of the target genome that are definitely not unique
(Fig. 15.6). Further effort is needed (described below) to determine the

agtaatcgt .ATCATTGTACCCACTTGAGAAGTTAGTAAC. TTTTTTCTATTATAATCTT
GTATCCGTAAGATACATTACTACACATAGGAATTCCCTGAT . GAGCAATGTTTAAATACA
TCTACATTTGGAT . . TGATGTAGTTGCGTATTTCTCTACAATATTAATACCATTTTTGCA
ACTATTTATTTCTAGACCTTTTG.GATTAGTAATCTCAATAATTCTACGTCAATATTATC
AGATTCTATATATTCGAATATATCAAAGTCATTGATATTTTTATAATTGGTAGAAGACAA
TAATGACACCACAACATCAGTTTTGATATTCTTATTTTT . TTGGTAACGTATACATTTAA
TGAATTTTCATTACGTTCTACCAATGATTGTGCACTGCAGGCATCAAAAGTTTTACAACT
ATCATAAAGCATACTATCCTATCC

FIGURE 15.5 An analysis of a multiple sequence alignment of several pathogen target genomes
yields a “consensus gestalt” view. Positions that do not agree in all of the input genomes are rep-
resented by a dot. Runs of conserved positions above a threshold size are shown in capital letters;
runs below that size are in lower case.
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agtaatcgtNATCATTGTACCCACTTGAGAAGTTAGTAACNTTTTTTCTATTATAATCTT

FIGURE 15.6 The consensus gestalt from Fig. 15.5 after having been compared by Vmatch
against a database of all other sequenced microbial genomes. Positions with a dot in the consen-
sus gestalt are mapped to “N” prior to Vmatch (which will not accept a dot). The dots in this
“uniqueness gestalt” view indicate regions that have exact matches above a threshold size in one
or more of the genomes compared with Vmatch. The remaining apparently-unique regions large
enough to contain a PCR primer or hybridization probe are later examined for suitability as
signature candidates.

suitability of the remaining portions of the target genome, and to deal with the
fact that the suffix-tree approach cannot detect all regions that potentially may
cross-react when hybridized even when these regions are not exact matches.
We may also at times be interested in non-unique signatures (e.g., for shared
virulence mechanisms). However, it is the power of being able to “mask out”
all non-unique portions of a target genome by comparing it to all other micro-
bial genomes that has enabled us to achieve a high rate of signature success
compared to traditional methods. As an example, when LLNL completed the
sequence of the Yersinia pseudotuberculosis genome, we masked out 97% of the
Y. pestis genome, letting us focus on the 3% that was unique. The comparison
library prior to the availability of this near-neighbor genome could mask out
less than 33% of the Y. pestis genome, which illustrates the tremendous value
of having a nonvirulent close-neighbor genome. Our method lets the genome
itself define what is unique (and conserved, if appropriate), and presumably
important.

Recently we made major improvements to our system to take advantage of
multiple CPUs and allow for incremental additions to our sequence compari-
son database. Using a 24-CPU Sun server, we can now process all pairwise
Vmatch comparisons for a large target bacterial genome (B. anthracis, for
example) in less than 2 hours.

In practice, MGA has worked extremely well at aligning similar bacterial
and (large) double-stranded DNA viral genomes. Aligning large gaps between
anchors may lead to unacceptable running times. Many (short) single-stranded
RNA viral genomes have such high mutation rates that MGA is unable to find
enough anchors; in extreme cases, searching for very short anchors can
exhaust memory. The requirement that all anchors must exist in all inputs is
a drawback for DNA signature development instances where it would be highly
desirable to align one or more finished genomes with a collection of sequence



Primer and Probe Selection and Acceptance 349

fragments (e.g., contigs from draft genomes or gene sequence fragments from
Genbank).

The unique capabilities of Vmatch were the key to automating the task of
developing pathogen DNA diagnostics. Inputs ranging from raw sequencer
reads to complete 5-Mbp bacterial genomes have been compared against
multigenome databases of greater than 900 Mbp using this technique. In short,
a combination of efficient multiple-genome alignment and fast identification
of unique substrings led to a breakthrough in the art of microbial detection
diagnostics design.

PRIMER AND PROBE SELECTION
AND ACCEPTANCE

Our next step is to determine regions that can meet our desired DNA detec-
tion assay format. Currently we use TagMan® PCR, which consists of a
forward and reverse PCR probe (for amplification) and an internal oligo probe
with a fluorescent tag for detection. Many bioinformatics tools are available to
determine the selection of hybridization primers and internal oligo probes.
After much experimentation, we rejected all tools that lacked the ability to run
in batch mode via a command-line interface, and settled on the Primer3
program from MIT.* We tuned it to the precise needs of our chosen platform,
the Cepheid Thermal Cycler (http://www.cepheid.com). These parameters
include the desired amplicon length range, optimal primer and probe sizes and
spacing, annealing temperature ranges, and so on.

We developed custom software to automatically extract all potential signa-
ture candidate regions from the “masked out” target genome uniqueness gestalt
(Fig. 15.5) produced from the Vmatch processing described above. Each can-
didate region is input to Primer3 and the output examined for meeting our cri-
teria. Successful candidates are then subjected to an even more rigid set of
local PCR primer design criteria that help us to screen out primers that might
fail or internal oligo probes that would not meet strict TagMan requirements.
Candidate signatures that survive this electronic gauntlet have a high proba-
bility of detecting the target genome successfully and not cross-reacting
with any already sequenced genome. Like the prior step, signature candidate
selection is now done in parallel. A large target bacterial genome without
sequenced, non-pathogenic near-neighbors can generate 30,000 or more
signature candidates. Thus, our in silico process of winnowing down to the
most promising signature candidates saves substantial money and time at
the bench roughly proportional to the available sequence for target and
near-neighbors.
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We have used these techniques described above to develop nucleic acid
detection signatures for several dozen bacterial and viral pathogens in the
last two years. Many of these core assays have undergone rigid CDC valida-
tion assays and have entered the public health network through the CDC’s
Laboratory Response Network (LRN) (http://www.bt.cdc.gov/lrn/) to be used
for regular pathogen detection monitoring in the BioWatch program
(http://www.llnl.gov/str/October03/Imbro.html).

PROTEIN SIGNATURE PIPELINE

With straightforward extensions, the techniques above for nucleic acid detec-
tion diagnostics can be applied to protein sequences. When multiple pro-
teomes are available from different strains or isolates, we perform a multiple
sequence alignment on each protein to determine a protein consensus, using
DIALIGN. These are compared using Vmatch against the GenBank nonredun-
dant protein database, nr. This output is analyzed for apparently unique pep-
tides of a given length (six or more amino acids, normally, in our application).
Longer unique peptides are favored if, for example, all their substrings of
length 6 are also unique.

We focus on proteins known, through annotation, to be presented on the
outer surface of the pathogen in the form in which we expect to encounter it
(e.g., spore in the case of anthrax). The protein structure prediction method
described above is used to attempt to produce a 3-D model, since few pathogen
virulence proteins have had structures determined experimentally. We must
then determine which of the apparently conserved/unique protein sequence
fragments are on the protein surface in normal conformation. We use
NACCESS if we have been able to determine a structure model. We eliminate
from further consideration all candidate monoclonal antibody targets that are
not sufficiently exposed. Our protein signature development capability now
far exceeds the speed at which monoclonal antibodies can be created for testing
in the wet lab.

Figure 15.7 shows the result of this process for one pathogen protein.
Regions shown in green indicate conserved and unique peptides that are acces-
sible on the surface of the protein, and thus may provide good antibody detec-
tion targets. Potential applications of this process to determine vaccine or
therapeutic targets, in addition to detection diagnostics, should be apparent.
Additional work in progress at LLNL, requiring the use of very high-end par-
allel computers, is attempting to mine this information to automatically deter-
mine good HAL targets and, ultimately, reagents. A target goal would be to
sequence a new pathogen in a day, annotate in a day, develop nucleic acid diag-
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FIGURE 15.7 A 3-D model of a pathogen protein, highlighting conserved and unique protein
sequence peptides that are accessible on the protein surface. These indicate potential locations for
protein detection signatures. This example shows how the basic structure model shown in Fig.
15.3 can be further developed. (See color insert.)

nostics in a day, model all proteins in a day, and develop protein diagnostics
before the end of the week.
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FIGURE 15.1 A representation of a bi-dentate ligand that recognizes the botulinum toxin. Figure
courtesy of Rod Balhorn, LLNL.
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FIGURE 15.2 A newly assembled contig maps to two distinct, noncontiguous locations on a ref-
erence genome. The correctness of the new contig can be determined by PCR across the juncture.



FIGURE 15.3 A structure model for a pathogen protein determined by the methods described
in the text. Regions in green indicate portions of the protein sequence that are both conserved
and unique, based upon currently-available sequence information.

FIGURE 15.7 A 3-D model of a pathogen protein, highlighting conserved and unique protein
sequence peptides that are accessible on the protein surface. These indicate potential locations for
protein detection signatures. This example shows how the basic structure model shown in Fig.
15.3 can be further developed.
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INTRODUCTION

One of the central goals of microbial forensics is to identify the source of a
microorganism that has been used for terrorist or other illicit purposes. To
achieve this goal, it is necessary to understand the extent of microbial diver-
sity, the genetic processes that generate diversity, other evolutionary processes
that shape the patterns of diversity, and the resulting genealogical relationships
among diverse strains. The field of population genetics is concerned with pre-
cisely these issues and is therefore central to microbial forensics. Population
genetics can be viewed as a subfield of evolutionary biology that focuses on
genetic diversity within species, as opposed to differences between species and
higher taxonomic groups, although this distinction is not always precise, espe-
cially in microbes.

An understanding of the population genetics of the human species already
plays a major role in forensics. For example, by comparing the DNA “finger-
print” in a sample of tissue (e.g., blood) from a crime scene with the DNA
from a suspect in that crime, one can say with a high degree of statistical cer-
tainty whether the suspect was the source of the forensic sample. Within an
appropriate evidentiary context, a match in such a comparison provides
powerful evidence of the suspect’s involvement, whereas the absence of a
match can exonerate an accused individual.

The power of DNA fingerprinting for forensics was not a forgone conclu-
sion: instead there was intense debate for several years.' The eventual consen-
sus that supported the utility of human DNA in forensics was reached after

Microbial Forensics
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systematic collection of data on the extent of diversity at the genetic loci used
in testing, as well as detailed analyses of how that genetic diversity was dis-
tributed among different populations. This research has led to a greater basic
understanding of the population genetics of the human species, as well as to
improved forensic methods.

Given the successful forensic application of population genetic analyses of
human data, it is not surprising that similar approaches are being pursued to
trace the source of microorganisms (including bacteria, viruses, and fungi)
whose genetic material is present in forensic samples. In fact, such work also
represents a direct extension to forensics of the approaches that are widely
used by molecular epidemiologists to track the source of outbreaks of many
pathogens.

There are important differences in population genetics between humans and
microorganisms. The aims of this chapter are to explain these differences, illus-
trate ways in which useful forensic inferences might be drawn from microbial
DNA sequences, and suggest avenues for future research. Because microor-
ganisms are themselves extraordinarily diverse, we will focus on bacteria and,
as appropriate, use data on Bacillus anthracis to illustrate certain calculations.
To start, we will compare and contrast inferences that can be drawn from DNA-
based forensic evidence derived from humans versus bacteria.

DNA FORENSICS OF HUMANS AND BACTERIA

All humans share the vast majority of their DNA sequences.” Nonetheless,
with genomes containing billions of nucleotide base-pairs (bp), and with
sexual reproduction scrambling the variants every generation, no two humans
are identical throughout their genomes, with the rare exception of identical
twins (equivalent to exact clones). With enough high-quality sequence data,
therefore, the source of a human forensic sample can be attributed to a par-
ticular individual with certainty. Obtaining enough data to make a strong prob-
abilistic argument is made easier because some regions of the human genome
are hypervariable,” allowing analyses to focus on those regions rather than
requiring whole-genome sequences. This individuality of the genetic signature
gives rise to the metaphor of DNA fingerprinting.

In extending the use of DNA evidence from human samples to bacterial
DNA forensics, one possible line of reasoning might be as follows. Most bac-
terial species harbor tremendous sequence diversity. With bacteria having
much smaller genomes than humans, it also becomes feasible to obtain full
genome sequences for forensic samples. Therefore, according to this view, it
should be easier and more certain to trace back from a bacterial sample to its
source than to do so in the case of human DNA forensics. Unfortunately, this
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reasoning is, at least in some cases, false owing to the greater potential for
exact clones (equivalent to identical twins) in bacteria than in humans.

Bacteria reproduce asexually, hence the existing genetic diversity within a
population or species is not scrambled every generation. Moreover, mutation
rates in bacteria are generally not high enough to ensure that new mutations
occur in every cell generation.”” Thus, exact clones are much more prevalent
in the bacterial realm than in the human population.

Furthermore, microbiological research laboratories often preserve exact or
nearly exact clones, and may distribute them to other laboratories. Hence, the
possibility of exact clones is especially important when considering pathogens
that may derive, accidentally or deliberately, from a laboratory. By contrast,
when tracing the source of a natural outbreak, exact clones are likely to be less
problematic because the number of generations and accumulated mutations
are usually much greater, the relevant sources are not deliberately stored some-
where as clones, and perfect attribution is often less critical.

CASE STUDY OF BACILLUS ANTHRACIS

In this section, we will present some quantitative considerations related to
microbial forensics. We will use published research on Bacillus anthracis to
illustrate several important issues. We do so because the anthrax terrorist
attacks of October 2001 have received considerable attention and, thus, offer
concrete data for discussion. However, we will gloss over certain complica-
tions of this particular example in order to emphasize more general issues that
would probably apply to similar cases in the future.

Following the anthrax attacks, Read, et al.” sequenced and compared the
complete genomes of two B. anthracis isolates. One isolate was a forensic
sample taken from a victim in Florida, while the other was from the govern-
ment research laboratory at Porton Down in the United Kingdom. The Porton
Down isolate had been previously “cured” of the two extrachromosomal plas-
mids that encode virulence factors, but otherwise it was presumed to be rep-
resentative of the Ames strain that had been widely used in anthrax research.
These two isolates, as well as other potential sources of the Florida attack
strain, are shown in Figure 16.1. These other sources include U.S. govern-
mental laboratories and field isolates.

Read, et al. reported that “Only four differences were discovered between
the main chromosomes of the Florida and Porton isolates . . . two of these are
SNPs and two are short indels.” SNPs refer to single-nucleotide polymor-
phisms, which in this context are typical point mutations that distinguish
the two sequences. Indels are insertions or deletion mutations, which often
occur in specific hypermutable regions. We will focus initially on the two point
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FIGURE 16.1 Possible derivations of the Bacillus anthracis isolated from the Florida anthrax victim
in relation to several potential sources of the Ames strain. Chromosomes of the Florida isolate
and the Porton Down laboratory strain have been sequenced. The Ames strain was originally iso-
lated from a dead cow in Texas in 1981, then stored at Fort Detrick, and distributed to several
other research laboratories (solid arrows), including Porton Down. The Porton Down strain was
cured of its two virulence plasmids. (Reprinted with permission from ref. 8. Copyright 2002,
American Association for the Advancement of Science.)

mutations that distinguish the Florida and Porton Down isolates. A compli-
cation is that the genome sequence of the Porton Down isolate was, in fact,
based on DNA preparations from two substrains of the Porton Down strain,
and these substrains were shown to have several mutational differences in their
sequences. In our analysis, we will use only those differences that distinguish
the Florida isolate from both Porton Down samples.

Given that there are two point mutations that distinguish the Florida and
Porton Down isolates, we can ask several questions. Is that a surprisingly little
difference, or is it a lot? What might these data tell us about how long ago the
forensic isolate shared a common ancestor with the Ames laboratory strain?
What might the data say about the relative likelihood of the forensic isolate
coming from one source versus others?
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To begin to answer these questions, we first need to understand the genomic
mutation rate and the evidence concerning this rate in bacteria. The genomic
mutation rate is simply the expected number of mutations per generation
across the entire genome. To illustrate, consider Escherichia coli, which is the
best studied bacterium. Our calculations assume functional DNA repair and
ignore hypermutable sites, which constitute a small proportion of the genome.
E. coli has a genome size of about 5 x 10°bp and a point mutation rate of about
5 x 107" per bp per generation® (see ref. 7 for a somewhat lower estimate).
The product of these two quantities is the total genomic mutation rate, which
in this case is approximately 2.5 X 10~ point mutations per generation. The
inverse of the genomic mutation rate is the expected number of generations
until the first mutation occurs in a cell lineage (not in a population: see below),
in this case about 400 generations. As it turns out, B. anthracis has a similar
genome size,” and its mutation rate measured for a particular gene also is
similar to E. coli."

At first glance, the expected time of 400 generations until the first muta-
tion may seem an inappropriately long period, because it ignores the fact
that a bacterial population may contain millions of cells, such that many muta-
tions can occur every generation. However, comparisons between genomic
sequences are based on single representatives of each sample, not on entire
populations. Without belaboring this point, the expected time that is relevant
to our analysis will generally be somewhat longer, not shorter, than we esti-
mated above.

In point of fact, we are most interested in a quantity called the genomic
substitution rate. A substitution is any mutation that spreads throughout a
population of interest. The details can get complicated quickly but, fortunately,
there are some mathematical shortcuts. In the present context, we can treat
the number of substitutions as the number of mutations that distinguish the
two individuals whose genomes are under comparison. Neutral mutations have
no effect on fitness; synonymous point mutations are often used as a proxy for
neutral mutations. A robust result from theoretical population genetics is that
the expected substitution rate of the class of neutral mutations is equal to their
corresponding mutation rate."' Deleterious mutations—those which reduce a
cell’s survival or growth rate—have a substitution rate lower than the corre-
sponding mutation rate, while beneficial mutations have a substitution rate
above their mutation rate. Because many more mutations are deleterious than
are beneficial, the genomic substitution rate is, in general, somewhat lower
than the genomic mutation rate. Hence, as noted above, the expected time to
the first substitution of a point mutation will be longer than 400 generations.

So what might we begin to conclude from the data? Given the two point
mutations that distinguish the Florida and Porton Down isolates, the inferred
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time since their common ancestor is on the order of 800 cell generations (i.e.,
twice the expected time to the first mutation). Although not a huge number,
it is to us surprisingly large in the context of standard lab practice, where one
would expect working subcultures to be repeatedly restarted from a master
culture (stored in a non-growing state, as spores or frozen vegetative cells),
rather than by sustained propagation of subcultures. The inferred 800 gener-
ations would correspond to about 30 rounds of plating for single colonies
(each colony representing some 25 cell divisions), and even more rounds if
cells were propagated by serial dilution and transfer. Translating generations
into chronological time would further depend on knowing how long cells
might have been stored in a non-mutating state, for example as spores or in a
freezer.

The inferred time since the common ancestor could be reduced, perhaps dra-
matically, if the Ames strain were defective in DNA repair (see refs. 7, 12 for
the effects of loss of repair in E. coli) or if there was a history of mutagenesis.
In terms of DNA repair, it appears that the Ames strain retains these functions
given that mutation-rate estimates at specific loci are in line with estimates
for E. coli that have normal DNA repair functions.'” However, with respect
to growth under mutagenic conditions, it could be relevant that curing the
two virulence plasmids from the Porton Down strain involved treating cells
with high temperature and an antibiotic.’ In fact, depending on the timing
of these treatments relative to the derivation of the two substrains of the
Porton Down strain, these conditions may even explain the differences between
the substrains as well as between the Florida isolate and the Porton Down
strain.

Statistical uncertainties are also important with respect to inferring the time
since two strains diverged from a common ancestor. Even if we accept the
substitution rate as known, there remains the intrinsic error arising from the
stochastic (random) occurrence of mutations. Using the Poisson distribution
to reflect this intrinsic error, the probability of observing two or more muta-
tions in anything fewer than 142 generations is below 5%. At the other end of
the distribution, two strains are also unlikely to have substituted as few as two
mutations in 1900 generations or longer (p < 5%). Although these bounds are
already large, they are the best that one can do given only two point-mutation
differences, because they assume that all else is known precisely. The bounds
become even larger with uncertainty in, for example, the mutation rate.
Despite these wide bounds, one might still exclude certain scenarios. For the
sake of illustration (leaving aside the facts that the Porton Down strain lacks
the virulence plasmids, and was subjected to mutagenic treatments), these two
point mutations make it unlikely that the forensic isolate came directly from
the Porton Down strain or even that it was derived from that strain via fewer
than several rounds of plating or subculturing.
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Thus, after considering what is known about rates of mutation in bacteria
and placing this information in an evolutionary context, the two point muta-
tions separating the forensic isolate from Florida and the Ames laboratory
strain appear to be more than might have been reasonably expected, not less,
provided that the Porton Down strain is indeed representative of the Ames
strain more generally. We will return to this proviso a bit later.

It should also be clear from what has been said that “either-or” inferences
based on match versus no-match between a possible source and a forensic
sample are less conclusive for bacteria than for humans, owing to the much
greater possibility of exact clones (identical twins) in the microbial case and
especially in the context of a deliberate attack using a strain taken from the
laboratory.

Let us now shift gears, and consider these data from the perspective of estab-
lishing the most probable “line of descent” of a forensic isolate in relation to
multiple potential sources. In this context, even one or a few distinguishing
genetic substitutions could—in principle—provide compelling evidence to
support or exclude certain scenarios. In the paragraphs that follow, we examine
two such scenarios to illustrate how the data could be profitably analyzed. The
first scenario is hypothetical and invokes imaginary data in order to make
certain points clear. The second scenario accords with the relevant published
data.

FIRST SCENARIO

Recall that the forensic isolate from Florida and the Porton Down version of
the Ames strain differ by two point mutations. We can designate the genotype
of the Porton Down isolate as AB and that of the Florida isolate as A’B’ to
reflect these two mutations. Now suppose that isolates of the Ames strain from
the four laboratories in Figure 16.1 are also characterized with respect to these
mutations, along with an isolate from a hypothetical rogue laboratory discov-
ered in an investigation. Suppose that the Ames isolates from Fort Detrick, Lab
1 and Lab 2 had the same AB genotype as the Porton Down strain, while the
isolate from Lab 3 yielded the A’B genotype and the isolate from the rogue lab-
oratory had the same A’B" as the forensic isolate from Florida.

Under this hypothetical scenario, the identity of the isolate from the rogue
laboratory with the forensic sample, coupled with the differences between
these isolates and those from all other laboratories, would suggest that the
likely source of the forensic isolate was the rogue laboratory. Moreover, the
fact that the isolate from Lab 3 alone shared one of the two distinguishing
point mutations would further suggest that the strain taken from the rogue lab
was derived from Lab 3. Of course, DNA sequences of anthrax isolates
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would presumably not be the only line of evidence presented in a criminal case
against the hypothetical operator of the rogue laboratory; the case would be
further strengthened, for example, if the operator had previously worked in
Lab 3.

At first glance, the finding that these two point mutations are shared by the
forensic and rogue-lab isolates may not seem like much, given that the B.
anthracis genome has about five million bp. However, when viewed against a
background of genomic uniformity, even one or a few shared mutations
provide compelling quantitative support for an association. To illustrate, we
will make some simplifying assumptions and rough calculations. No doubt
such assumptions could be relaxed, and the calculations refined, in any actual
case.

If all mutational substitutions were equally likely, then the probability that
some putative source would have independently substituted the exact same m
mutations (and no others) as in a forensic sample is calculated as p = 1/(3n)",
where n is the genome size in bp and the factor of 3 represents three alterna-
tive base-pairings at each genomic site. With a genome of n =5 x 10°bp and
m = 2 mutations, this probability of chance convergence is <107'*.

However, the refined probability estimate would be greater owing to varia-
tion among genome positions in substitution probabilities. Certain positions
are more mutable than others,” and therefore coincident mutations become
more probable than the calculation above suggests. Also, selection can some-
times lead to convergent substitutions even when the underlying mutation
rates are the same.'* To illustrate, imagine that 1/1000™ of the genome (5 x
10’bp) is highly mutable, with all of these sites equally mutable and with unre-
stricted nucleotide substitution. In that case, the probability of chance con-
vergence with m = 2 is still <107, If substitutions at each of the highly mutable
sites are restricted to one particular nucleotide, then the probability of con-
vergence is higher (as p = 1/n™), but still <107 In any case, it is important to
emphasize that a few, or even one, mutational matches could be quantitatively
compelling, especially if the sequence data are supported by other evidence
(such as the hypothetical connection between the rogue laboratory operator
and a related source strain).

SECOND SCENARIO

In fact, when the mutations that distinguish the forensic isolate and the Porton
Down strain were checked among isolates from the four other laboratories in
Figure 16.1, it was found that these other isolates all shared the same geno-
type as the forensic sample.® Thus, it seems the Porton Down strain accumu-
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lated these distinguishing mutations, probably during the mutagenic treat-
ments used to eliminate the virulence plasmids.’

More importantly, the forensic isolate appears to be identical in its genomic
sequence to the Ames strain that was shared among several different labora-
tories. It is possible that complete genome sequences of isolates from one or
more of these laboratories might exclude one of them as the proximate source.
However, examination of hypermutable sites [variable-number tandem repeats
(VNTRs)] in the genomes of these isolates does not reveal any exclusionary
differences.® Thus, the genomic data per se lack the power to discriminate
between these particular laboratories as potential sources of the Florida foren-
sic isolate. Although it is not a focus of this chapter, we should mention that
other types of evidence, such as trace elements reflecting bacterial growth con-
ditions, might allow source discrimination even in the absence of distinguish-
ing mutations. Of course, evidence concerning access to Bacillus anthracis by
a suspect individual or group would also be quite relevant.

In Figure 16.1, one can also see that the Ames strain found in all of the lab-
oratories was itself derived from a dead animal in 1981. This source also raises
the possibility that the Florida isolate was not obtained from any of the
research laboratories but, instead, was another isolate sampled from nature by
the perpetrator. (In this case, the possibility of a natural infection was excluded
by the circumstances of the deliberate attacks using the postal system.) The
question then becomes: What is the probability that a fresh isolate taken from
the wild would be an exact clone of the isolate sampled twenty years earlier?
In bacteria that cannot form spores, one might estimate the number of elapsed
generations and the expected number of substitutions that would have
accumulated, and use these to calculate the likelihood of zero mutational
substitutions. In fact, this likelihood would be the upper bound because it
would assume that the same evolving lineage was chosen in both instances
and thus ignores the extent of genetic diversity present at any moment.
However, B. anthracis forms spores that can persist for a long time, making it
difficult to estimate the number of elapsed generations and hence expected
substitutions.

An alternative approach would be to estimate empirically the fraction of
isolates from nature that are exact clones of the Ames strain. At first glance,
this might seem a daunting task that would require genome sequences from
hundreds of isolates. In fact, a shortcut exists by first scoring the hypermutable
loci. For example, one could sample isolates from various geographic regions,
including that where the Ames strain was sampled. All of these could be scored
for the hypermutable genes, and any differences would exclude identity. Let
us imagine, for the purpose of illustration, that none of 500 isolates from other
geographical regions matched the Ames strain at all of these genes. In that
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case, the probability of a match from outside the region would be estimated
as below 0.2%. Now imagine also that five isolates out of 100 sampled from
the vicinity of the Ames strain matched that strain at all of the hypermutable
loci. The probability of a match from within that region might first be esti-
mated as 5%, but it must be emphasized that this estimate is likely to be an
overestimate because it uses only a subset of the genome (i.e., the hypermutable
loci) to establish differences. One might then sequence whole genomes of the
five isolates that matched the Ames strain at all of the hypermutable genes to
see whether any of them was truly an exact clone. Alternatively, various other
genetic approaches less costly than whole-genome sequencing might be used
to screen this subset of clones. Among our recommendations, we suggest
efforts to develop methods for the rapid discovery of unknown sequence dif-
ferences between closely related genomes. Also, any differences found in one
natural isolate could be checked in the others, providing another potentially
useful shortcut toward determining whether any of the natural isolates are
truly exact clones of the Ames strain and the forensic isolate. None of the
several natural isolates mentioned by Read, et al.® proved to be exact clones of
the Ames strain, although distinguishing mutations were found in the viru-
lence plasmids (but not on the chromosome).

SOME ISSUES NEEDING FURTHER ATTENTION

In this section, we briefly raise some questions that would benefit from further
attention, either in general or in specific cases that might arise.

How similar are mutation rates across species? Among strains within a
species? At the level of species, published data seem to indicate that point
mutation rates are inversely correlated with genome size across microbes with
DNA genomes ranging all the way from viruses through bacteria to yeast.”"”
The product of these quantities, which equals the genomic mutation rate, is
surprisingly constant by this analysis. It would be useful to have more data
bearing on this pattern, especially as the explanation for the genome-level con-
stancy remains unclear. In any case, these data support the general expecta-
tion that genome-wide rates of point mutation are often well below one, which
allows the existence of exact clones, especially in laboratory settings where
strains may be deliberately stored and then sent elsewhere.

Despite this apparent constancy in rates across such diverse taxa, there
can be substantial variation in mutation rates among different strains of the
same species. For example, there are strains of E. coli and many other bacter-
ial and fungal species that have mutation rates elevated by 10, 100, or even
1000-fold owing to defects in mismatch repair and other pathways.'® Such
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“mutator” strains can be fairly common, both in nature'” and in the labora-
tory.'” In these mutator strains, the potential for exact clones would be greatly
reduced.

The apparent constancy of genomic point-mutation rates does not extend
to viruses with RNA genomes, such as the virus that causes flu in humans.
RNA-based viruses, including retroviruses (such as HIV, which causes AIDS),
generally have much higher genomic mutation rates despite their small
genome size.'® Again, the potential for exact clones of these viruses would be
very much reduced relative to the potential in bacteria with normal DNA repair
functions.

How variable are mutation rates across sites within a given genome? On the
one hand, variation in mutation rates will complicate estimation of the diver-
gence times between isolates, as well as calculation of the probability of a spu-
rious match between isolates that converged on the same mutations. On the
other hand, hypermutable sites may provide opportunities to detect sequence
differences that arise quickly (between closely related isolates), and these sites
can be screened for a large set of isolates at much less cost than sequencing
their entire genomes.

In the case of typical point mutations, the differences between sites are prob-
ably fairly minor in the greater scheme of things. However, there are certain
sequences, including homopolymeric tracts (e.g., AAAAA ...) and VNTRs
(e.g., ATTATTATT . . .) that are much more mutable, with the repeated ele-
ments being added or lost to produce insertions and deletions.'” Examination
of multiple hypermutable loci increases the chance of detecting one or
more informative mutational differences even over short time scales. The B.
anthracis genome has several such regions® which are recognizable and can
be avoided or subjected to particular scrutiny, depending on the appropriate
context.

How are strains propagated? The expected number of substitutions that dis-
tinguish two isolates will depend on the number of generations between them
as well as the relevant mutation rates. The realized number of substitutions
will also depend on the fate of particular mutations, and the likelihood that
certain kinds of mutation are substituted will in turn depend on how a popu-
lation is grown." If a population experiences repeated bottlenecks, such as
when cells are plated as individual colonies, then deleterious mutations can
accumulate. In large populations that do not experience any severe bottle-
necks, natural selection will tend to eliminate deleterious mutations and sub-
stitute beneficial ones. Neutral mutations, such as those synonymous changes
that do not alter a protein’s structure, will not be affected in either case. In
general, because more mutations are deleterious than beneficial, the genomic
substitution rate will be somewhat lower than the genomic mutation rate.
However, the discrepancy should not be more than a few-fold, because one-
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quarter or so of all possible mutations in protein-encoding genes are synony-
mous and therefore should be neutral or nearly so.

A related issue is the history of mutagenesis, if any, during the derivation
of strains and subcultures. We have already noted that the high-temperature
and antibiotic treatments used to eliminate the virulence plasmids from the
Porton Down isolate of B. anthracis are mutagenic, and may well account for
the genetic differences between that isolate and the other Ames isolates. It is
generally thought that mutations do not accumulate during the long-term
storage of strains in freezers or as spores, because cells are not metabolically
active. However, when vegetative cells are kept at higher temperatures, they
continue to metabolize and may accumulate mutations, with the extent of this
starvation-induced mutability being rather variable, at least among strains of
E. coli.”!

CONCLUSIONS

e In contrast to human DNA-based forensics, a perfect match between a
bacterial forensic sample and some potential source is less definitive
owing to exact clones that may exist. Such exact clones reflect the
asexual mode of bacterial reproduction.

¢ Microbiology laboratories often store clones and exchange them with
other laboratories. The opportunity for exact clones to confound
forensic source-tracking is thus especially relevant in the context of
forensic samples that may have come from a laboratory.

o If a forensic sample is genetically identical to samples from several
labs, then the genome sequences lack the power to discriminate
between them as potential sources. However, other types of evidence
(e.g., trace elements) may exist that can allow discrimination and
should be sought in any case.

e Even one or a few genetic differences between a forensic sample and
some potential sources can exclude certain scenarios while focusing
attention on others. The pattern of differences among potential sources
might, for example, implicate one of them as an intermediate or final
stage in the derivation of a forensic sample.

¢ The issues emphasized in this chapter are more relevant for tracking a
deliberate attack than a natural epidemic. In the latter case, the
number of generations and accumulated genetic differences are
generally much greater, the potential sources are not deliberately stored
as clones, and perfect attribution is often less critical.
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RECOMMENDATIONS

In closing, we offer several recommendations relevant to the issues addressed
in this chapter. Some of our recommendations are similar to ones put forth
in a recent report of the American Academy of Microbiology,* which also
included others beyond the scope of our chapter. Although our recommenda-
tions are cast with reference to improving the science of microbial forensics,
we emphasize that fulfilling most of them would simultaneously enhance the
investigation of natural epidemics.

¢ The scientific community should make plans to obtain whole-genome
sequences for all significant pathogenic threats to humans, ideally in
advance of any forensic investigation that might become necessary.
Genome sequences should also be obtained for important pathogenic
threats to those plant and animal species on which we depend for food
and economic vitality.

e It would be most useful to have multiple whole-genome sequences
for every pathogenic species that poses a significant threat. While a
single sequence would allow the extent of differences with a
subsequently sequenced forensic sample to be gauged, having several
diverse sequences would enable a more powerful triangulation to
indicate the pattern of relatedness among strains and the order in
which genetic differences accumulated.

e Basic population-genetic research in support of microbial forensics is
needed to estimate rates of mutation and genomic evolution, including
differences between sites in the same genome, variation among diverse
species, and under alternative culture conditions. Such research should
include studies in experimental settings as well as comparative studies
of natural populations.

¢ Basic molecular biological research is needed to develop methods for
the rapid discovery of unknown sequence differences between closely
related genomes. Various techniques for genotyping based on known
differences are well established, but methods to find, for example, a
single point-mutation difference between two genomes need more
research.

e Attention must be paid to statistical issues when interpreting microbial
forensic evidence, as has been the case with human DNA forensics.
However, the precise nature and form of the calculations will be
somewhat different from those used in human forensics, owing to
differences in the underlying genetic processes and population
structures.
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Quality Management in
Microbial Forensics Laboratories

JosepH M. CAMPOS

Department of Laboratory Medicine, Children’s National Medical Center, Professor of Pediatrics,
Pathology, and Microbiology/Tropical Medicine, George Washington University Medical Center,
Washington, DC

INTRODUCTION

Criminal investigations such as the one following the Eastern U.S. anthrax
exposures of 2001 depend heavily upon expert forensic laboratory support.
Until recently, little information was available regarding the quality issues that
should be considered when establishing a microbial forensics laboratory
specializing in biocriminal activity, or when adapting an existing laboratory
to perform microbial forensics work. Defining quality practices are being
addressed, and guidelines will continue to evolve to effect better-quality pro-
grams. The Scientific Working Group on Microbial Genetics and Forensics
(SWGMGF) was assembled in mid-2002 by the U.S. Federal Bureau of Inves-
tigation to develop the first microbial forensics quality assurance guidelines.
To formulate the guidelines, the working group was assigned the following
tasks:

1. Promote the development of a national microbial forensics program
that is scientifically valid and rigorous,

2. Define criteria for development and validation of microbial forensics
methods that will support attribution during criminal investigations,
and

3. Establish national working guidelines for laboratory quality
management as applied to microbial forensics.

Group members came from a diverse assortment of scientific disciplines rep-

resenting several government agencies and academia.

Microbial Forensics
Copyright © 2005 by Elsevier Inc. All rights of reproduction in any form reserved. 371
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As a clinical microbiologist member of SWGMGE, 1 brought to the group
the experience of directing a clinical laboratory that is compliant with the
statutes that are part of the Clinical Laboratory Improvement Amendments leg-
islation of 1988 (CLIA88). These statutes specifically exempt laboratories that
are engaged solely in forensic testing from CLIA88 oversight. The group
quickly concluded that extension of CLIA88 to include forensic testing labo-
ratories was unfeasible and unnecessary. However, it became apparent that
some of the standards to which clinical laboratories are held by CLIA'88 are
relevant to forensic laboratories. We decided that by including in the relevant
guidelines information derived from the CLIA'88 standards, we could improve
the reliability, reproducibility, and utility of forensic test results. The guidelines
are a dynamic document, and their current content can be viewed at the
following websites: http://www.tbi.gov/hq/lab/fsc/backissu/oct2003/2003_10_
guide01l.htm and at www.science.com.

There are general areas a laboratory should address to carry out effective
quality assurance and quality control practices. The SWGMGF guidelines
delineate these and include sections applicable to:

— Quality assurance monitoring and the sharing of quality assurance
results with laboratory staff

— Organization and management of the microbial forensics laboratory

— Personnel standards for laboratory workers and managers, including
recommendations regarding competency assessment activities and continuing
education requirements

— Laboratory facilities, including recommendations regarding security

— Sample control, including recommendations concerning collection,
identification, storage, and chain of custody documentation of sample
handling

— Validation of test procedures and revalidation of modified test
procedures

— Documentation of analytical procedures to include equipment and
reagent needs, step-by-step instructions, calculation of test results, interpreta-
tion and limitations of test results, quality control requirements, and pertinent
literature references

— Recommendations for equipment calibration and maintenance

— Suggestions regarding the content of laboratory reports and a descrip-
tion of forensic testing documents that should be retained in a readily acces-
sible format and location

— Review of laboratory reports prior to their dissemination

— Proficiency testing to evaluate the effectiveness of laboratory policies
and procedures for assuring employee competence

— Procedures for rectifying errors and discrepancies in laboratory reports



A Few Definitions Are in Order at This Point 373

— Conduction of audits of all components of the laboratory quality man-
agement program

— Preparation of a laboratory safety manual, identification of a laboratory
safety officer, and institution of an on-going safety training program

— Procedures for selecting and establishing a working relationship with
subcontract laboratories for provision of analytical testing services

LABORATORY QUALITY MANAGEMENT

The purpose of developing quality management guidelines for laboratories per-
forming microbial forensic work is to promote development of testing pro-
grams that are scientifically valid and rigorous as well as to establish minimum
operational criteria for application-oriented laboratories. Criteria should be
developed for validation of microbial forensics methods that can be used to
determine attribution during criminal investigations. Germane to this effort
is the establishment of national guidelines for quality assurance and quality
control that are relevant for microbial forensics laboratories.

An early step in this process is to grasp and understand the concept of lab-
oratory quality management. An essential component of a successful quality
management program is preparation of a quality manual that describes the
quality systems, policies, and practices of a laboratory.

A FEW DEFINITIONS ARE IN ORDER AT
THIS POINT

Attribution is the determination of the cause or source of criminal or terrorist
acts.

Biocrime or bioterrorism is the threat or actual use of microorganisms,
toxins, pests, or prions to commit criminal or terrorist acts.

Chain of custody is the tracking and documentation of the physical control
of evidence.

Microbial forensics is a scientific discipline that examines microorganisms,
toxins, pests, prions, and their associated ancillary products for source
attribution.

Proficiency testing involves the use of materials whose identity, type, or
values have been previously characterized and are used to assess the perform-
ance of a laboratory or laboratory workers to monitor performance and iden-
tify areas of the laboratory where improvements may be needed.

Quality assurance monitoring includes activities that verify that laboratory
test results and associated practices are providing useful information to the
consumers of the laboratory’s products.
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Quality control assessments include the real-time activities that validate that
test conditions are conducive to yielding accurate, reproducible, and reliable
laboratory test results.

Quality systems comprise the organizational structure, resources, and pro-
cesses that are necessary for implementing a quality management program.

Test validation is a process through which an analytical procedure is evalu-
ated to determine its efficacy and reliability for correctly analyzing samples or
to define the limits of the assay.

There is a great deal of overlap in the activities carried out by microbial
forensics and clinical laboratories. It stands to reason then that the quality
management guidelines under which clinical laboratories operate should have
relevance for microbial forensics laboratories and could serve as the basis for
similar guidelines tailored to the needs of microbial forensics laboratories.

Clinical laboratory professionals are highly respected for the pride they have
in the quality of their work. This is for good reason and supported by an effec-
tive laboratory quality management program stressed by key provisions of
CLIA88. The components of a laboratory quality management program for
clinical laboratory testing were established, ratified, and became law in Sep-
tember, 1992. The legislation in which the program is described is known as
the CLIA8S8, and it has been modified by the U.S. Congress on several occa-
sions since its original passage. In addition to defining the parameters of a
laboratory quality management program, CLIA88 also addresses other facets
of clinical laboratory testing, including laboratory accreditation, validation of
test methods, proficiency testing, and laboratory personnel standards. These
and other aspects of laboratory testing will be discussed further later in
this chapter.

LABORATORY ACCREDITATION

Accreditation of clinical laboratories conducting moderately or highly complex
testing under the purview of CLIA88 follows an on-site survey. A surveyor
representing an agency or organization deemed by the Centers for Medicare
and Medicaid Services conducts a biannual inspection to assess laboratory
compliance with the provisions of CLIA88. The surveyor must be granted
access to all areas of the laboratory covered by the accreditation certificate.
Interviews of laboratory personnel concerning compliance with the accredita-
tion standards are conducted. The surveyor is at liberty to observe laboratory
personnel performing the pre-analytic, analytic, and post-analytic phases of
testing. Any or all laboratory records and data are subject to review.

The CLIAS8S statute explicitly exempts forensic testing from the oversight
that governs clinical laboratory testing. One might suggest that the jurisdic-
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tion of CLIA88 be broadened to encompass forensic testing, but such action
is probably unfeasible because of the differences between clinical and forensic
laboratory testing. This nature of forensic evidence samples and unique case
scenarios likely warrant a separate set of guidelines. Nevertheless, some of the
standards to which clinical laboratories are held are relevant to forensic labo-
ratories. A sensible course of action would be to include those relevant stan-
dards in the forensic laboratory guidelines under development and improve
the reliability and reproducibility of forensic test results.

VALIDATION OF LABORATORY TESTS

Whether clinical or forensic samples are to be tested, test procedures should
be validated before being used and the results relied upon. Validation pro-
cedures should include testing samples of known content to determine the
accuracy and precision of test results, the analytical sensitivity and specific-
ity of test methods, the range over which test results are meaningful, and the
reference range (normal value) for test results so that abnormal results are
immediately recognized.

When previously validated test procedures are modified, revalidation of the
procedures is necessary (particularly for material modifications). Use of a ten-
tatively validated, newly developed assay should be acceptable provided it was
developed to investigate a biocrime or bioterrorism event which may be nec-
essary in an urgent manner or where a rapid analysis is needed. If such test
results will be presented during courtroom testimony, test validation should
be completed beforehand, or a panel of experts should be convened to confirm
the validity of the procedure and determine the limitations of the results.

PROFICIENCY TESTING

The laboratory should have an ongoing mechanism for evaluating the effec-
tiveness of its policies and procedures for assuring employee competence.
Toward that end, individuals who are involved in the performance of labora-
tory tests should undergo proficiency testing on at least an annual basis. As
much as possible, proficiency test samples should be tested in the same manner
as actual forensic samples, and ideally as “blind” samples under conditions in
which they are not recognized as proficiency test samples. Proficiency test
samples may be obtained from external or internal sources and should be avail-
able for all test procedures performed by the laboratory. This blind proficiency
test requirement may not be practical or possible for forensic cases. If not,
then open blind proficiency tests should be employed. For some situations
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proficiency tests may not be available. In such circumstances, at least a qual-
ifying test should be administered.

QUALITY CONTROL TESTING

The laboratory should follow established quality control (QC) procedures for
monitoring and evaluating the analytical testing process of each test method.
In most instances, individual test QC procedures should include assays of at
least two levels of control materials on each day that testing is performed.
Remedial or corrective action must be taken and documented when problems
or errors are identified during QC activities. Records of QC testing should be
maintained in an easily retrievable format for at least two years and perhaps
longer when testing involves potentially sensitive or controversy-generating
situations.

QUALITY ASSURANCE MONITORING

The goals of a laboratory’s quality assurance program should include evaluat-
ing the effectiveness of the laboratory’s policies and procedures, identifying
and correcting problems identified, assuring the prompt reporting of test
results, promising to document and investigate consumer complaints and
problems, and assuring the adequacy and competency of the laboratory staff.
Quality assurance activities should be selected with an eye toward addressing
potential troublesome areas of the laboratory so that confirmed problems can
be worked upon and resolved. Thus, quality is continuously improving. Per-
formance improvement should be the ultimate goal. There is no point to
allocating laboratory resources to gathering data that verify that a laboratory
is doing well in an area in which they are known to be strong. If a quality
assurance activity indicates that problems do not exist, the activity should
be curtailed and another one begun. The results of quality assurance moni-
toring should be discussed by laboratory leaders with the laboratory staff,
and the staff should be invited to participate in the identification of future
activities.

COMPETENCY ASSESSMENT OF
LABORATORY EMPLOYEES

A prerequisite that must be met in order to employ a staff of competent
employees is the existence of up-to-date job descriptions that list the edu-
cational, training, and certification requirements as well as the duties and



Laboratory Reports 377

responsibilities of individuals occupying each job classification. The authority,
responsibilities, and interrelationships of all personnel involved in the labora-
tory should be documented in the job description in an unambiguous fashion.
Once the initial competencies of employees have been confirmed, they should
be strongly encouraged to participate in regular continuing education activi-
ties in order to maintain and acquire additional competencies. Competency
assessment sessions should be conducted on at least an annual basis with each
employee.

The laboratory should be directed by an individual who is accountable for
both the administrative and technical activities of the entire operation. A sec-
ondary tier of leaders should also be identified who are responsible for the
content of laboratory reports and for providing courtroom testimony when
necessary. The laboratory managerial staff should be answerable to imple-
menting the laboratory’s quality management program and for striving to
achieve on-going improvement of laboratory performance.

PROCEDURE MANUALS

All laboratories should maintain a readily accessible manual containing the
standard operating procedure (SOP) for each test performed. A clinical SOP
should contain the necessary information regarding sample collection, preser-
vation, transportation, and processing. Forensic SOPs may separate these
into crime scene and analytical procedures. Because of the varied nature of
crime scenes, evidence collection protocols should be more flexible. The SOP
should list the equipment and reagents needed for testing and provide step-
by-step instructions for performing the assay and calculating the test results.
Also essential are descriptions of the quality control tests that should be per-
formed, the limitations of the test results, and pertinent literature references
that supply data as to the sensitivity, specificity, and predictive values of test
results.

LABORATORY REPORTS

Properly configured laboratory reports include all of the information necessary
for the correct interpretation of the significance of assay findings. Elements of
the laboratory report that should be present include the source and a descrip-
tion of the sample, the date the sample was received by the laboratory, the date
the testing was completed by the laboratory, the name and location of the
testing laboratory, the interpretation of the test results (where interpretation is
helpful), recommendations for additional testing (if appropriate), description
of the analytical method(s) used, identification of components of the analysis
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that were performed by subcontracted laboratories, signature of the individual
responsible for the content of the report, and documentation of review of the
report by a competent authority.

LABORATORY RECORDS

Written records should be maintained that document all of the observations
and findings made during testing. Such records may become invaluable during
courtroom testimony in which allegations of poorly performed testing are
being made. Laboratory records should include signed/dated procedural notes
generated by the individuals performing the testing; a list of the specific equip-
ment used during the testing; photographs, charts, and graphs related to the
testing; chain of custody forms documenting the handling of the evidence by
the laboratory; and information regarding the complete consumption or the
disposition of remaining evidence.

LABORATORY SECURITY

The microbial forensics laboratory should have enforced policies in place
regarding the physical security of the laboratory premises, protection of labo-
ratory data and information technology, and criminal background checks on
all laboratory personnel. As a general precaution, access to microbial forensic
testing facilities should be controlled and limited only to individuals with a
need to be admitted. Investigatory evidence and all “select agents” should be
stored safely and securely when they are not actively under examination.

There should be a readily accessible safety manual available to laboratory
employees that is supplemented with an annual, mandatory laboratory safety
training program. Procedures for cleaning, disinfecting, and monitoring the
workplace environment should be in place. One member of the laboratory
should be appointed as the laboratory safety officer with the responsibility of
managing the safety program.

Additional considerations for a forensic laboratory include heightened secu-
rity for maintaining evidence, as well as security of data. Tampering of evi-
dence or loss of data should not be tolerated and should be avoided to the best
possible abilities of the laboratory.

CONCLUSIONS

Delivery of accurate, reproducible, and useful data should be the objective of
every microbial forensics laboratory. The ability of a laboratory to achieve this
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objective is dependent upon many factors, not the least of which is meeting a
requirement for a well-functioning quality management program. Quality is
the consequence of granting unwavering attention to each of the components
of the quality management program, and as described in the preceding sec-
tions of this chapter, there are a multitude of components to monitor.

Clinical laboratories in the U.S. have done a remarkable job of improving
quality since the initiation of CLIA'88. Certainly the provisions in the legisla-
tion that address mandatory quality management activities are largely respon-
sible. It is the hope of the SWGMGF that the working guidelines developed
in 2003 for quality management will yield a similar outcome for the increas-
ingly critical work being performed by microbial forensics laboratories.
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Admissibility Standards for
Scientific Evidence

ROCKNE HARMON
Alameda County District Attorney’s Office, Oakland, California

In the United States and abroad, much attention has been focused on scien-
tific solutions to the new forensic problems posed by the prospect of biologi-
cal weapons attacks. The threat of war and of terrorist activity at home and
abroad has created a new consciousness of our vulnerability and sparked dis-
cussion of how best to respond. Deliberate release of a biological agent directed
against the U.S. military or civilian population or such critical infrastructures
as animal and plant agriculture and the food supply system would be either
an act of war, if launched by a nation state, or a criminal act, if perpetrated by
an individual or group of terrorists. The U.S. would respond by political, diplo-
matic, military, and legal means. For these to be most effective, it is essential
to be able to investigate the event, correctly identify those responsible, and
prove this in a court of law. Readers will be familiar with the concept of foren-
sic examination of firearms and of bullets recovered from the crime scene so
that the results can be presented as evidence in legal proceedings. The field of
microbial forensics is developing in response to the need to examine biologi-
cal agents used for criminal purposes so that the results can also be presented
as evidence upon which legal, political, or military decisions may be based.
The U.S. legal system is a system of legal precedent. In such a system, to
deal consistently with issues that are dealt with repeatedly, a legal precedent
has been described as “. . . a legal decision that may serve as a justification for
a later one.”" For consistency, legal admissibility standards have been devel-
oped for all forms of evidence. More specific rules have been enacted for expert
testimony, opinion testimony, and scientific evidence. While these rules may
vary between and among jurisdictions, they all share a common goal—to
ensure that whatever testimony is presented in these specialized areas is
deserving of the jury’s consideration. That is not to say that our legal prece-
dent system has always dealt with the same subject consistently. Each case is

Microbial Forensics
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somewhat dependent on effective advocacy, legal intellect, and an adequate
representation of the scientific reality.

For the new field of microbial forensics, there is much to learn from legal
experiences with other forms of scientific evidence. I will begin by describing
the legal admissibility standard for scientific evidence in the U.S. Federal
Courts. This standard has been chosen because, in all likelihood, a bioterror-
ist event is likely to be prosecuted in Federal Court. This does not mean that
there will not be biocrimes which are prosecuted in state courts—in fact,
the human immunodeficiency virus (HIV) infection criminal case discussed
below was prosecuted in the Louisiana State Court. Whether federal or state,
all admissibility standards have similar goals and factors to consider. After
discussing the federal admissibility standard, I will then outline legal admissi-
bility experiences with human nuclear DNA, plant DNA, phylogenetic testing
(for example, HIV), human mitochondrial DNA, and latent fingerprint evi-
dence. Many of the examples cited occurred in state courts where other admis-
sibility standards were utilized. Finally I will draw on prior sections to suggest
how microbial forensics might smoothly transition into the legal system.

LEGAL ADMISSIBILITY

Scientific evidence has long been governed by legal admissibility standards
designed to ensure that there is some level of confidence in the evidence before
it may be presented in a court proceeding. While there are several different
approaches to determining admissibility of scientific evidence among different
U.S. jurisdictions, they all share the same philosophy, which is focused on
allowing reliable evidence and excluding unreliable evidence. Because any inci-
dent requiring microbial forensics is likely to have national security implica-
tions, this chapter will primarily discuss Federal legal admissibility standards.

Until 1993, the Federal standard for admissibility was governed by a 1923
decision, Frye v. U.S.” The essence of that standard was that . . . expert opinion
based on a scientific technique is inadmissible unless the technique is gener-
ally accepted as reliable in the relevant scientific community.” For 70 years this
“general acceptance” standard was used to determine scientific evidence
admissibility in Federal and many state courts. In 1975 the Federal Rules of
Evidence® were enacted. Some of these rules specifically address foundational
requirements for the admissibility of scientific evidence. From the date of
enactment of the Federal rules, there was significant debate and divergence of
opinion among legal scholars about whether or not the Rules superseded the
general acceptance standard articulated in Frye. Any question about this con-
flict was decisively resolved in 1993 by the decision of the U.S. Supreme Court
in Daubert v. Merrell Dow Pharmaceuticals.* This opinion determined that Frye
no longer governed the admissibility of scientific evidence, and that the Federal
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rules prescribed how such evidence should be scrutinized prior to admitting
it in a Federal Court proceeding.

BACKGROUND TO THE DAUBERT DECISION

The litigation in Daubert arose out of allegations of birth defects allegedly sus-
tained as a result of the mothers’ ingestion of the anti-nausea prescription drug
Bendectin. The challenged expert testimony involved animal studies, chemi-
cal structure analyses, and re-analysis of previously published epidemiological
(human statistical) studies that supported the plaintiffs’ contention that Ben-
dectin was the cause of their children’s birth defects. The District (trial) Court
ruled that the proffered testimony was inadmissible under Frye because the
methods used were not generally accepted. Most emphatically, the Court
rejected the epidemiological re-analyses because they had not been subjected
to peer review publication. Because this left the plaintiff without proof of the
cause of the birth defects, summary judgment was granted, thereby ending
the lawsuit. This decision was appealed and ultimately decided by the U.S.
Supreme Court. The case was remanded back to the trial court to evaluate the
proffered testimony under the Federal Rules of Evidence and utilizing the
factors articulated in the opinion.

ANALYSIS OF THE DAUBERT DECISION

Preliminarily, Daubert assigns “. . . the trial judge the task of ensuring that an
experts testimony both rests on a reliable foundation and is relevant to the
task at hand” (ref. 4, p. 581). The reliability and relevance criteria are explicit
in Federal Rules of Evidence 702.” The Rule’s reliability criterion is established
if the expert’s testimony pertains to scientific knowledge. The Rule’s relevance
criterion is established if the testimony will assist the trier of fact to under-
stand the evidence or to determine a fact in issue.

In addition, the opinion identified several other factors to consider in eval-
uating future proffers of expert testimony. Those enumerated factors for con-
sideration are: the testability of the science; whether or not it has been
subjected to peer review; the error rate of the method; existence of standards;
and whether or not the science has been generally accepted by those who are
familiar with it. A brief discussion of these factors is in order.

TESTABILITY

«

In this context, the Daubert opinion discusses “. .. whether or not it can be
(or has been) tested (p. 592),” that it “. .. must be capable of empirical test
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(p- 592),” and “. . . its falsifiablility, or refutability, or testability p. 592.” The
opinion also suggested that the science “. .. must be supported by appropri-
ate validation. . ..” (ref. 4, p. 591). The reasons for these requirements are
because “. . . evidentiary reliability will be based on scientific validity” (ref. 4,
p. 591). It is clear from the opinion that this factor describes the scientific
method—only allowing hypotheses which have been tested and proven.

PEER REVIEW

The Daubert opinion recognized that publication is but one element of peer
review, but that “. . . submission to the scrutiny of the scientific community is
a component of good science, in part because it increases the likelihood that
substantive flaws in the methodology will be detected” (ref. 4, p. 593). The
fact of publication is described as relevant, though not dispositive. The factor
also recognizes that some passage of time after publication is appropriate.

ERROR RATE/STANDARDS

The opinion simply states that “. .. the court ordinarily should consider the
known or potential rate of error” (ref. 4, p. 594). The only authorities cited
for this factor were legal opinions relating to spectrographic voice identifica-
tion techniques. In both of the opinions cited, testimony was presented that
demonstrated empirically determined false elimination and identification
rates. At first glance it appears that the error rate in question is the error rate
for the methodology. However, given the degree of subjectivity inherent in
voice identification technology, it is clear that the error rate provided in those
cases includes some component of operator proficiency. In any event, this
factor presumably will be satisfied by a good faith effort to quantify the error
rate, if possible, to allow the trier of fact to integrate that information into
decision-making. The standards consideration alludes to standards created by
a representative industry or community group.

This factor should not be confused with the certainty with which a con-
clusion is expressed or with the magnitude of the quantitative expression of
the result. The Daubert opinion acknowledges that “. .. it would be unrea-
sonable to conclude that the subject of scientific testimony must be “known”
to a certainty. . . .” (ref. 4, p. 591).

GENERAL ACCEPTANCE

«

“General acceptance” is described in Daubert as “. .. that austere standard.
... (ref. 4, p. 590). Decades of legal precedent describe general acceptance as
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the acceptance of a technology by a majority of those who are familiar with it.
Implicit is that the technology has been peer reviewed and available to the
appropriate community for some time. Previously this was the exclusive factor.
Now, under Daubert, it may not even play much of a role in the court’s con-
sideration. (The brief discussion of latent fingerprints below demonstrates this
point.)

In a subsequent decision, Kumho Tire Co., Ltd. v. Carmichael,” the Supreme
Court further explained “. .. that a trial court may consider one or more of
the more specific factors that Daubert mentioned when doing so will help
determine that testimony’s reliability. But, as the Court stated in Daubert,
the test of reliability is flexible, and Dauberts list of specific factors neither
necessarily nor exclusively applies to all experts or in every case” (ref. 5,
p. 563).

As a result of the U.S. Supreme Courts decision in Daubert, the case was
remanded to the 9th Circuit Court of Appeal for reconsideration of the chal-
lenged proffered expert testimony using the factors described in Daubert to
reevaluate the admissibility of the testimony. Using the new standard, the 9th
Circuit again sustained the trial court’s ruling barring the expert testimony in
Daubert v. Merrell Dow Pharmaceuticals, Inc.® First the Court expressed concern
that the plaintiff’s experts’ opinions did not reflect the consensus of opinion
on the respective subjects. The Court then proposed that, “One very signifi-
cant fact to be considered is whether the experts are proposing to testify about
matters growing naturally and directly out of research they have conducted
independent of the litigation, or whether they have developed their opinions
expressly for purposes of testifying. That an expert testifies for money does
not necessarily cast doubt on the reliability of his testimony, as few experts
appear in court merely as an eleemosynary gesture. But in determining whether
proposed expert testimony amounts to good science, we may not ignore the
fact that a scientist's normal workplace is the lab or the field, not the court-
room or the lawyer’s office” (ref. 6, p. 1317). In footnote 5 to this paragraph,
the Court explained that, “There are, of course, exceptions. Fingerprint analy-
sis, voice recognition, DNA fingerprinting and a variety of other scientific
endeavors closely tied to law enforcement may indeed have the courtroom as
a principal theatre of operations. See, e.g., United States v. Chischilly,” (admit-
ting expert testimony concerning a DNA match as proof the defendant com-
mitted sexual abuse and murder). As to such disciplines, the fact that the
expert has developed an expertise principally for purposes of litigation will
obviously not be a substantial consideration” (ref. 6, p. 1317).

In the context of microbial forensics, this observation will have a profound
impact in a jurisdiction using the Daubert admissibility standard. First, almost
all research done to date was done “. . . naturally and directly . . . independent
of the litigation” (ref. 6, p. 1317). Additionally, the footnote to this discussion
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seems to create a public sector societal benefit exception that recognizes that
altruistic motives should prevail over the financial incentive that necessarily
flows from civil lawsuits.

THE DNA ADMISSIBILITY LITIGATION

In the late 1980s, forensic DNA typing services slowly made their way
into the criminal justice system (Andrews v. State).® At that time, the primary
sources of these services were a few private labs. Initial attempts to introduce
forensic DNA evidence were successful in all jurisdictions regardless of
the form of legal admissibility standard. As a result of a multidisciplinary
meeting at Cold Spring Harbor’s Banbury Center in 1988, questions were
raised about certain technical and population genetic aspects of the DNA
typing then available. In 1992, a report of the National Research Council®
threw a monkey wrench into the orderly introduction of forensic DNA
evidence into the criminal justice system. This highly controversial report
questioned whether specific issues about the population match frequency
estimates had been adequately addressed. The report recommended that an
artificially conservative calculation be utilized until those specific issues
were addressed. The report had a short-term impact in some jurisdictions.
Appellate courts occasionally ruled that DNA evidence in some cases had been
improperly admitted without the conservative calculation method (see,
e.g., People v. Barney'"). Because of the furor spurred by its 1992 report, the
National Research Council established a new committee to review these issues.
Finally, in 1996, a report issued by the National Academy of Science Press'
completely quelled the disturbance to the legal admissibility progress caused
by the 1992 report. Since 1996, newer forms of human, animal, and plant DNA
analyses were admitted without significant admissibility litigation, as described
below.

THE PALO VERDE TREE PODS

After several years of experience with human forensic DNA typing, a criminal
investigation and prosecution in Arizona developed a key piece of evidence in
the form of tree seed pods found in the suspect’s truck bed. These pods were
to be compared with pods from a tree near the victim’s body that showed signs
of fresh damage. There was significant other evidence connecting the suspect
to both the victim and the location where her body was found. The suspect
acknowledged contact with the victim but denied having been in the area
where her body was found “. . . for years. . ..” (State v. Bogan®).
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The prosecution employed a local professor of plant molecular genetics who
used randomly amplified plant DNA (RAPD) analyses on the evidence pods,
and numerous other pods systematically collected from a “representative” sam-
pling of trees near the victim’s body and from more distant areas. Because of
an existing legal opinion derived from forensic human DNA typing, the expert
was not allowed to present his statistical calculation about the relative rarity
of the matching pod DNA samples. He was allowed to present his opinion that
he was confident that the seed pod DNA from the accused’s truck matched the
pod DNA from the damaged tree near the victim’s body. During the admissi-
bility hearing a defense expert challenged the match frequency, but not the fact
of the match under the Frye admissibility standard. The fact that RAPD had
never been used in any forensic context, plant or otherwise, did not weigh
against the fact that RAPD had been generally accepted among those plant
biologists who were familiar with it.

THE FLORIDA DENTIST CONTROVERSY

The story of Kimberly Bergalis, a young woman who became infected with
HIV, can be very instructive to scientists who suddenly find themselves and
their science involved in high-profile legal/scientific disputes. Ms. Bergalis had
two of her wisdom teeth removed in 1987. She died in December 1991. The
alleged source of her infection was her admittedly homosexual dentist, David
Acer, who was infected and died in September 1990."* Initial speculation was
that the dentist’s drill handpiece was the means of transmission, because Acer
himself had been treated with the drill when he was already infected. One uni-
versity researcher even said that there was “...no doubt...” that the hand
piece infected Bergalis and several other patients.”” The results of epidemio-
logical analyses commissioned by the Centers for Disease Control and Pre-
vention (CDC) were published in 1992.'° These results pointed to Acer as the
source of the infection, based on statistical analyses comparing similarities
between strains isolated from those involved. Other prominent scientists raised
questions about the statistical methodologies and conclusions drawn from
them.'” The issue was revisited and the results again supported CDC’s con-
clusion that Acer was the likely source of Bergalis’ infection.'”® The incident
was given the full media treatment by 60 Minutes."” Much of the episode dealt
with the victim’s lifestyle information dug up by defense investigators that
identified possible HIV risk factors having nothing to do with Acer. The
Associate Producer of the segment also detailed his arguments and challenges
in separate articles.”***

The Bergalis lawsuit was settled for $1 million in December 1991.*
Other lawsuits were similarly resolved. Because the case was settled, the
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epidemiological and statistical evidence was never subjected to any legal
admissibility challenge. (Florida’s legal admissibility standard is somewhat dif-
ferent than that of Daubert, but the goal is the same—to screen out unreliable
scientific evidence.) However, the case does serve as an example of how seem-
ingly well-intentioned scientists may disagree about methodologies or con-
clusions once the discussion is publicized and sensationalized. It is also easy
to see how conflicts like those manifest in the general literature on this subject
could result in contentious admissibility challenges.

Similar phylogenetic techniques have been used as evidence in at least one
criminal prosecution since the Bergalis v. Acer civil suit. In a 1994 criminal
homicide prosecution, phylogenetic tree analysis results were ruled admissi-
ble as evidence in a Louisiana state court relying on an admissibility analysis
utilizing the Daubert standard (State v. Schmidt*®). The defendant, a physician,
was charged with deliberately infecting his paramour with HIV-tainted blood.
The comparison was between the HIV strain of the victim and a strain from
one of the defendant’s patients. Phylogenetic analysis showed that the strains
were “closely related.” An extensive admissibility hearing was held involving
numerous highly qualified experts called by each side. The issues were remi-
niscent of those that polarized the debate in the Bergalis v. Acer saga. The judge
ruled that the evidence should be admitted, and the defendant was convicted
of murder based on this and other evidence.

HUMAN MITOCHONDRIAL DNA

In some situations, human mitochondrial DNA may be the only form of foren-
sic typing possible. Mitochondrial sequencing of the control region can provide
significant information which may assist in resolving issues in a criminal case,
even though the frequency information provided is substantially less discrim-
inating than with other forms of DNA typing. Other technical issues have
arisen which also serve to limit the amount of discriminating information pro-
vided by this approach. For example, it has been documented that different
samples from the same person may produce sequences that differ slightly.” To
accommodate this phenomenon, interpretation guidelines have been devel-
oped to ensure that courts can have confidence in results produced by this
technology.”*

While the profile frequency is much less discriminating with mitochondr-
ial DNA than that produced by other forms of forensic DNA typing, in the
context of any investigative scenario the results may nevertheless be as
persuasive to a jury as a profile frequency match between samples of one in a
trillion. The following summary of a murder case illustrates this point. The
four-year-old female victim was left in the care of a friend while her mother
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made the rounds of local bars. She was found lifeless early the next morning:
the cause of death was asphyxiation. In addition, she had been raped and
sodomized. No biological evidence of sexual assault was found in or on the
victim’s body. During the autopsy, a foreign pubic hair was found in the victim’s
pharynx and subjected to mitochondrial DNA typing. The hair mitochondrial
DNA sequence compared favorably to defendant Ware’s known sequence. That
sequence had never been observed in any of the 742 samples previously typed
and catalogued in the Federal Bureau of Investigation’s (FBI's) database (State
v. Ware®). In the context of the rest of the evidence against Ware, the mito-
chondrial DNA evidence helped convict him of first-degree murder.

More recently, another court reviewed the admissibility of human mito-
chondrial DNA; Magaletti v. State* involved a murder prosecution in Florida.
Defendant’s fingerprints were found on the inside of the victim’s door under-
neath the door knob. Microscopic and mitochondrial analysis of a hair adher-
ing to bindings on the victim associated the hair to the defendant, not the
victim. In upholding the trial court’s decision to admit the DNA typing results,
the Court attached significance to the fact that “. .. the counting method is
the only method of reporting used by analysts in the United States.” (Maga-
letti v. State, p. 526) This statement recognizes the importance of reaching
consensus for the admissibility of scientific testimony. Florida is a Frye juris-
diction, but this decision relied on decisions from other states, some of which
utilize the Daubert standard.

FINGERPRINT ADMISSIBILITY LITIGATION
UNDER DAUBERT

Although the U.S. Supreme Court explained in its shift from Frye to the Federal
Rules of Evidence that “. .. a rigid general acceptance requirement would be
at odds with the liberal thrust of the Federal Rules and their general approach
of relaxing the traditional barriers to opinion testimony” (ref. 4, p. 589), the
application of Daubert has not worked so smoothly. Fingerprint identification
has been used in the legal system since the turn of the 20th century. To say
that it has been generally accepted would be a gross understatement. In any
jurisdiction using Frye as an admissibility standard, no legal challenge would
be allowed because of the universal acceptance of fingerprints. With the
Daubert decision and relegation of “general acceptance” to only one of several
possible admissibility criteria, there have been numerous legal challenges to
fingerprint testimony in Federal Courts.

The challengers have conceded that fingerprint examiners have generally
accepted that there are procedures available to compare known and unknown
fingerprints, but they took issue with the testability, peer review, and error
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rate/standards components of the fingerprint identification methods (United
States v. Plaza®"). Extensive admissibility hearings have been held in some
cases. Other cases have relied on the hearing records of cases previously con-
ducted and decided. In all cases, fingerprint identification testimony was
ultimately allowed to be presented to the jury. However, because general
acceptance is not a deciding factor as it was under Frye, there is nothing to
necessarily preclude having an admissibility hearing challenging the evidence.
This is a major distinction between Frye and Daubert: in a Frye jurisdiction,
no further admissibility challenge is allowed until the consensus about general
acceptance has changed. In a Daubert jurisdiction, the possibility of an admis-
sibility hearing always exists, even for evidence of longstanding utility, com-
munity acceptance, and proven reliability.

OBSERVATIONS

What can be learned from these experiences? The DNA litigation was intense
and expensive for a period of time. Human nuclear DNA typing was capable
of producing near unique identification. The services were often provided by
private labs. In the beginning, there were no organizations creating guidelines,
little peer-reviewed literature, and little forensic experience. Except for a few
highly publicized exceptions, forensic DNA typing cleared most admissibility
standards and was used to convict innumerable guilty defendants. Ultimately,
groups such as the Scientific Working Group for DNA Analysis Methods
(SWGDAM) and the DNA Advisory Board (www.cstl.nist.gov/biotech/strbase/
dabqgas.htm) were formed to assist and oversee the many labs providing foren-
sic DNA services. These groups have been a significant factor in ensuring that
newer forms of forensic DNA will pass legal admissibility muster. The creation
of the Scientific Working Group for Microbial Genetic Forensics (SWGMGF)*®
by the FBI is intended to serve similar purposes.

The Palo Verde tree pod litigation demonstrated that a legal admissibility
standard can be satisfied if an existing, generally accepted method (RAPD) is
used on a species to which it has never previously been applied. In addition,
as long as scientific rigor and care are used to describe the significance of the
match, the admissibility standard will be satisfied, even if there is a legitimate
dispute about how best to express that significance. This evidence was deemed
admissible without requiring that there be a Scientific Working Group or
similar organization publishing standards or guidelines. The Florida Dentist
litigation demonstrates very similar points.

Human mitochondrial DNA legal admissibility experience demonstrates
how the combined influence of SWGDAM, extensive peer-reviewed publica-
tions, and acknowledgment of inherent anomalies in the typing system have
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all contributed to near-universal legal admissibility acceptance. Finally, the
latent fingerprint admissibility litigation demonstrates a fundamental differ-
ence between the Daubert approach and Frye. In Federal Court there is always
the opportunity to launch a legal admissibility challenge, even for evidence
such as fingerprints that have been generally accepted for decades.

While factors such as peer review, general acceptance, accreditation, or the
imprimatur of a Scientific Working Group are not necessarily prerequisites to
a favorable legal admissibility determination, they do provide a solid basis for
a court’s determination that there is enough confidence in the proffered evi-
dence to allow a jury to hear it. There may be instances where, for a variety
of reasons, these indices of reliability are not present. Even then, the scientific
evidence may be of great assistance to investigators in developing a case. Infor-
mation in this category is sometimes described as an “investigative lead.”
In an ideal world, all investigative leads consist of admissible evidence and will
eventually be presented as evidence in a jury trial. On the other hand there is
no requirement that only admissible evidence be used for investigative
purposes. One obvious example illustrates the principle. In most jurisdictions,
evidence of polygraph test results is legally inadmissible by statute. However,
in many investigations polygraph results are relied upon by experienced inves-
tigators in developing leads and obtaining search or arrest warrants. As
long as the investigative leads produce enough evidence to sustain a convic-
tion, there is no requirement that the basis for the leads themselves be
admissible.

In summary, at this point the field of microbial forensics has made great
strides in anticipation of bioterrorist or biocrime events. The establishment of
SWGMGEF has created the mechanism by which community standards will be
established and promulgated.
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APPENDIX

Quality Assurance Guidelines

for Laboratories Performing
Microbial Forensic Work
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PREFACE

The Scientific Working Group on Microbial Genetics and Forensics
(SWGMGF) has developed the following quality assurance guidelines
to provide laboratories engaged in microbial forensic analysis with a frame-
work to implement a quality assurance program. This document provides
guidance to laboratories that carry out microbial forensic analyses to support
the judicial system. Consideration may be given to alternate methods of
achieving the intent of these quality assurance practices as outlined in
these guidelines. A quality program is always evolving, and likewise, this doc-
ument should be considered a living document. It is the intent of SWGMGF
to modify this document as quality assurance practices in microbial forensics
advance.

INTRODUCTION

The Quality Assurance Guidelines for Laboratories Performing Microbial Foren-
sic Work provide a baseline from which laboratories may structure their quality
assurance practices. Many of the recommendations outlined in this document
will be familiar to laboratories already meeting ISO 17025 and CLIA'88 require-
ments. It is the intent of SWGMGF to provide the community with a source
document for quality practices in the microbial forensics field.

Microbial Forensics
Copyright © 2005 by Elsevier Inc. All rights of reproduction in any form reserved. 393
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1. SCOPE

These guidelines describe quality assurance activities that a laboratory should
follow to ensure the competency of the laboratory and the quality and integrity
of scientific data. A laboratory, in the context of these guidelines, is defined as
a facility in which microbial forensic testing is performed. These guidelines do
not preclude the participation of a laboratory, by itself or in collaboration with
others, from participating in research and development, or from using proce-
dures that have not yet been validated by standard means for purposes other
than forensic testing.

2. DEFINITIONS

As used in these guidelines, the following terms have the meanings specified:

Administrative review is an evaluation of examination documentation for
consistency with laboratory policies and for editorial correctness.

Analytical procedure is an orderly step-by-step procedure designed to ensure
operational uniformity and to minimize analytical drift.

Attribution is the information obtained regarding the identification or source
of a material to the degree that it can be ascertained.

Audit is an inspection used to evaluate, confirm, or verify activities related
to quality.

Biocrime or bioterrorism is the threat or use of microorganisms, toxins,
pests, prions, or their associated ancillary products to commit acts of crime
or terror.

BMBL s the Biosafety in Microbiological and Biomedical Laboratories (see
Bibliography).

Calibration is a set of operations that establish, under specified conditions,
the relationship between values provided by a measuring instrument, meas-
uring system, and a known material or known values.

CDC is the Centers for Disease Control and Prevention.

Chain of custody is the tracking and documentation of physical control of
evidence.

Contributing agency is identified as the organization that submitted the evi-
dence to the laboratory for testing and which will receive the laboratory
report.

Control samples or known samples are test materials whose identity, type,
or values have been established (e.g., blind samples, negative and positive
controls).

Critical equipment or instruments are those requiring calibration prior to
their initial use and on a regular basis thereafter.
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Critical reagents are determined by empirical studies or routine practice to
require testing on known samples prior to use with evidentiary materials
in order to prevent unnecessary consumption of forensic samples.

Derivative evidence is material having originated from the original evidence
(e.g., grown cultures, amplified DNA).

Examination documentation encompasses any documentation generated as
a result of the analysis of submitted evidence. This may include technical
notes, worksheets, charts, graphs, printouts, spectra, photographs, and
other data or records used by examiners/analysts to support their reported
conclusions.

Examiner/analyst (or equivalent role, position, or title as designated by
the laboratory director) is an individual who conducts and/or directs the
analysis of samples, interprets data, and reaches conclusions, and may
eventually testify to those findings or conclusions.

Expert testimony is an opinion rendered by a qualified individual based on
technical expertise or training.

Investigative support is data that provide the contributing agency with basic
information to assist an ongoing investigation.

Laboratory is a facility in which microbial forensic testing is performed, a
facility that contracts with another entity for such testing, or an entity con-
tracted to perform analyses.

Laboratory support personnel (or equivalent role, position, or title as
designated by the laboratory director) is an individual(s) performing sup-
portive laboratory duties, but is not involved in the analysis or inter-
pretation of evidence.

Microbial forensics is a scientific discipline that examines microorganisms,
toxins, pests, prions, or their associated ancillary products for source
attribution.

Proficiency test samples are materials whose identity, type, or values have
been previously characterized and are used to assess the performance of a
laboratory or an individual(s).

Proficiency testing is a quality assurance measure used to monitor perform-
ance and identify areas where improvements may be needed. Proficiency
tests may be classified as:

e Internal: A proficiency test that is prepared and administered within the
laboratory being tested.
e External: A proficiency test that is prepared by an external agency.

Qualifying test measures an individuals proficiency in both technical skills
and knowledge and is administered prior to an individual assuming
independent work responsibility.

Quality assurance is the system of management activities designed to ensure
that a process, item, or service is of the type and quality needed. This
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includes monitoring activities that are intended to verify whether practices
and test results are providing reliable and relevant information.

Quality control is a mechanism or laboratory activity intended to verify
whether test conditions are functioning appropriately to yield reproducible
results.

Quality manual is a document stating the quality policy, quality system, and
quality practices of an organization.

Quality system is the organizational structure, responsibilities, procedures,
processes, and resources for implementing quality management.

Reference material (certified or standard) is a material for which identities,
types, or values are certified by technically valid procedures and is accom-
panied by, or traceable to, a certificate or other documentation.

Secure area is a locked space (e.g., cabinet, vault, room) with access
restricted to authorized personnel.

Subcontractor is an individual or entity having a transactional relationship
with a laboratory.

Technical manager (or equivalent position or title as designated by the
laboratory director) is the individual who is accountable for the technical
operations of the laboratory.

Technical review is an evaluation of reports, notes, data, and other docu-
ments to ensure that an appropriate and sufficient basis exists for the
reported scientific conclusions.

Technician (or equivalent role, position, or title as designated by the labo-
ratory director) is an individual who performs analytical techniques on
samples under the supervision of an examiner/analyst.

Traceability is the property of a result of a measurement whereby it can be
related to appropriate standards, generally international or national stan-
dards, through an unbroken chain of comparisons.

USDA s the United States Department of Agriculture.

Validation is a process by which a procedure is evaluated to determine its
efficacy and reliability for analysis and includes the following:

¢ Developmental validation is the acquisition of test data and the determi-
nation of conditions and limitations of a newly developed methodology
for use on samples.

e Preliminary validation is the acquisition of limited test data to enable an
evaluation of a method used to assess materials derived from a biocrime
or bioterrorism event.

e Internal validation is an accumulation of test data within the laboratory
to demonstrate that established methods and procedures perform within
determined limits in the laboratory.
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3. QUALITY ASSURANCE PROGRAM

3.1.  The Laboratory Should Establish and Maintain a Documented Quality
System That Is Appropriate to the Testing Activities

3.1.1.  The Quality Manual Should Address, at a Minimum, the
Following

¢ Goals and objectives

e Organization and management

e Personnel qualifications and training
¢ Facilities and security

e Sample control

e Validation

 Analytical procedures

e Calibration and maintenance

¢ Proficiency testing

e Corrective action

e Documentation and report writing

e Review of reports

e Safety

e Audits

¢ Monitoring subcontractor work, if a subcontractor is used

3.2. The Laboratory Should Identify An Individual As the Quality
Manager

4. ORGANIZATION AND MANAGEMENT

4.1. A Laboratory Should

e Have a managerial staff with the authority and resources needed to
discharge their duties and meet the criteria of the guidelines in this
document.

e Have a technical manager who is accountable for the technical
operations.

e Specify and document the responsibility, authority, and interrela-
tion of all personnel who manage, perform, or verify work affect-
ing the validity of microbial forensic analysis.

4.2. A Laboratory Should Have a Procedure for Document Control
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5. PERSONNEL

5.1.

5.1.1.

5.1.2.

5.1.3.1.

5.1.5.

5.1.6.

5.2.

5.2.1.

Laboratory Personnel Should Have the Education, Training, and
Experience Necessary to Perform Examinations and Provide Testi-
mony. The Laboratory Should

Have Written Job Description(s) for Personnel that Include Respon-
sibilities, Duties, and Required Skills

Have a Documented Training Program for Assuring the Competence
of All Technical Laboratory Personnel

Have a Documented Program to Ensure Technical Qualifications Are
Maintained Through Continuing Education

Continuing Education—The Technical Manager and Examiner/
Analyst(s) Should Stay Abreast of Developments within the Field of
Microbial Forensics by Reading Current Scientific Literature and by
Attending Seminars, Courses, Professional Meetings, or Documented
Training Sessions/Classes in Relevant Subject Areas at Least Once a
Year

Maintain Records on the Relevant Qualifications (Including College
Transcripts), Training, Skills, and Experience of All Technical
Personnel

Maintain Records of Security Clearances, When Appropriate, for
Laboratory Personnel, When Evidence/Information Must be Secure
and Protected

Obtain a Nondisclosure Agreement from Employee, If Required
The Technical Manager Should Have the Following

Degree/Experience Requirements: The Technical Manager of a
Laboratory Should Have, at a Minimum, One of the Following
Combinations of Education/Experience

¢ Master’s degree in biology, microbiology, clinical laboratory science,
or other relevant science. Within the last eight years: a minimum
of four years of work experience in a laboratory with at least one
year in the relevant field and one year of supervisory experience.

¢ Doctorate degree in medicine, biology, microbiology, clinical labo-
ratory science, or other relevant science. Within the last four years:
a minimum of two years’ work experience in a laboratory with at
least one year in the relevant field and one year of supervisory
experience.
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5.2.2.  Duty Requirements
5.22.1. General: Manages the Technical Operations of the Laboratory
5222,  Specific Duties

e Is responsible for evaluating and approving all methods used by the
laboratory and for proposing new or modified analytical procedures
to be used by examiners.

e Is responsible for technical problem solving of analytical methods
and for the oversight of training, quality assurance, safety, and pro-
ficiency testing in the laboratory.

¢ Has the authority to suspend laboratory operations.

5.2.23. The Technical Manager Should be Accessible to the Laboratory to
Provide On-Site, Telephonic, or Electronic Consultation, As Needed.
The Technical Manager Should Spend at Least 50% of the Work Year
at the Laboratory Facility

5.3.  Examiner/Analyst Should Have the Following

53.1. Degree Requirements: An Examiner/Analyst Should Have, at a
Minimum, a Bachelor’s Degree or Its Equivalent in Biology, Micro-
biology, Clinical Laboratory Science, or Other Relevant Science

5.3.2. Experience Requirements: An Examiner/Analyst Should Have a
Minimum of 12 Months of Laboratory Experience

5.3.3. Duty Requirements: An Examiner/Analyst Is Responsible for the
Content of a Laboratory Report Released Under His/Her Name and
Provide Expert Courtroom Testimony, If Required

5.3.4. Training Requirements: An Examiner/Analyst Should Have Success-
fully Completed a Documented Training Program and Qualifying Test
Before Assuming Independent Work Responsibilities. The Training
Program Should Require a Minimum of Four Months and Include the
Successful Analysis of a Range of Samples Typically Encountered in
His/Her Area of Microbial Forensics and Provide an Understanding of
Forensic Operations

5.4.  Technician Should Have
5.4.1. On-the-Job Training Specific to the Job Function(s) Performed

5.4.2. Successfully Completed a Qualifying Test Before Participating
in Forensic Testing Responsibilities. Documentation of Testing Should
be Retained
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Laboratory Support Personnel Should Have Training, Education, and
Experience Commensurate with Their Responsibilities as Outlined in
Their Job Description

6. FACILITIES

6.1.

6.1.1.
6.1.2.

6.1.5.

6.2.

6.3.

The Laboratory Should Have a Facility That Is Designed to Provide
Appropriate Levels of Security, Safety, and Minimize Contamination.
Laboratory Management Should Ensure That

Access to the Laboratory is Controlled and Limited

Evidence is Appropriately Secured and Stored When Not
Under Examination

Preamplification Materials and Activities are Separated by Time or
Space from Postamplification Products and Activities

The Laboratory Follows Written Procedures for Monitoring, Clean-
ing, and Decontaminating Facilities and Equipment

When CDC (BMBL) and/or USDA Guidelines for Biolevel Contain-
ment are Employed, Appropriate Protocols and Records Should
be Maintained

A Laboratory Should Document Waste Management Requirements to
Ensure That Appropriate Decontamination and Disposal Measures
Are in Accordance with Federal and/or State Law

A Laboratory Should Consider Measures to Address the Following

¢ Backup power sources for power outages to protect evidence from
temperature fluctuations, when appropriate. Twenty-four-hour
emergency notification procedures are advisable.

e Computer security and backups for data and case documentation
records.

7. SAMPLE CONTROL

7.1.

7.1.1.

The Laboratory Should Have and Follow a Documented Sample
Inventory Control System. This System Should Ensure That

Samples are Marked with Unique Identifiers
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7.1.2.

7.1.3.

7.1.4.

7.2.

7.2.1.

7.2.2.

7.3.

7.4.

7.5.

7.6.

Documentation of Sample Identity, Receipt, Storage, and Disposition
is Maintained

The Laboratory Follows Documented Procedures That Minimize
Sample Loss, Contamination, and/or Deleterious Change

The Laboratory Has Secure Areas for Sample Storage Including Envi-
ronmental Control Consistent with the Form or Nature of the Sample

The Laboratory Should Have Available Guidelines for Sample Collec-
tion and Should Request the Following Information from the Sub-
mitter of Samples

Sample Collected from an Individual: If Available, Type of Sample
(Method of Collection and Anatomical Site from Which Collected),
Age, Gender, Population Affinity, Weight, Body Temperature, Current
Medications, Who Collected Sample, Time and Date of Collection,
and Post-Collection and Transportation Conditions. When Multiple
Samples are Collected from the Same Individual, Appropriate Delin-
eation Should Be Provided to Distinguish Samples. Additionally, for
Nonhuman Samples, Species, Animal, or Plant Identification Number
Should Be Recorded

Sample Collected from a Location: If Available, Type of Sample, Sam-
pling Tool, Date and Time Collected, and Who Collected the Sample.
When Multiple Samples are Collected from the Same Site, Appropri-
ate Delineation Should Be Provided to Distinguish Samples. Sample
Location and Condition of Location at Time of Sample Collection
Should Be Recorded. Conditions of Storage and Transport Should Be
Documented

The Laboratory Should Maintain a Chain of Custody for Forensic
Samples From the Time of Receipt in the Laboratory. Individual Items
Should Be Tracked. Time and Date of Sample Transfers Should Be
Documented. Derivative Evidence Should Be Tracked

When the Laboratory Consumes Tested Samples, That Fact Should Be
Documented in the Case Notes

If Tested Samples, or Derivative Evidence Thereof, Are Released to a
Database, This Should Be Recorded in the Case Notes and the Chain-
of-Custody

A Laboratory Should Document and Provide Appropriate Guidelines
for Sample Submission, Packaging, and Return
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A Laboratory Should Document a Policy of Long-Term Sample
Storage, Retention, Disposal, and/or Return

8. VALIDATION

8.1.

8.1.1.

8.1.3.1.

8.1.3.2.

8.1.3.3.

The Laboratory Should Use Validated Methods and Procedures for
Analyses

Developmental Validation Should Be Appropriately Documented and
Should Address Specificity, Sensitivity, Reproducibility, Bias, Precision,
False-Positives, False-Negatives, and Determine Appropriate Con-
trols. Any Reference Database Used Should Be Documented

Preliminary Validation Is the Acquisition of Limited Test Data to
Enable an Evaluation of a Method Used to Provide Investigative
Support to Investigate a Biocrime or Bioterrorism Event. If the Results
Are to Be Used for Other Than Investigative Support, Then a Panel of
Peer Experts, External to the Laboratory, Should Be Convened to
Assess the Utility of the Method and to Define the Limits of Inter-
pretation and Conclusions Drawn

Internal Validation Should Be Performed and Documented by
the Laboratory

The Procedure Should Be Tested Using Known Samples. The Labora-
tory Should Monitor and Document the Reproducibility and Precision
and Define Reportable Ranges of the Procedure Using Control(s)

Before the Introduction of a New Procedure into Sample Analysis,
the Analyst or Examination Team Should Successfully Complete a
Qualifying Test for That Procedure

Material Modifications Made to Analytical Procedures Should Be
Documented and Subjected to Validation Testing Commensurate
with the Modification and Have Documented Approval

9. ANALYTICAL PROCEDURES

9.1.

9.1.1.

The Laboratory Should Have and Follow Written Analytical Proce-
dures Reviewed and Approved by the Laboratory Management/
Technical Manager

The Laboratory Should Have a Documented Procedure for Each
Analytical Technique Used
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9.1.2.

9.1.3.

9.2.

9.2.1.

9.2.2.

9.2.3.

The Laboratory Should Have a Documented Approach for Testing
General Unknowns

The Procedures Should Include a List of Equipment and Reagents,
Step-by-Step Instructions, Quality Controls, Test Calculations, Limi-
tations, Interpretation Criteria, and Literature References

The Laboratory Should Have a Policy Whereby a Deviation from an
Analytical Procedure Is Documented and Approved

The Laboratory Should Use Reagents That Are Suitable for the
Methods Employed

The Laboratory Should Have Written Procedures for Documenting
Dates of Receipt and Expiration of Commercial Supplies and for the
Formulation of Reagents. Lot Numbers Should be Recorded

Reagents Should be Labeled with the Identity of the Reagent, the Date
of Preparation and Expiration, the Identity of the Individual Prepar-
ing the Reagent, and Storage Instructions

The Laboratory Should Identify Critical Reagents, If Any, and
Evaluate Them Prior to Use (e.g., Restriction Enzymes, Primers,
Antibodies, Growth Media Prepared in the Laboratory)

10. EQUIPMENT CALIBRATION AND MAINTENANCE

10.1.

10.2.

10.2.1.

10.2.2.

The Laboratory Should Use Equipment Suitable for the
Methods Employed

The Laboratory Should Identify Critical Equipment and Should Have
a Documented Program for Calibration and, When Appropriate,
Monitoring of Instruments and Equipment

When Available and Appropriate, Standards Traceable to National
or International Standards Should Be Used for Calibration. When
Traceability to National Standards of Measurement Is Not Applicable,
the Laboratory Should Provide Satisfactory Evidence of Correlation
of Results

The Frequency of the Calibration Should Be Documented for
EFach Instrument Requiring Calibration. Such Documentation
Should Be Retained in Accordance with Appropriate Federal and
State Law
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10.3.

10.3.1.

10.3.2.

QUALITY ASSURANCE GUIDELINES

The Laboratory Should Have and Follow a Documented Program to
Ensure That Instruments and Equipment Are Properly Maintained

New Critical Instruments and Equipment, or Critical Instruments and
Equipment That Have Undergone Repair or Maintenance, Should Be
Calibrated Before Use

Written Records or Logs Should Be Kept for Maintenance Service
Performed on Instruments and Equipment. Such Documentation
Should Be Retained in Accordance with Federal and State Law

11. REPORTS

11.1.

11.1.1.

11.1.2.

11.2.

The Laboratory Should Have and Follow Written Procedures for
Generating and Maintaining Documentation for Tested Samples

The Laboratory Should Have Written Procedures for the Release of
Tested Sample Information

A Laboratory Report Should Include the Following

¢ Name of submitting agency

* Date the sample(s) was received in the laboratory

e Brief description of all evidence submitted, including the indicated
source of the sample, when available (e.g., lungs, circulatory, water
source, debris)

e Statement to address the specific request made of the laboratory

¢ General statement of analytical method used

e Analytical results and interpretive statement to provide clarity of
result

 Statement of negative results, when appropriate

e Statement of recommended additional testing, when appropriate
(e.g., additional testing after 6 and 12 days is suggested so as to
determine exact exposure date)

e Laboratory location (city, state)

e Identity of the person responsible for the technical conclusions of
the laboratory report

e Identification of all components of the analysis completed using
subcontractors

The Laboratory Should Maintain, at a Minimum, the Following
Examination Documentation

e Analyst- and technician-generated notes, to include identity of
person generating notes
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e List of instrumentation used (by specific identifier, if appropriate)

e All charts, graphs, photographs, and other examination-related
records

¢ Chain of custody

¢ Description of evidence

¢ Dates of analysis

e Any deviations from examination protocol

¢ Statement regarding any consumption/disposition of evidence

¢ The identity of individuals performing technical and administrative
reviews of the report

12. REVIEW OF REPORTS

12.1.

12.1.1.

12.2.

The Laboratory Should Have and Follow Written Procedures for Tech-
nically Reviewing All Tested Sample Information and Results. The
Technical Review Is Conducted by a Technically Qualified Individual
Other Than the Preparer of the Report, Notes, Data, and Other
Documents Under Review. All Reports Should Be Administratively
Reviewed

The Laboratory Should Have a Documented Mechanism in Place to
Address Discrepant Interpretations and/or Conclusions Between
Analyst(s) and Reviewer(s) and a Mechanism to Address Unresolved
Conclusions/Interpretations

The Laboratory Should Have a Practice in Place to Review and
Address Reports of Noncompliance (e.g. Findings Resulting from
Audit Reports, Contamination Logs, Controls Not Functioning
Properly)

13. PROFICIENCY TESTING

13.1.

13.1.1.

Examiners and Other Personnel Designated by the Technical Manager
Who Are Actively Engaged in Analysis Should Undergo Annual
Proficiency Testing. The Test Samples Should Be Processed and
Analyzed in the Same Manner as Casework. Successful Completion
of Annual Testing Is Required to Continue Casework

The Laboratory Should Maintain the Following Proficiency
Test Documentation

e Test set identifier
e Identity of the test participant
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13.1.2.

13.2.

QUALITY ASSURANCE GUIDELINES

e Distribution date and due date

¢ Date of analysis and completion

¢ All data and notes supporting the conclusions

¢ Proficiency test results

e Any discrepancies noted

e Corrective actions taken

e Retention, if possible, of a portion of each proficiency test for
reanalysis and comparison, if circumstances dictate

Such documentation should be retained in accordance with appro-
priate federal and state law.

Records for Each Individual Tested Should Be Maintained, Including
All Notes, Records, Reports, and Evaluations

The Following Proficiency Test Information Should Be Documented
for Tests Prepared Within the Laboratory

e Identity of person(s) who prepared the test samples

¢ Date test samples were prepared

e Test identifier

e Sufficient information to duplicate test preparation

e Expected results, including acceptable limits (if appropriate)

14. CORRECTIVE ACTION

14.1.

The Laboratory Should Establish and Follow Procedures for Correc-
tive Action Whenever Analytical Errors and/or Proficiency Testing
Discrepancies Are Detected. The Laboratory Should Maintain Docu-
mentation for the Corrective Action. Such Documentation Should Be
Retained in Accordance with Appropriate Federal or State Law

15. AUDITS

15.1.

15.1.1.

The Laboratory Should Conduct Audits Annually in Accordance with
the Guidelines Outlined Herein

Audit Procedures Should Address, at a Minimum, the Following

¢ Quality assurance program

e Organization and management
e Personnel

¢ Facilities and security
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e Sample control

e Validation

e Analytical procedures

e Calibration and maintenance

e Proficiency testing

e Corrective action

e Documentation and report writing
¢ Review of reports

e Safety

¢ Previous audits

15.1.2. The Laboratory Should Retain All Documentation Pertaining to
Audits in Accordance with Applicable Federal and State Laws

15.2. A Second Agency Should Conduct an External Audit Once Every Two
Years

16. SAFETY

16.1. The Laboratory Should Have and Follow a Documented Environ-
mental Health and Safety Program

This program should include a documented ongoing safety training program
for laboratory personnel and should be in accordance with applicable federal
and state laws.

16.2. The Laboratory Should Identify an Individual as the Safety Officer

16.3. Laboratories Employing Biosafety Level 2 or Higher Should Meet
Applicable Current CDC (BMBL) and/or USDA Guidelines

17. SUBCONTRACTOR OF ANALYTICAL TESTING

17.1. The Submitting Agency Should Be Notified and Approve If Its Samples
Will Be Tested by a Subcontracted Laboratory. The Laboratory Will Be
Notified and Approve the Use of a Subcontractor by the Subcontrac-
tor Laboratory for Testing of Samples

17.2. A Laboratory Operating Under the Scope of These Guidelines Should
Require Certification of Compliance with Those Portions of These
Guidelines Appropriate to the Analysis When a Subcontractor Per-
forms Analyses for the Laboratory. A Contracting Laboratory May
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Choose to Require Documentation of a Laboratory Following These
Guidelines Before Submitting Samples for Analysis

17.2.1. The Laboratory Should Establish and Use Appropriate Review
Procedures Based on the Type of Work Being Provided by the
Subcontracting Laboratory. This is to Verify the Integrity of the Data
Received from the Subcontractor. The Review Includes, but is
Not Limited to

e Visual or expert system inspection and evaluation of all results
and/or data

e Inclusion of quality control samples

¢ Annual on-site visits

17.3. Laboratories That Use Specialty Contractors to Fulfill Narrowly
Focused Analytical Methods (e.g., Genomic Sequencing) Should
Require the Contractor to Provide a Minimum of the Following
Documentation
e Copy of the step-by-step analytical procedure used by the

laboratory
e Identity of the person responsible for analysis results
¢ Analytical controls used during analysis
¢ Identity of all persons involved in the testing of the samples
¢ Chain of custody

17.4. The Contracting Laboratory should Define a Policy for Notifica-
tion of Applicable Personnel Changes by the Subcontracting
Laboratory
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