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PREFACE

The purpose of the second edition remains the same as the first edition: that is, to
serve as an introduction to and overview of the field of biomedical engineering. Many
chapters have undergone major revision from the previous edition with new end-
of-chapter problems added. Some chapters were combined and some chapters
were eliminated completely, with several new chapters added to reflect changes
in the field.

Over the past fifty years, as the discipline of biomedical engineering has evolved, it
has become clear that it is a diverse, seemingly all-encompassing field that includes
such areas as bioelectric phenomena, bioinformatics, biomaterials, biomechanics,
bioinstrumentation, biosensors, biosignal processing, biotechnology, computational
biology and complexity, genomics, medical imaging, optics and lasers, radiation
imaging, rehabilitation engineering, tissue engineering, and moral and ethical issues.
Although it is not possible to cover all of the biomedical engineering domains in this
textbook, we have made an effort to focus on most of the major fields of activity in
which biomedical engineers are engaged.

The text is written primarily for engineering students who have completed differ-
ential equations and a basic course in statics. Students in their sophomore year or
junior year should be adequately prepared for this textbook. Students in the biological
sciences, including those in the fields of medicine and nursing, can also read and
understand this material if they have the appropriate mathematical background.

Although we do attempt to be fairly rigorous with our discussions and proofs, our
ultimate aim is to help students grasp the nature of biomedical engineering. There-
fore, we have compromised when necessary and have occasionally used less rigorous
mathematics in order to be more understandable. A liberal use of illustrative examples
amplifies concepts and develops problem-solving skills. Throughout the text,
MATLAB® (a matrix equation solver) and SIMULINK® (an extension to MATLAB®™

xiii



PREFACE

for simulating dynamic systems) are used as computer tools to assist with problem
solving. The Appendix provides the necessary background to use MATLAB™ and
SIMULINK®. MATLAB® and SIMULINK® are available from:

The Mathworks, Inc.

24 Prime Park Way

Natick, Massachusetts 01760

Phone: (508) 647-7000

Email: info@mathworks.com

WWW: http://www.mathworks.com {extend}

Chapters are written to provide some historical perspective of the major develop-
ments in a specific biomedical engineering domain as well as the fundamental prin-
ciples that underlie biomedical engineering design, analysis, and modeling procedures
in that domain. In addition, examples of some of the problems encountered, as well as
the techniques used to solve them, are provided. Selected problems, ranging from
simple to difficult, are presented at the end of each chapter in the same general order
as covered in the text.

The material in this textbook has been designed for a one-semester, two-semester,
or three-quarter sequence depending on the needs and interests of the instructor.
Chapter 1 provides necessary background to understand the history and appreciate
the field of biomedical engineering. Chapter 2 presents the vitally important chapter
on biomedically-based morals and ethics. Basic anatomy and physiology are provided
in Chapter 3. Chapters 4-10 provide the basic core biomedical engineering areas:
biomechanics, rehabilitation engineering, biomaterials, tissue engineering, bioinstru-
mentation, biosensors, and biosignal processing. To assist instructors in planning the
sequence of material they may wish to emphasize, it is suggested that the chapters on
bioinstrumentation, biosensors, and biosignal processing should be covered together
as they are interdependent on each other. The remainder of the textbook presents
material on biomedical technology (Chapters 12-17).

A website is available at http://intro-bme-book.bme.uconn.edu/ that provides an
errata and extra material.

ACKNOWLEDGEMENTS

Many people have helped us in writing this textbook. Well deserved credit is due to
the many contributors who provided chapters and worked under a very tight timeline.
Special thanks go to our publisher, Elsevier, especially for the tireless work of the
editors, Christine Minihane and Shoshanna Grossman. In addition, we appreciate the
work of Karen Forster, the project manager, and Kristin Macek, who supervised the
production process.

A great debt of gratitude is extended to Joel Claypool, the editor of the first edition
of the book and Diane Grossman from Academic Press. From an initial conversation
over coffee in Amsterdam in 1996 to publication in 2000 required a huge effort.
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At the conclusion of this chapter, students will be able to:

Identify the major role that advances in medical technology have played in the
establishment of the modern health care system.

Define what is meant by the term biomedical engineering and the roles biomedical
engineers play in the health care delivery system.

Explain why biomedical engineers are professionals.



2 CHAPTER T BIOMEDICAL ENGINEERING: A HISTORICAL PERSPECTIVE

In the industrialized nations, technological innovation has progressed at such an
accelerated pace that it is has permeated almost every facet of our lives. This is
especially true in the area of medicine and the delivery of health care services.
Although the art of medicine has a long history, the evolution of a technologically
based health care system capable of providing a wide range of effective diagnostic and
therapeutic treatments is a relatively new phenomenon. Of particular importance in
this evolutionary process has been the establishment of the modern hospital as the
center of a technologically sophisticated health care system.

Since technology has had such a dramatic impact on medical care, engineering
professionals have become intimately involved in many medical ventures. As a result,
the discipline of biomedical engineering has emerged as an integrating medium for
two dynamic professions, medicine and engineering, and has assisted in the struggle
against illness and disease by providing tools (such as biosensors, biomaterials, image
processing, and artificial intelligence) that can be utilized for research, diagnosis, and
treatment by health care professionals.

Thus, biomedical engineers serve as relatively new members of the health care
delivery team that seeks new solutions for the difficult problems confronting modern
society. The purpose of this chapter is to provide a broad overview of technology’s
role in shaping our modern health care system, highlight the basic roles biomedical
engineers play, and present a view of the professional status of this dynamic field.

1.1 EVOLUTION OF THE MODERN HEALTH CARE SYSTEM

Primitive humans considered diseases to be ‘visitations,” the whimsical acts of
affronted gods or spirits. As a result, medical practice was the domain of the witch
doctor and the medicine man and medicine woman. Yet even as magic became an
integral part of the healing process, the cult and the art of these early practitioners
were never entirely limited to the supernatural. These individuals, by using their
natural instincts and learning from experience, developed a primitive science based
on empirical laws. For example, through acquisition and coding of certain reliable
practices, the arts of herb doctoring, bone setting, surgery, and midwifery were
advanced. Just as primitive humans learned from observation that certain plants and
grains were good to eat and could be cultivated, so the healers and shamans observed
the nature of certain illnesses and then passed on their experiences to other
generations.

Evidence indicates that the primitive healer took an active, rather than a simply
intuitive interest in the curative arts, acting as a surgeon and a user of tools. For
instance, skulls with holes made in them by trephiners have been collected in various
parts of Europe, Asia, and South America. These holes were cut out of the bone with
flint instruments to gain access to the brain. Although one can only speculate the
purpose of these early surgical operations, magic and religious beliefs seem to be the
most likely reasons. Perhaps this procedure liberated from the skull the malicious
demons that were thought to be the cause of extreme pain (as in the case of migraine)
or attacks of falling to the ground (as in epilepsy). That this procedure was carried out
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on living patients, some of whom actually survived, is evident from the rounded edges
on the bone surrounding the hole which indicate that the bone had grown again after
the operation. These survivors also achieved a special status of sanctity so that, after
their death, pieces of their skull were used as amulets to ward off convulsive attacks.
From these beginnings, the practice of medicine has become integral to all human
societies and cultures.

It is interesting to note the fate of some of the most successful of these early
practitioners. The Egyptians, for example, have held Imhotep, the architect of the
first pyramid (3000 BC), in great esteem through the centuries, not as a pyramid
builder, but as a doctor. Imhotep’s name signified “he who cometh in peace” because
he visited the sick to give them “peaceful sleep.” This early physician practiced his art
so well that he was deified in the Egyptian culture as the god of healing.

Egyptian mythology, like primitive religion, emphasized the interrelationships
between the supernatural and one’s health. For example, consider the mystic sign
Rx, which still adorns all prescriptions today. It has a mythical origin in the legend of
the Eye of Horus. It appears that as a child Horus lost his vision after being viciously
attacked by Seth, the demon of evil. Then Isis, the mother of Horus, called for
assistance to Thoth, the most important god of health, who promptly restored the
eye and its powers. Because of this intervention, the Eye of Horus became the
Egyptian symbol of godly protection and recovery, and its descendant, Rx, serves as
the most visible link between ancient and modern medicine.

The concepts and practices of Imhotep and the medical cult he fostered were duly
recorded on papyri and stored in ancient tombs. One scroll (dated c. 1500 BC),
acquired by George Elbers in 1873, contains hundreds of remedies for numerous
afflictions ranging from crocodile bite to constipation. A second famous papyrus
(dated c. 1700 BC), discovered by Edwin Smith in 1862, is considered to be the
most important and complete treatise on surgery of all antiquity. These writings
outline proper diagnoses, prognoses, and treatment in a series of surgical cases.
These two papyri are certainly among the outstanding writings in medical history.

As the influence of ancient Egypt spread, Imhotep was identified by the Greeks
with their own god of healing, Aesculapius. According to legend, the god Apollo
fathered Aesculapius during one of his many earthly visits. Apparently Apollo was a
concerned parent, and, as is the case for many modern parents, he wanted his son to
be a physician. He made Chiron, the centaur, tutor Aesculapius in the ways of healing.
Chiron’s student became so proficient as a healer that he soon surpassed his tutor and
kept people so healthy that he began to decrease the population of Hades. Pluto, the
god of the underworld, complained so violently about this course of events that Zeus
killed Aesculapius with a thunderbolt and in the process promoted Aesculapius to
Olympus as a god.

Inevitably, mythology has become entangled with historical facts, and it is not
certain whether Aesculapius was in fact an earthly physician like Imhotep, the Egyp-
tian. However, one thing is clear; by 1000 BC, medicine was already a highly
respected profession. In Greece, the Aesculapia were temples of the healing cult and
may be considered among the first hospitals (Fig. 1.1). In modern terms, these temples
were essentially sanatoriums that had strong religious overtones. In them, patients
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Figure 1.1 llustration of a sick child brought into the Temple of Aesculapius (Courtesy of http://
www.nouveaunet.com/images/art/84.jpg).

were received and psychologically prepared, through prayer and sacrifice, to appreci-
ate the past achievements of Aesculapius and his physician priests. After the appropri-
ate rituals, they were allowed to enjoy “temple sleep.” During the night, “healers”
visited their patients, administering medical advice to clients who were awake or
interpreting dreams of those who had slept. In this way, patients became convinced
that they would be cured by following the prescribed regimen of diet, drugs, or
bloodletting. On the other hand, if they remained ill, it would be attributed to their
lack of faith. With this approach, patients, not treatments, were at fault if they did not
get well. This early use of the power of suggestion was effective then and is still
important in medical treatment today. The notion of “‘healthy mind, healthy body” is
still in vogue today.

One of the most celebrated of these “healing” temples was on the island of Cos, the
birthplace of Hippocrates, who as a youth became acquainted with the curative arts
through his father, also a physician. Hippocrates was not so much an innovative
physician as a collector of all the remedies and techniques that existed up to that
time. Since he viewed the physician as a scientist instead of a priest, Hippocrates also
injected an essential ingredient into medicine: its scientific spirit. For him, diagnostic
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observation and clinical treatment began to replace superstition. Instead of blaming
disease on the gods, Hippocrates taught that disease was a natural process, one that
developed in logical steps, and that symptoms were reactions of the body to disease.
The body itself, he emphasized, possessed its own means of recovery, and the function
of the physician was to aid these natural forces. Hippocrates treated each patient as an
original case to be studied and documented. His shrewd descriptions of diseases are
models for physicians even today. Hippocrates and the school of Cos trained a
number of individuals who then migrated to the corners of the Mediterranean
world to practice medicine and spread the philosophies of their preceptor. The
work of Hippocrates and the school and tradition that stem from him constitute the
first real break from magic and mysticism and the foundation of the rational art of
medicine. However, as a practitioner, Hippocrates represented the spirit, not the
science, of medicine, embodying the good physician: the friend of the patient and
the humane expert.

As the Roman Empire reached its zenith and its influence expanded across half the
world, it became heir to the great cultures it absorbed, including their medical
advances. Although the Romans themselves did little to advance clinical medicine
(the treatment of the individual patient), they did make outstanding contributions to
public health. For example, they had a well-organized army medical service, which
not only accompanied the legions on their various campaigns to provide “first aid” on
the battlefield but also established ‘“base hospitals” for convalescents at strategic
points throughout the empire. The construction of sewer systems and aqueducts
were truly remarkable Roman accomplishments that provided their empire with the
medical and social advantages of sanitary living. Insistence on clean drinking water
and unadulterated foods affected the control and prevention of epidemics, and
however primitive, made urban existence possible. Unfortunately, without adequate
scientific knowledge about diseases, all the preoccupation of the Romans with public
health could not avert the periodic medical disasters, particularly the plague, that
mercilessly befell its citizens.

Initially, the Roman masters looked upon Greek physicians and their art with
disfavor. However, as the years passed, the favorable impression these disciples of
Hippocrates made upon the people became widespread. As a reward for their service
to the peoples of the Empire, Caesar (46 BC) granted Roman citizenship to all Greek
practitioners of medicine in his empire. Their new status became so secure that when
Rome suffered from famine that same year, these Greek practitioners were the only
foreigners not expelled from the city. On the contrary, they were even offered bonuses
to stay!

Ironically, Galen, who is considered the greatest physician in the history of Rome,
was himself a Greek. Honored by the emperor for curing his “imperial fever,” Galen
became the medical celebrity of Rome. He was arrogant and a braggart and, unlike
Hippocrates, reported only successful cases. Nevertheless, he was a remarkable
physician. For Galen, diagnosis became a fine art; in addition to taking care of his
own patients, he responded to requests for medical advice from the far reaches of the
empire. He was so industrious that he wrote more than 300 books of anatomical
observations, which included selected case histories, the drugs he prescribed, and his
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boasts. His version of human anatomy, however, was misleading because he objected
to human dissection and drew his human analogies solely from the studies of animals.
However, because he so dominated the medical scene and was later endorsed by the
Roman Catholic Church, Galen actually inhibited medical inquiry. His medical views
and writings became both the “bible” and “‘the law” for the pontiffs and pundits of
the ensuing Dark Ages.

With the collapse of the Roman Empire, the Church became the repository of
knowledge, particularly of all scholarship that had drifted through the centuries into
the Mediterranean. This body of information, including medical knowledge, was
literally scattered through the monasteries and dispersed among the many orders of
the Church.

The teachings of the early Roman Catholic Church and the belief in divine mercy
made inquiry into the causes of death unnecessary and even undesirable. Members of
the Church regarded curing patients by rational methods as sinful interference with
the will of God. The employment of drugs signified a lack of faith by the doctor and
patient, and scientific medicine fell into disrepute. Therefore, for almost a thousand
years, medical research stagnated. It was not until the Renaissance in the 1500s that
any significant progress in the science of medicine occurred. Hippocrates had once
taught that illness was not a punishment sent by the gods but a phenomenon of nature.
Now, under the Church and a new God, the older views of the supernatural origins of
disease were renewed and promulgated. Since disease implied demonic possession,
monks and priests treated the sick through prayer, the laying on of hands, exorcism,
penances, and exhibition of holy relics—practices officially sanctioned by the Church.

Although deficient in medical knowledge, the Dark Ages were not entirely lacking in
charity toward the sick poor. Christian physicians often treated the rich and poor alike,
and the Church assumed responsibility for the sick. Furthermore, the evolution of the
modern hospital actually began with the advent of Christianity and is considered one of
the major contributions of monastic medicine. With the rise in 335 AD of Constantine I,
the first of the Roman emperors to embrace Christianity, all pagan temples of healing
were closed, and hospitals were established in every cathedral city. [Note: The word
hospital comes from the Latin hospes, meaning, “host” or “‘guest.” The same root has
provided hotel and hostel.] These first hospitals were simply houses where weary
travelers and the sick could find food, lodging, and nursing care. The Church ran
these hospitals, and the attending monks and nuns practiced the art of healing.

As the Christian ethic of faith, humanitarianism, and charity spread throughout
Europe and then to the Middle East during the Crusades, so did its hospital system.
However, trained “‘physicians” still practiced their trade primarily in the homes of
their patients, and only the weary travelers, the destitute, and those considered
hopeless cases found their way to hospitals. Conditions in these early hospitals
varied widely. Although a few were well financed and well managed and treated
their patients humanely, most were essentially custodial institutions to keep
troublesome and infectious people away from the general public. In these establish-
ments, crowding, filth, and high mortality among both patients and attendants were
commonplace. Thus, the hospital was viewed as an institution to be feared and
shunned.
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The Renaissance and Reformation in the fifteenth and sixteenth centuries loosened
the Church’s stronghold on both the hospital and the conduct of medical practice.
During the Renaissance, “‘true learning”—the desire to pursue the true secrets of
nature, including medical knowledge—was again stimulated. The study of human
anatomy was advanced and the seeds for further studies were planted by the artists
Michelangelo, Raphael, Durer, and, of course, the genius Leonardo da Vinci. They
viewed the human body as it really was, not simply as a text passage from Galen. The
painters of the Renaissance depicted people in sickness and pain, sketched in great
detail, and in the process, demonstrated amazing insight into the workings of the
heart, lungs, brain, and muscle structure. They also attempted to portray the individ-
ual and to discover emotional as well as physical qualities. In this stimulating era,
physicians began to approach their patients and the pursuit of medical knowledge in
similar fashion. New medical schools, similar to the most famous of such institutions
at Salerno, Bologna, Montpelier, Padua, and Oxford, emerged. These medical
training centers once again embraced the Hippocratic doctrine that the patient was
human, disease was a natural process, and commonsense therapies were appropriate
in assisting the body to conquer its disease.

During the Renaissance, fundamentals received closer examination and the age of
measurement began. In 1592, when Galileo visited Padua, Italy, he lectured on
mathematics to a large audience of medical students. His famous theories and inven-
tions (the thermoscope and the pendulum, in addition to the telescopic lens) were
expounded upon and demonstrated. Using these devices, one of his students, Sanc-
torius, made comparative studies of the human temperature and pulse. A future
graduate of Padua, William Harvey, later applied Galileo’s laws of motion and
mechanics to the problem of blood circulation. This ability to measure the amount
of blood moving through the arteries helped to determine the function of the heart.

Galileo encouraged the use of experimentation and exact measurement as scientific
tools that could provide physicians with an effective check against reckless specula-
tion. Quantification meant theories would be verified before being accepted. Individ-
uals involved in medical research incorporated these new methods into their
activities. Body temperature and pulse rate became measures that could be related
to other symptoms to assist the physician in diagnosing specific illnesses or disease.
Concurrently, the development of the microscope amplified human vision, and an
unknown world came into focus. Unfortunately, new scientific devices had little effect
on the average physician, who continued to blood-let and to disperse noxious oint-
ments. Only in the universities did scientific groups band together to pool their
instruments and their various talents.

In England, the medical profession found in Henry VIII a forceful and sympathetic
patron. He assisted the doctors in their fight against malpractice and supported the
establishment of the College of Physicians, the oldest purely medical institution in
Europe. When he suppressed the monastery system in the early sixteenth century,
church hospitals were taken over by the cities in which they were located. Conse-
quently, a network of private, nonprofit, voluntary hospitals came into being. Doctors
and medical students replaced the nursing sisters and monk physicians. Consequently,
the professional nursing class became almost nonexistent in these public institutions.
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Only among the religious orders did nursing remain intact, further compounding the
poor lot of patients confined within the walls of the public hospitals. These conditions
were to continue until Florence Nightingale appeared on the scene years later.

Still another dramatic event occurred. The demands made upon England’s hos-
pitals, especially the urban hospitals, became overwhelming as the population of these
urban centers continued to expand. It was impossible for the facilities to accommo-
date the needs of so many. Therefore, during the seventeenth century two of the major
urban hospitals in London, St. Bartholomew’s and St. Thomas, initiated a policy of
admitting and attending to only those patients who could possibly be cured. The
incurables were left to meet their destiny in other institutions such as asylums,
prisons, or almshouses.

Humanitarian and democratic movements occupied center stage primarily in
France and the American colonies during the eighteenth century. The notion of
equal rights finally arose, and as urbanization spread, American society concerned
itself with the welfare of many of its members. Medical men broadened the scope of
their services to include the “unfortunates” of society and helped to ease their
suffering by advocating the power of reason and spearheading prison reform, child
care, and the hospital movement. Ironically, as the hospital began to take up an active,
curative role in medical care in the eighteenth century, the death rate among its
patients did not decline but continued to be excessive. In 1788, for example, the
death rate among the patients at the Hotel Dru in Paris, thought to be founded in the
seventh century and the oldest hospital in existence today, was nearly 25%. These
hospitals were lethal not only to patients, but also to the attendants working in them,
whose own death rate hovered between 6 and 12% per year.

Essentially, the hospital remained a place to avoid. Under these circumstances, it is
not surprising that the first American colonists postponed or delayed building hos-
pitals. For example, the first hospital in America, the Pennsylvania Hospital, was not
built until 1751, and the City of Boston took over two hundred years to erect its first
hospital, the Massachusetts General, which opened its doors to the public in 1821.

Not until the nineteenth century could hospitals claim to benefit any significant
number of patients. This era of progress was due primarily to the improved nursing
practices fostered by Florence Nightingale on her return to England from the Crimean
War (Fig. 1.2). She demonstrated that hospital deaths were caused more frequently by
hospital conditions than by disease. During the latter part of the nineteenth century
she was at the height of her influence, and few new hospitals were built anywhere in
the world without her advice. During the first half of the nineteenth century Nightin-
gale forced medical attention to focus once more on the care of the patient. Enthu-
siastically and philosophically, she expressed her views on nursing: “Nursing is
putting us in the best possible condition for nature to restore and preserve health. ...
The art is that of nursing the sick. Please mark, not nursing sickness.”

Although these efforts were significant, hospitals remained, until this century,
institutions for the sick poor. In the 1870s, for example, when the plans for the
projected Johns Hopkins Hospital were reviewed, it was considered quite appropriate
to allocate 324 charity and 24 pay beds. Not only did the hospital population before
the turn of the century represent a narrow portion of the socioeconomic spectrum,
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Figure 1.2 A portrait of Florence Nightingale (Courtesy of http://ginnger.topcities.com/
cards/computer/nurses/765x525nightengale.gif).

but it also represented only a limited number of the type of diseases prevalent in the
overall population. In 1873, for example, roughly half of America’s hospitals did not
admit contagious diseases, and many others would not admit incurables. Furthermore,
in this period, surgery admissions in general hospitals constituted only 5%, with trauma
(injuries incurred by traumatic experience) making up a good portion of these cases.
American hospitals a century ago were rather simple in that their organization
required no special provisions for research or technology and demanded only cooking
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and washing facilities. In addition, since the attending and consulting physicians were
normally unsalaried and the nursing costs were quite modest, the great bulk of the
hospital’s normal operation expenses were for food, drugs, and utilities. Not until the
twentieth century did modern medicine come of age in the United States. As we shall
see, technology played a significant role in its evolution.

1.2 THE MODERN HEALTH CARE SYSTEM

Modern medical practice actually began at the turn of the twentieth century. Before
1900, medicine had little to offer the average citizen since its resources were mainly
physicians, their education, and their little black bags. At this time physicians were in
short supply, but for different reasons than exist today. Costs were minimal, demand
small, and many of the services provided by the physician also could be obtained from
experienced amateurs residing in the community. The individual’s dwelling was the
major site for treatment and recuperation, and relatives and neighbors constituted an
able and willing nursing staff. Midwives delivered babies, and those illnesses not cured
by home remedies were left to run their fatal course. Only in the twentieth century did
the tremendous explosion in scientific knowledge and technology lead to the devel-
opment of the American health care system with the hospital as its focal point and the
specialist physician and nurse as its most visible operatives.

In the twentieth century, advances in the basic sciences (chemistry, physiology,
pharmacology, and so on) began to occur much more rapidly. It was an era of intense
interdisciplinary cross-fertilization. Discoveries in the physical sciences enabled med-
ical researchers to take giant strides forward. For example, in 1903 William Eintho-
ven devised the first electrocardiograph and measured the electrical changes that
occurred during the beating of the heart. In the process, Einthoven initiated a new
age for both cardiovascular medicine and electrical measurement techniques.

Of all the new discoveries that followed one another like intermediates in a chain
reaction, the most significant for clinical medicine was the development of x-rays.
When W.K. Roentgen described his “new kinds of rays,” the human body was opened
to medical inspection. Initially these x-rays were used in the diagnosis of bone fractures
and dislocations. In the United States, x-ray machines brought this modern technology
to most urban hospitals. In the process, separate departments of radiology were
established, and the influence of their activities spread, with almost every department
of medicine (surgery, gynecology, and so forth) advancing with the aid of this new tool.
By the 1930s, x-ray visualization of practically all the organ systems of the body was
possible by the use of barium salts and a wide variety of radiopaque materials.

The power this technological innovation gave physicians was enormous. The x-ray
permitted them to diagnose a wide variety of diseases and injuries accurately. In
addition, being within the hospital, it helped trigger the transformation of the hospital
from a passive receptacle for the sick poor to an active curative institution for all
citizens of the American society.

The introduction of sulfanilamide in the mid-1930s and penicillin in the early
1940s significantly reduced the main danger of hospitalization: cross infection among
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patients. With these new drugs in their arsenals, surgeons were able to perform their
operations without prohibitive morbidity and mortality due to infection. Also con-
sider that, even though the different blood groups and their incompatibility were
discovered in 1900 and sodium citrate was used in 1913 to prevent clotting, the full
development of blood banks was not practical until the 1930s when technology
provided adequate refrigeration. Until that time, “fresh” donors were bled, and the
blood was transfused while it was still warm.

As technology in the United States blossomed so did the prestige of American
medicine. From 1900 to 1929 Nobel Prize winners in physiology or medicine came
primarily from Europe, with no American among them. In the period 1930 to 1944,
just before the end of World War II, seven Americans were honored with this award.
During the post-war period of 1945 to 1975, 37 American life scientists earned
similar honors, and from 1975-2003, the number was 40. Thus, since 1930 a total
of 79 American scientists have performed research significant enough to warrant the
distinction of a Nobel Prize. Most of these efforts were made possible by the technol-
ogy (Fig. 1.3) available to these clinical scientists.

The employment of the available technology assisted in advancing the develop-
ment of complex surgical procedures (Fig. 1.4). The Drinker respirator was intro-
duced in 1927 and the first heart-lung bypass in 1939. In the 1940s, cardiac
catheterization and angiography (the use of a cannula threaded through an arm vein

Figure 1.3 Photograph depicting an early electrocardiograph machine.



12

CHAPTER T BIOMEDICAL ENGINEERING: A HISTORICAL PERSPECTIVE

Figure 1.4 Changes in the operating room: (a) the surgical scene at the turn of the
century, (b) the surgical scene in the late 1920s and early 1930s, (c) the surgical scene today
(from |D Bronzino, Technology for Patient Care, Mosby: St. Louis, 1977; The Biomedical
Engineering Handbook, CRC Press: Boca Raton, FL, 1995; 2000; 2005).

and into the heart with the injection of radiopaque dye for the x-ray visualization of
lung and heart vessels and valves) were developed. Accurate diagnoses of congenital
and acquired heart disease (mainly valve disorders due to rheumatic fever) also
became possible, and a new era of cardiac and vascular surgery began.

Another child of this modern technology, the electron microscope, entered the
medical scene in the 1950s and provided significant advances in visualizing relatively
small cells. Body scanners to detect tumors arose from the same science that brought
societies reluctantly into the atomic age. These “tumor detectives” used radioactive
material and became commonplace in newly established departments of nuclear
medicine in all hospitals.

The impact of these discoveries and many others was profound. The health care
system that consisted primarily of the “horse and buggy” physician was gone forever,
replaced by the doctor backed by and centered around the hospital, as medicine began
to change to accommodate the new technology.

Following World War II, the evolution of comprehensive care greatly accelerated.
The advanced technology that had been developed in the pursuit of military objectives
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now became available for peaceful applications with the medical profession benefiting
greatly from this rapid surge of technological finds. For instance, the realm of
electronics came into prominence. The techniques for following enemy ships and
planes, as well as providing aviators with information concerning altitude, air speed,
and the like, were now used extensively in medicine to follow the subtle electrical
behavior of the fundamental unit of the central nervous system, the neuron, or to
monitor the beating heart of a patient.

Science and technology have leap-frogged past one another throughout recorded
history. Anyone seeking a causal relation between the two was just as likely to find
technology the cause and science the effect as to find science the cause and technology
the effect. As gunnery led to ballistics, and the steam engine to thermodynamics, so
powered flight led to aerodynamics. However, with the advent of electronics this causal
relation between technology and science changed to a systematic exploitation of scientific
research and the pursuit of knowledge that was undertaken with technical uses in mind.

The list becomes endless when one reflects upon the devices produced by the same
technology that permitted humans to stand on the moon. What was considered
science fiction in the 1930s and the 1940s became reality. Devices continually
changed to incorporate the latest innovations, which in many cases became outmoded
in a very short period of time. Telemetry devices used to monitor the activity of a
patient’s heart freed both the physician and the patient from the wires that previously
restricted them to the four walls of the hospital room. Computers, similar to those
that controlled the flight plans of the Apollo capsules, now completely inundate our
society. Since the 1970s, medical researchers have put these electronic brains to work
performing complex calculations, keeping records (via artificial intelligence), and
even controlling the very instrumentation that sustains life. The development of
new medical imaging techniques (Fig. 1.5) such as computerized tomography (CT)
and magnetic resonance imaging (MRI) totally depended on a continually advancing
computer technology. The citations and technological discoveries are so myriad it is
impossible to mention them all.

“Spare parts” surgery is now routine. With the first successful transplantation of a
kidney in 1954, the concept of artificial organs gained acceptance and officially came
into vogue in the medical arena (Fig. 1.6). Technology to provide prosthetic devices
such as artificial heart valves and artificial blood vessels developed. Even an artificial
heart program to develop a replacement for a defective or diseased human heart
began. Although, to date, the results have not been satisfactory, this program has
provided “ventricular assistance” for those who need it. These technological inno-
vations radically altered surgical organization and utilization. The comparison of a
hospital in which surgery was a relatively minor activity as it was a century ago to the
contemporary hospital in which surgery plays a prominent role dramatically suggests
the manner in which this technological effort has revolutionized the health profession
and the institution of the hospital.

Through this evolutionary process, the hospital became the central institution that
provided medical care. Because of the complex and expensive technology that could
be based only in the hospital and the education of doctors oriented both as clinicians
and investigators toward highly technological norms, both the patient and the
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Figul’e 1.5 Photograph of a modern medical imaging facility (http://137.229.52.100/~physics/
p113/hasan/).

physician were pushed even closer to this center of attraction. In addition, the effects
of the increasing maldistribution and apparent shortage of physicians during the
1950s and 1960s also forced the patient and the physician to turn increasingly to
the ambulatory clinic and the emergency ward of the urban hospital in time of need.

Emergency wards today handle not only an ever-increasing number of accidents
(largely related to alcohol and the automobile) and somatic crises such as heart attacks
and strokes, but also problems resulting from the social environments that surround
the local hospital. Respiratory complaints, cuts, bumps, and minor trauma constitute
a significant number of the cases seen in a given day. Added to these individuals are
those who live in the neighborhood of the hospital and simply cannot afford their own
physician. Often such individuals enter the emergency ward for routine care of colds,
hangovers, and even marital problems. Because of these developments, the hospital
has evolved as the focal point of the present system of health care delivery. The
hospital, as presently organized, specializes in highly technical and complex medical
procedures. This evolutionary process became inevitable as technology produced
increasingly sophisticated equipment that private practitioners or even large group
practices were economically unequipped to acquire and maintain. Only the hospital
could provide this type of service. The steady expansion of scientific and techno-
logical innovations has not only necessitated specialization for all health professionals
(physicians, nurses, and technicians) but has also required the housing of advanced
technology within the walls of the modern hospital.
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Figure 1.6 lllustration of various transplantation possibilities (http://
www.transplant.bc.ca/images/what_organs.GIF).

In recent years, technology has struck medicine like a thunderbolt. The Human
Genome Project was perhaps the most prominent scientific and technological effort of
the 1990s. Some of the engineering products vital to the effort included automatic
sequencers, robotic liquid handling devices, and software for databasing and sequence
assembly. As a result, a major transition occurred, moving biomedical engineering to
focus on the cellular and molecular level rather than solely on the organ system level.
With the success of the genome project, new vistas have been opened (e.g., it is now
possible to create individual medications based on one’s DNA) (Fig. 1.7). Advances in
nanotechnology, tissue engineering, and artificial organs are clear indications that
science fiction will continue to become reality. However, the social and economic
consequences of this vast outpouring of information and innovation must be fully
understood if this technology is to be exploited effectively and efficiently.

As one gazes into the crystal ball, technology offers great potential for affecting
health care practices (Fig. 1.8). It can provide health care for individuals in remote
rural areas by means of closed-circuit television health clinics with complete commu-
nication links to a regional health center. Development of multiphasic screening
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Human Genome Project

Figure 1.7 The Human Genome Project’s potential applications (http://labmed.hallym.ac.kr/
genome/genome-photo/98-1453.jpg).

Figure 1.8 Laser surgery, a new tool in the physician’s arsenal (http://riggottphoto.com/
corporate/lgimg6.html).
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systems can provide preventive medicine to the vast majority of the population and
restrict admission to the hospital to those needing the diagnostic and treatment
facilities housed there. Automation of patient and nursing records can inform phy-
sicians of the status of patients during their stay at the hospital and in their homes. With
the creation of a central medical records system, anyone who changes residences or
becomes ill away from home can have records made available to the attending phys-
ician easily and rapidly. Tissue engineering—the application of biological, chemical,
and engineering principles towards the repair, restoration, and regeneration of living
tissue using biomaterials, cells, and factors alone or in combinations—has gained a
great deal of attention and is projected to grow exponentially in the first quarter of the
twenty-first century. These are just a few of the possibilities that illustrate the potential
of technology in creating the type of medical care system that will indeed be accessible,
of high quality, and reasonably priced for all. [Note: for an extensive review of major
events in the evolution of biomedical engineering see Nebekar, 2002.]

1.3 WHAT IS BIOMEDICAL ENGINEERING?

Many of the problems confronting health professionals today are of extreme impor-
tance to the engineer because they involve the fundamental aspects of device and
systems analysis, design, and practical application—all of which lie at the heart of
processes that are fundamental to engineering practice. These medically relevant
design problems can range from very complex large-scale constructs, such as the
design and implementation of automated clinical laboratories, multiphasic screening
facilities (i.e., centers that permit many tests to be conducted), and hospital infor-
mation systems, to the creation of relatively small and simple devices, such as
recording electrodes and transducers that may be used to monitor the activity of
specific physiological processes in either a research or clinical setting. They encom-
pass the many complexities of remote monitoring and telemetry and include the
requirements of emergency vehicles, operating rooms, and intensive care units.

The American health care system, therefore, encompasses many problems that
represent challenges to certain members of the engineering profession called biomed-
ical engineers. Since biomedical engineering involves applying the concepts, knowl-
edge, and approaches of virtually all engineering disciplines (e.g., electrical,
mechanical, and chemical engineering) to solve specific health care related problems,
the opportunities for interaction between engineers and health care professionals are
many and varied.

Biomedical engineers may become involved, for example, in the design of a new
medical imaging modality or development of new medical prosthetic devices to aid
people with disabilities. Although what is included in the field of biomedical engi-
neering is considered by many to be quite clear, many conflicting opinions concerning
the field can be traced to disagreements about its definition. For example, consider the
terms biomedical engineering, bioengineering, biological engineering, and clinical (or
medical) engineer, which are defined in the Bioengineering Education Directory.
Although Pacela defined bioengineering as the broad umbrella term used to describe
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this entire field, bioengineering is usually defined as a basic-research-oriented activity
closely related to biotechnology and genetic engineering, that is, the modification of
animal or plant cells or parts of cells to improve plants or animals or to develop new
microorganisms for beneficial ends. In the food industry, for example, this has meant
the improvement of strains of yeast for fermentation. In agriculture, bioengineers may
be concerned with the improvement of crop yields by treating plants with organisms
to reduce frost damage. It is clear that bioengineers for the future will have tremen-
dous impact on the quality of human life. The full potential of this specialty is difficult
to imagine. Typical pursuits include the following:

Development of improved species of plants and animals for food production
Invention of new medical diagnostic tests for diseases

Production of synthetic vaccines from clone cells

Bioenvironmental engineering to protect human, animal, and plant life from
toxicants and pollutants

Study of protein-surface interactions

Modeling of the growth kinetics of yeast and hybridoma cells

Research in immobilized enzyme technology

Development of therapeutic proteins and monoclonal antibodies

The term biomedical engineering appears to have the most comprehensive meaning.
Biomedical engineers apply electrical, chemical, optical, mechanical, and other en-
gineering principles to understand, modify, or control biological (i.e., human and
animal) systems. Biomedical engineers working within a hospital or clinic are more
properly called clinical engineers, but this theoretical distinction is not always ob-
served in practice, and many professionals working within U.S. hospitals today
continue to be called biomedical engineers.

The breadth of activity of biomedical engineers is significant. The field has
moved from being concerned primarily with the development of medical devices in
the 1950s and 1960s to include a more wide-ranging set of activities. As illustrated
in Figure 1.9, the field of biomedical engineering now includes many new career
areas.

These areas include

m Application of engineering system analysis (physiologic modeling, simulation,
and control to biological problems

m Detection, measurement, and monitoring of physiologic signals (i.e., biosensors
and biomedical instrumentation)
Diagnostic interpretation via signal-processing techniques of bioelectric data
Therapeutic and rehabilitation procedures and devices (rehabilitation
engineering)
Devices for replacement or augmentation of bodily functions (artificial organs)
Computer analysis of patient-related data and clinical decision making (i.e.,
medical informatics and artificial intelligence)

m Medical imaging; that is, the graphical display of anatomic detail or physiologic
function
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Figure 1.9 The world of biomedical engineering.

m The creation of new biologic products (i.e., biotechnology and tissue engineer-
ing)
Typical pursuits of biomedical engineers include

Research in new materials for implanted artificial organs
Development of new diagnostic instruments for blood analysis
Writing software for analysis of medical research data
Analysis of medical device hazards for safety and efficacy
Development of new diagnostic imaging systems

Design of telemetry systems for patient monitoring

Design of biomedical sensors

Development of expert systems for diagnosis and treatment of diseases
Design of closed-loop control systems for drug administration
Modeling of the physiologic systems of the human body
Design of instrumentation for sports medicine

Development of new dental materials

Design of communication aids for individuals with disabilities
Study of pulmonary fluid dynamics
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m Study of biomechanics of the human body
m Development of material to be used as replacement for human skin

The preceding list is not intended to be all-inclusive. Many other applications use the
talents and skills of the biomedical engineer. In fact, the list of biomedical engineers’
activities depends on the medical environment in which they work. This is especially
true for clinical engineers, biomedical engineers employed in hospitals or clinical
settings. Clinical engineers are essentially responsible for all the high-technology
instruments and systems used in hospitals today; for the training of medical personnel
in equipment safety; and for the design, selection, and use of technology to deliver
safe and effective health care.

Engineers were first encouraged to enter the clinical scene during the late 1960s in
response to concerns about the electrical safety of hospital patients. This safety scare
reached its peak when consumer activists, most notably Ralph Nader, claimed that ““at
the very least, 1,200 Americans are electrocuted annually during routine diagnostic
and therapeutic procedures in hospitals.” This concern was based primarily on the
supposition that catheterized patients with a low-resistance conducting pathway from
outside the body into blood vessels near the heart could be electrocuted by voltage
differences well below the normal level of sensation. Despite the lack of statistical
evidence to substantiate these claims, this outcry served to raise the level of conscious-
ness of health care professionals with respect to the safe use of medical devices.

In response to this concern, a new industry—hospital electrical safety—arose
almost overnight. Organizations such as the National Fire Protection Association
(NFPA) wrote standards addressing electrical safety in hospitals. Electrical safety
analyzer manufacturers and equipment safety consultants became eager to serve the
needs of various hospitals that wanted to provide a “safety fix,”” and some companies
developed new products to ensure patient safety, particularly those specializing in
power distribution systems (most notably isolation transformers). To alleviate these
fears, the Joint Commission on the Accreditation of Healthcare Organizations (then
known as the Joint Commission on Accreditation of Hospitals) turned to NFPA codes
as the standard for electrical safety and further specified that hospitals must inspect
all equipment used on or near a patient for electrical safety at least every six months.
To meet this new requirement hospital administrators considered a number of
options, including: (1) paying medical device manufacturers to perform these elec-
trical safety inspections, (2) contracting for the services of shared-services organiza-
tions, or (3) providing these services with in-house staff. When faced with this
decision, most large hospitals opted for in-house service and created whole depart-
ments to provide the technological support necessary to address these electrical safety
concerns.

As a result, a new engineering discipline—clinical engineering—was born. Many
hospitals established centralized clinical engineering departments. Once these depart-
ments were in place, however, it soon became obvious that electrical safety failures
represented only a small part of the overall problem posed by the presence of medical
equipment in the clinical environment. At the time, this equipment was neither totally
understood nor properly maintained. Simple visual inspections often revealed broken
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knobs, frayed wires, and even evidence of liquid spills. Many devices did not perform
in accordance with manufacturers’ specifications and were not maintained in accor-
dance with manufacturers’ recommendations. In short, electrical safety problems
were only the tip of the iceberg. By the mid-1970s, complete performance inspections
before and after equipment use became the norm and sensible inspection procedures
were developed. In the process, these clinical engineering pioneers began to play a
more substantial role within the hospital. As new members of the hospital team, they

m Became actively involved in developing cost-effective approaches for using
medical technology

m Provided advice to hospital administrators regarding the purchase of medical
equipment based on its ability to meet specific technical specifications

m Started utilizing modern scientific methods and working with standards-writing
organizations

m Became involved in the training of health care personnel regarding the safe and
efficient use of medical equipment

Then, during the 1970s and 1980s, a major expansion of clinical engineering oc-
curred, primarily due to the following events:

m The Veterans’ Administration (VA), convinced that clinical engineers were vital
to the overall operation of the VA hospital system, divided the country into
biomedical engineering districts, with a chief biomedical engineer overseeing all
engineering activities in the hospitals in that district.

s Throughout the United States, clinical engineering departments were estab-
lished in most large medical centers and hospitals and in some smaller clinical
facilities with at least 300 beds.

m Health care professionals (i.e., physicians and nurses) needed assistance in
utilizing existing technology and incorporating new innovations.

m Certification of clinical engineers became a reality to ensure the continued
competence of practicing clinical engineers.

During the 1990s, the evaluation of clinical engineering as a profession continued
with the establishment of the American College of Clinical Engineering (ACCE) and
the Clinical Engineering Division within the International Federation of Medical and
Biological Engineering (IFMBE).

Clinical engineers today provide extensive engineering services for the clinical staff
and serve as a significant resource for the entire hospital (Fig. 1.10). Possessing in-
depth knowledge regarding available in-house technological capabilities as well as the
technical resources available from outside firms, the modern clinical engineer enables
the hospital to make effective and efficient use of most if not all of its technological
resources.

Biomedical engineering is thus an interdisciplinary branch of engineering
heavily based both in engineering and in the life sciences. It ranges from theoretical,
nonexperimental undertakings to state-of-the-art applications. It can encompass
research, development, implementation, and operation. Accordingly, like medical
practice itself, it is unlikely that any single person can acquire expertise that
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Figure 1.10 The range of interactions with clinical engineers in a hospital setting.

encompasses the entire field. As a result, there has been an explosion of biomedical
engineering specialists to cover this broad spectrum of activity. Yet, because of
the interdisciplinary nature of this activity, there is considerable interplay and over-
lapping of interest and effort between them. For example, biomedical engineers
engaged in the development of biosensors may interact with those interested in
prosthetic devices to develop a means to detect and use the same bioelectric signal
to power a prosthetic device. Those engaged in automating the clinical chemistry
laboratory may collaborate with those developing expert systems to assist clinicians in
making clinical decisions based on specific laboratory data. The possibilities are
endless.

Perhaps a greater potential benefit occurring from the utilization of biomedical
engineers is the identification of problems and needs of our present health
care delivery system that can be solved using existing engineering technology
and systems methodology. Consequently, the field of biomedical engineering offers
hope in the continuing battle to provide high-quality health care at a reasonable
cost. If properly directed towards solving problems related to preventive
medical approaches, ambulatory care services, and the like, biomedical engineers
can provide the tools and techniques to make our health care system more effective

and efficient.
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1.4 ROLES PLAYED BY BIOMEDICAL ENGINEERS

In its broadest sense, biomedical engineering involves training essentially three types
of individuals: (1) the clinical engineer in health care, (2) the biomedical design
engineer for industry, and (3) the research scientist. Currently, one might also distin-
guish among three specific roles these biomedical engineers can play. Each is different
enough to merit a separate description. The first type, the most common, might be
called the “problem solver.” This biomedical engineer (most likely the clinical engi-
neer or biomedical design engineer) maintains the traditional service relationship with
the life scientists who originate a problem that can be solved by applying the specific
expertise of the engineer. For this problem-solving process to be efficient and success-
ful, however, some knowledge of each other’s language and a ready interchange of
information must exist. Biomedical engineers must understand the biological situ-
ation to apply their judgment and contribute their knowledge toward the solution of
the given problem as well as to defend their methods in terms that the life scientist can
understand. If they are unable to do these things, they do not merit the “biomedical”
appellation.

The second type, which is more rare, might be called the “technological entrepre-
neur” (most likely a biomedical design engineer in industry). This individual assumes
that the gap between the technological education of the life scientist or physician and
present technological capability has become so great that the life scientist cannot pose
a problem that will incorporate the application of existing technology. Therefore,
technological entrepreneurs examine some portion of the biological or medical front
and identify areas in which advanced technology might be advantageous. Thus, they
pose their own problem and then proceed to provide the solution, at first conceptually
and then in the form of hardware or software. Finally, these individuals must convince
the medical community that they can provide a useful tool because, contrary to the
situation in which problem solvers find themselves, the entrepreneur’s activity is
speculative at best and has no ready-made customer for the results. If the venture is
successful, however, whether scientifically or commercially, then an advance has been
made much earlier than it would have been through the conventional arrangement.
Because of the nature of their work, technological entrepreneurs should have a great
deal of engineering and medical knowledge as well as experience in numerous medical
systems.

The third type of biomedical engineer, the “engineer—scientist” (most likely found
in academic institutions and industrial research labs), is primarily interested in apply-
ing engineering concepts and techniques to the investigation and exploration of
biological processes. The most powerful tool at their disposal is the construction of
an appropriate physical or mathematical model of the specific biological system under
study. Through simulation techniques and available computing machinery, they can
use this model to understand features that are too complex for either analytical
computation or intuitive recognition. In addition, this process of simulation facilitates
the design of appropriate experiments that can be performed on the actual biological
system. The results of these experiments can, in turn, be used to amend the model.
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Thus, increased understanding of a biological mechanism results from this iterative
process.

This mathematical model can also predict the effect of these changes on a bio-
logical system in cases where the actual experiments may be tedious, very difficult, or
dangerous. The researchers are thus rewarded with a better understanding of the
biological system, and the mathematical description forms a compact, precise lan-
guage that is easily communicated to others. The activities of the engineer—scientist
inevitably involve instrument development because the exploitation of sophisticated
measurement techniques is often necessary to perform the biological side of the
experimental work. It is essential that engineer—scientists work in a biological environ-
ment, particularly when their work may ultimately have a clinical application. It is not
enough to emphasize the niceties of mathematical analysis while losing the clinical
relevance in the process. This biomedical engineer is a true partner of the biological
scientist and has become an integral part of the research teams being formed in many
institutes to develop techniques and experiments that will unfold the mysteries of the
human organism. Each of these roles envisioned for the biomedical engineer requires a
different attitude, as well as a specific degree of knowledge about the biological
environment. However, each engineer must be a skilled professional with a significant
expertise in engineering technology. Therefore, in preparing new professionals to
enter this field at these various levels, biomedical engineering educational programs
are continually being challenged to develop curricula that will provide an adequate
exposure to and knowledge about the environment, without sacrificing essential
engineering skills. As we continue to move into a period characterized by a rapidly
growing aging population, rising social and economic expectations, and a need for the
development of more adequate techniques for the prevention, diagnosis, and treat-
ment of disease, development and employment of biomedical engineers have become a
necessity. This is true not only because they may provide an opportunity to increase our
knowledge of living systems, but also because they constitute promising vehicles for
expediting the conversion of knowledge to effective action.

The ultimate role of the biomedical engineer, like that of the nurse and physician, is
to serve society. This is a profession, not just a skilled technical service. To use this new
breed effectively, health care practitioners and administrators should be aware of the
needs for these new professionals and the roles for which they are being trained. The
great potential, challenge, and promise in this endeavor offer not only significant
technological benefits but also humanitarian benefits.

1.5 PROFESSIONAL STATUS OF BIOMEDICAL ENGINEERING

Biomedical engineers are professionals. Professionals have been defined as an aggre-
gate of people finding identity in sharing values and skills absorbed during a common
course of intensive training. Whether individuals are professionals is determined by
examining whether or not they have internalized certain given professional values.
Furthermore, a professional is someone who has internalized professional values and
is licensed on the basis of his or her technical competence. Professionals generally
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accept scientific standards in their work, restrict their work activities to areas in which
they are technically competent, avoid emotional involvement, cultivate objectivity in
their work, and put their clients’ interests before their own.

The concept of a profession that is involved in the design, development, and
management of medical technology encompasses three primary occupational models:
science, business, and profession. Consider initially the contrast between science and
profession. Science is seen as the pursuit of knowledge, its value hinging on providing
evidence and communicating with colleagues. Profession, on the other hand, is
viewed as providing a service to clients who have problems they cannot handle
themselves. Scientists and professionals have in common the exercise of some knowl-
edge, skill, or expertise. However, while scientists practice their skills and report their
results to knowledgeable colleagues, professionals such as lawyers, physicians, and
engineers serve lay clients. To protect both the professional and the client from the
consequences of the layperson’s lack of knowledge, the practice of the profession is
often regulated through such formal institutions as state licensing. Both professionals
and scientists must persuade their clients to accept their findings. Professionals
endorse and follow a specific code of ethics to serve society. On the other hand,
scientists move their colleagues to accept their findings through persuasion.

Consider, for example, the medical profession. Its members are trained in caring
for the sick, with the primary goal of healing them. These professionals not only have
a responsibility for the creation, development, and implementation of that tradition,
but they are also expected to provide a service to the public, within limits, without
regard to self-interest. To ensure proper service, the profession closely monitors the
licensing and certification process. Thus, medical professionals themselves may be
regarded as a mechanism of social control. However, this does not mean that other
facets of society are not involved in exercising oversight and control of physicians in
their practice of medicine.

A final attribute of professionals is that of integrity. Physicians tend to be both
permissive and supportive in relationships with patients and yet are often confronted
with moral dilemmas involving the desires of their patients and social interest. For
example, how to honor the wishes of terminally ill patients while not facilitating the
patients’ deaths is a moral question that health professionals are forced to confront.
A detailed discussion of the moral issues posed by medical technology is presented in
Chapter 2.

One can determine the status of professionalization by noting the occurrence of six
crucial events: (1) the first training school; (2) the first university school; (3) the first
local professional association; (4) the first national professional association; (5) the
first state license law; and (6) the first formal code of ethics.

The early appearances of the training school and the university affiliation under-
score the importance of the cultivation of a knowledge base. The strategic innovative
role of the universities and early teachers lies in linking knowledge to practice and
creating a rationale for exclusive jurisdiction. Those practitioners pushing for pre-
scribed training then form a professional association. The association defines the tasks
of the profession: raising the quality of recruits; redefining their function to permit
the use of less technically skilled people to perform the more routine, less involved
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tasks; and managing internal and external conflicts. In the process, internal conflict
may arise between those committed to previously established procedures and new-
comers committed to change and innovation. At this stage, some form of professional
regulation, such as licensing or certification, surfaces because of a belief that it will
ensure minimum standards for the profession, enhance status, and protect the layper-
son in the process.

The last area of professional development is the establishment of a formal code of
ethics, which usually includes rules to exclude unqualified and unscrupulous practi-
tioners, rules to reduce internal competition, and rules to protect clients and empha-
size the ideal service to society. A code of ethics usually comes at the end of the
professionalization process.

In biomedical engineering, all six of these critical steps have been taken. The field
of biomedical engineering, which originated as a professional group interested pri-
marily in medical electronics in the late 1950s, has grown from a few scattered
individuals to a very well-established organization. There are approximately 48
international societies throughout the world serving an increasingly expanding com-
munity of biomedical engineers. Today, the scope of biomedical engineering is enor-
mously diverse. Over the years, many new disciplines such as tissue engineering and
artificial intelligence, which were once considered alien to the field, are now an
integral part of the profession.

Professional societies play a major role in bringing together members of this diverse
community to share their knowledge and experience in pursuit of new technological
applications that will improve the health and quality of life of human beings. Inter-
societal cooperation and collaborations, both at national and international levels, are
more actively fostered today through professional organizations such as the Biomed-
ical Engineering Society (BMES), the American Institute of Medical and Biological
Engineers (AIMBE), and the Engineering in Medicine and Biology Society (EMBS) of
the Institute of Electrical and Electronic Engineers (IEEE).

1.6 PROFESSIONAL SOCIETIES

1.6.1 American Institute for Medical and Biological Engineering

The United States has the largest biomedical engineering community in the world.
Major professional organizations that address various cross sections of the field and
serve biomedical engineering professionals include: (1) the American College of
Clinical Engineering, (2) the American Institute of Chemical Engineers, (3) the
American Medical Informatics Association, (4) the American Society of Agricultural
Engineers, (5) the American Society for Artificial Internal Organs, (6) the American
Society of Mechanical Engineers, (7) the Association for the Advancement of Medical
Instrumentation, (8) the Biomedical Engineering Society, (9) the IEEE Engineering in
Medicine and Biology Society, (10) an interdisciplinary Association for the Advance-
ment of Rehabilitation and Assistive Technologies, and (11) the Society for Biomate-
rials. In an effort to unify all the disparate components of the biomedical engineering
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community in the United States as represented by these various societies, the Ameri-
can Institute for Medical and Biological Engineering (AIMBE) was created in 1992.
The primary goal of AIMBE is to serve as an umbrella organization in the United
States for the purpose of unifying the bioengineering community, addressing public
policy issues, and promoting the engineering approach in society’s effort to enhance
health and quality of life through the judicious use of technology. For information,
contact AIMBE, 1901 Pennsylvania Avenue N.W., Suite 401, Washington, D.C.
20006 (http://aimbe.org/; Email: info@aimbe.org).

1.6.2 IEEE Engineering in Medicine and Biology Society

The Institute of Electrical and Electronic Engineers (IEEE) is the largest international
professional organization in the world, and it accommodates 37 societies and councils
under its umbrella structure. Of these 37, the Engineering in Medicine and Biology
Society (EMBS) represents the foremost international organization serving the needs
of over 8000 biomedical engineering members around the world. The major interest
of the EMBS encompasses the application of concepts and methods from the physical
and engineering sciences to biology and medicine. Each year the society sponsors a
major international conference while cosponsoring a number of theme-oriented
regional conferences throughout the world. Premier publications consist of a monthly
journal (Transactions on Biomedical Engineering), three quarterly journals (Transac-
tions on Neural Systems and Rehabilitation Engineering, Transactions on Information
Technology in Biomedicine, and Transactions on Nanobioscience), and a bimonthly
magazine (IEEE Engineering in Medicine and Biology Magazine). Secondary publica-
tions, authored in collaboration with other societies, include Transactions on Medical
Imaging, Transactions on Neural Networks, Transactions on Pattern Analysis, and
Machine Intelligence. For more information, contact the IEEE EMBS Executive
Office, IEEE, 445 Hoes Lane, Piscataway, NJ, 08855-1331 USA (http://www.embs.
org/; Email: emb-exec@ieee.org).

1.6.3 Biomedical Engineering Society

Established in 1968, the Biomedical Engineering Society (BMES) was founded to
address a need for a society that afforded equal status to representatives of both
biomedical and engineering interests. With that in mind, the primary goal of the
BMES, as stated in their Articles of Incorporation, is ““to promote the increase of
biomedical engineering knowledge and its utilization.”” Regular meetings are sched-
uled biannually in both the spring and fall. Additionally, special interest meetings are
interspersed throughout the year, and are promoted in conjunction with other bio-
medical engineering societies such as AIMBE and EMBS. The primary publications
associated with the BMES include: Annals of Biomedical Engineering, a monthly
journal presenting original research in several biomedical fields; BMES Bulletin, a
quarterly newsletter presenting a wider array of subject matter relating both to
biomedical engineering and BMES news and events; and the BMES Membership
Directory, an annual publication listing the contact information of the society’s
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individual constituents. For more information, contact the BMES directly: BMES,
8401 Corporate Drive, Suite 225, Landover, MD 20785-2224, USA (http://
www.bmes.org/default.asp; Email: info@bmes.org).

The activities of these biomedical engineering societies are critical to the continued
advancement of the professional status of biomedical engineers. Therefore, all bio-
medical engineers, including students in the profession, are encouraged to become
members of these societies and engage in the activities of true professionals.

EXERCISES

¥ ® N

10.

11.

12.

13.

. Select a specific medical technology from the following list of historical

periods. Describe the fundamental principles of operation and discuss their
impact on health care delivery: (a) 1900-1939; (b) 1945-1970; (c) 1970-
1980; (d) 1980-2003.

. Provide a review of the effect computer technology has had on health care

delivery, citing the computer application and the time frame of its
implementation.

. The term genetic engineering implies an engineering function. Is

there one? Should this activity be included in the field of biomedical
engineering?

Discuss in some detail the role the genome project has had and is
anticipated to have on the development of new medical technology.

. Using your crystal ball, what advances in engineering and/or life science do

you think will have the greatest effect on clinical care or biomedical
research?

The organizational structure of a hospital involves three major groups: (1)
the board of trustees, (2) administrators, and (3) the medical staff. Specify
the major responsibilities of each. In what group should a department of
clinical engineering reside? Explain your answer.

Based on its definition, what attributes should a clinical engineer have?
List at least seven (7) specific activities of clinical engineers.

Provide modern examples (i.e., names of individuals and their activities) of
the three major roles played by biomedical engineers: (a) The problem
solver; (b) The technological entrepreneur; (c) The engineer—scientist.

Do the following groups fit the definition of a profession? Discuss how they
do or do not: (a) Registered nurses; (b) Biomedical technicians; (c)
Respiratory therapists; (d) Hospital administrators.

List the areas of knowledge necessary to practice biomedical engineering.
Identify where in the normal educational process one can acquire
knowledge. How best can administrative skills be acquired?

Provide a copy of the home page for a biomedical engineering professional
society and a list of the society’s major activities for the coming year.
What is your view regarding the role biomedical engineers will play in the
health care system of tomorrow?
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14. Discuss the trade-offs in health care that occur as a result of limited
financial resources.
15. Discuss whether medical technology is an economic cost factor, benefit, or

both.

REFERENCES AND SUGGESTED READING

Aston, C. (2001). Biological warfare canaries. IEEE Spectrum 38:10, 35-40.

Bankman, I.N. (2000). Handbook of Medical Imaging. CRC Press, Boca Raton, FL.

Bronzino, J.D. (2005). Biomedical Engineering Handbook, 2nd Ed. CRC Press, Boca Raton,
FL.

Bronzino, J.D. (1992). Management of Medical Technology: A Primer for Clinical Engineer-
ing. Butterworth, Stoneham, MA.

Carson, E. and Cobelli, C. (2001). Modeling Methodology for Physiology and Medicine.
Academic Press, San Diego, CA.

Laurenchin, C.T. (2003). Repair and restore with tissue engineering. EMBS Magazine 22:5,
16-17.

Nebekar, F. (2002). Golden accomplishments in biomedical engineering. EMBS Magazine
21:3, 17-48.

Pacela, A. (1990). Bioengineering Education Directory. Quest Publishing, Brea, CA.

Palsson, B.O. and Bhatia, S.N. (2004). Tissue Engineering. Prentice Hall, Englewood, NJ.

The EMBS Magazine published by the Institute of Electrical and Electronic Engineers, edited
by John Enderle, especially Writing the book on BME, 21:3, 2002.






2  MORAL AND ETHICAL
ISSUES

Joseph Bronzino PhD, PE

Chapter Contents

2.1 Morality and Ethics: A Definition of Terms

2.2 Two Moral Norms: Beneficence and Nonmaleficence
2.3 Redefining Death

2.4 The Terminally lll Patient and Euthanasia

2.5 Taking Control

2.6 Human Experimentation

2.7 Definition and Purpose of Experimentation

2.8 Informed Consent
2.8.1 Basic Principles
2.8.2 Medical Research Combined with Professional Care (Clinical Research)
2.8.3 Nontherapeutic Biomedical Research Involving Human Subjects (Nonclinical
Biomedical Research)

2.9 Regulation of Medical Device Innovation
2.10 Marketing Medical Devices
2.11 Ethical Issues in Feasibility Studies
2.12 Ethical Issues in Emergency Use
2.13 Ethical Issues in Treatment Use
2.14 The Role of the Biomedical Engineer in the FDA Process
Exercises

Suggested Reading

31



32 CHAPTER 2 MORAL AND ETHICAL ISSUES

After completing this chapter, students will be able to:

m Define and distinguish between the terms morals and ethics.

m Present the rationale underlying two major philosophical schools of thought:
utilitarianism and nonconsequentialism.

m Present the codes of ethics for the medical profession, nursing profession, and biomedical
engineering.

= Identify the modern moral dilemmas, including redefining death, deciding how to care
for the terminally ill, and experimentation on humans, which arise from the two moral
norms: beneficence (the provision of benefits) and nonmaleficence (the avoidance of
harm).

m Discuss the moral judgments associated with present policies regarding the regulation of
the development and use of new medical devices.

The tremendous infusion of technology into the practice of medicine has created a
new medical era. Advances in material science have led to the production of artificial
limbs, heart valves, and blood vessels, thereby permitting “‘spare-parts” surgery.
Numerous patient disorders are now routinely diagnosed using a wide range of highly
sophisticated imaging devices, and the lives of many patients are being extended
through significant improvements in resuscitative and supportive devices such as
respirators, pacemakers, and artificial kidneys.

These technological advances, however, have not been entirely benign. They have
had significant moral consequences. Provided with the ability to develop cardiovascu-
lar assist devices, perform organ transplants, and maintain the breathing and heartbeat
of terminally ill patients, society has been forced to reexamine the meaning of such
terms as death, quality of life, heroic efforts, and acts of mercy, and consider such moral
issues as the right of patients to refuse treatment (living wills) and to participate in
experiments (informed consent). As a result, these technological advances have made
the moral dimensions of health care more complex, and have posed new and troubling
moral dilemmas for medical professionals, biomedical engineers, and society at large.

The purpose of this chapter is to examine some of the moral questions related to
the use of new medical technologies. The objective, however, is not to provide
solutions or recommendations for these questions. Rather, the intent is to demon-
strate that each technological advance has consequences that affect the very core of
human values.

Technology and ethics are not foreigners; they are neighbors in the world of human
accomplishment. Technology is a human achievement of extraordinary ingenuity and
utility and is quite distant from the human accomplishment of ethical values. They
face each other, rather than interface. The personal face of ethics looks at the
impersonal face of technology to comprehend technology’s potential and its limits.
The face of technology looks to ethics to be directed to human purposes and benefits.

In the process of making technology and ethics face each other, it is our hope that
individuals engaged in the development of new medical devices, as well as those
responsible for the care of patients, will be stimulated to examine and evaluate
critically “accepted” views and to reach their own conclusions. This chapter, there-
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fore, begins with some definitions related to morality and ethics, followed by a more
detailed discussion of some of the moral issues of special importance to biomedical
engineers.

2.1 MORALITY AND ETHICS: A DEFINITION OF TERMS

From the very beginning, individuals have raised concerns about the nature of life and
its significance. Many of these concerns have been incorporated into the four funda-
mental questions posed by the German philosopher Immanuel Kant (1724-1804):
What can I know? What ought I to do? What can I hope? What is man? Evidence that
early societies raised these questions can be found in the generation of rather complex
codes of conduct embedded in the customs of the earliest human social organization,
the tribe. By 600 BC, the Greeks were successful in reducing many primitive specula-
tions, attitudes, and views on these questions to some type of order or system and
integrating them into the general body of wisdom called philosophy. Being seafarers
and colonizers, the Greeks had close contact with many different peoples and cul-
tures. In the process, struck by the variety of customs, laws, and institutions that
prevailed in the societies that surrounded them, they began to examine and compare
all human conduct in these societies. This part of philosophy they called ethics.

The term ethics comes from the Greek ethos, meaning “custom.” On the other
hand, the Latin word for custom is mos, and its plural, mores, is the equivalent of the
Greek ethos and the root of the words moral and morality. Although both terms
(ethics and morality) are often used interchangeably, there is a distinction between
them that should be made.

Philosophers define ethics as a particular kind of study and use morality to refer to
its subject matter. For example, customs that result from some abiding principal
human interaction are called morals. Some examples of morals in our society are
telling the truth, paying one’s debts, honoring one’s parents, and respecting the rights
and property of others. Most members of society usually consider such conduct not
only customary but also correct or right. Thus, morality encompasses what people
believe to be right and good and the reasons they give for it.

Most of us follow these rules of conduct and adjust our lifestyles in accordance
with the principles they represent. Many even sacrifice life itself rather than diverge
from them, applying them not only to their own conduct, but also to the behavior of
others. Individuals who disregard these accepted codes of conduct are considered
deviants and, in many cases, are punished for engaging in an activity that society as a
whole considers unacceptable. For example, individuals committing “‘criminal acts”
(defined by society) are often “outlawed” and, in many cases, severely punished.
These judgments regarding codes of conduct, however, are not inflexible; they must
continually be modified to fit changing conditions and thereby avoid the trauma of
revolution as the vehicle for change.

Morality represents the codes of conduct of a society, but ethics is the study of right
and wrong, of good and evil in human conduct. Ethics is not concerned with provid-
ing any judgments or specific rules for human behavior, but rather with providing an
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objective analysis about what individuals “ought to do.” Defined in this way, it
represents the philosophical view of morals, and, therefore, is often referred to as
moral philosophy.

Consider the following three questions: (1) Should badly deformed infants be kept
alive?; (2) Should treatment be stopped to allow a terminally ill patient to die?; (3)
Should humans be used in experiments? Are these questions of morality or ethics? In
terms of the definitions just provided, all three of these inquiries are questions of
moral judgment.

Philosophers argue that all moral judgments are considered to be normative
judgments, which can be recognized simply by their characteristic evaluative terms
such as good, bad, right, or wrong. Typical normative judgments include

m Stealing is wrong.
m Everyone ought to have access to an education.
m Voluntary euthanasia should not be legalized.

Each of these judgments expresses an evaluation (i.e., conveys a negative or positive
attitude toward some state of affairs). Each, therefore, is intended to play an action-
guiding function.

Arriving at moral judgments, however, requires knowledge of valid moral stan-
dards in our society. How is such knowledge obtained? The efforts to answer this
question lie in two competing schools of thought that currently dominate normative
ethical theory: utilitarianism, a form of consequentialism, and Kantianism, a form of
nonconsequentialism. Consequentialism holds that the morally right action is always
the one among the available options that has the best consequences. An important
implication of consequentialism is that no specific actions or courses of conduct are
automatically ruled out as immoral or ruled in as morally obligatory. The rightness or
wrongness of an action is wholly contingent upon its effects.

According to utilitarianism, there are two steps to determining what ought to be
done in any situation. First, determine which courses of action are open. Second,
determine the consequences of each alternative. When this has been accomplished,
the morally right course of action is the one that maximizes pleasure, minimizes pain,
or both; the one that does the “greatest good for the greatest number.”” Because the
central motivation driving the design, development, and use of medical devices is
improvement of medicine’s capacity to protect and restore health, an obvious virtue
of utilitarianism is that it assesses medical technology in terms of what many believe
makes health valuable: the attainment of well-being and the avoidance of pain.

Utilitarianism, therefore, advocates that the end justifies the means. As long as any
form of treatment maximizes good consequences, it should be used. Many people,
though, believe that the end does not always justify the means and that individuals
have rights that are not to be violated no matter how good the consequences might be.

In opposition to utilitarianism stands the school of normative ethical thought
known as nonconsequentialism. Proponents of this school deny that moral evaluation
is simply and wholly a matter of determining the consequences of human conduct.
They agree that other considerations are relevant to moral assessment and so reject
the view that morally right conduct is whatever has the best consequences. Based
largely on the views of Immanuel Kant, this ethical school of thought insists that there
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is something uniquely precious about human beings from the moral point of view.
According to Kant’s theory, humans have certain rights that do not apply to any other
animal. For example, the moral judgments that we should not kill and eat each other
for food or hunt each other for sport or experiment on each other for medical science
are all based on this view of human rights. Humans are, in short, owed a special kind
of respect simply because they are people.

To better understand the Kantian perspective, it may be helpful to recognize that
Kant’s views are an attempt to capture in secular form a basic tenet of Christian
morality. What makes human beings morally special entities deserving a unique type
of respect? Christianity answers in terms of the doctrine of ensoulment. This doctrine
holds that only human beings are divinely endowed with an eternal soul. According to
Christian ethics, the soul makes humans the only beings with intrinsic value. Kant’s
secular version of the doctrine of ensoulment asserts that human beings are morally
unique and deserve special respect because of their autonomy. Autonomy is taken by
Kant to be the capacity to make choices based on rational deliberation. The central
task of ethics then is to specify what human conduct is required to respect the unique
dignity of human beings. For most Kantians, this means determining what limits
human beings must observe in the way they treat each other and this, in turn, is
taken to be a matter of specifying each individual’s fundamental moral rights.

These two ethical schools of thought, therefore, provide some rationale for moral
judgments. However, when there is no clear moral judgment, one is faced with a
dilemma. In medicine, moral dilemmas arise in those situations that raise fundamental
questions about right and wrong in the treatment of sickness and the promotion of
health in patients. In many of these situations the health professional faces two
alternative choices, neither of which seems to be a satisfactory solution to the problem.
For example, is it more important to preserve life or prevent pain? Is it right to
withhold treatment when doing so may lead to a shortening of life? Does an individual
have the right to refuse treatment when refusing it may lead to death? All these
situations seem to have no clear-cut imperative based on our present set of convictions
about right and wrong. That is the dilemma raised by Kant: what ought I do?

Case Study: Stem Cell Research

At the moment of conception, that is to say when sperm unites with egg, the
process of fertilization occurs (Fig 2.1). The formation of an embryo is initi-
ated. Once the sperm enters the egg, there is an immediate opening of ion
channels, which depolarizes the plasma membrane of the cell, and prevents
other sperm from fusing with it. DNA replication then begins, and the first cell
division occurs approximately 36 hours later. As the process continues, the
cell begins to experience cleavage, in which the cells repeatedly divide,
cycling between the S (DNA synthesis) and M (mitosis) phases of cell division,
essentially skipping the G; and G, phases, when most cell growth normally
occurs. Thus, there is no net growth of the cells, merely subdivision into
smaller cells, individually called blastomeres.

(continued)
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Case Study: Stem Cell Research (Continued)

Cultured Pluripotent
Stem Cells

Figure 2.1 An illustration of the use of inner cell mass to form pluripotent stem cells
(Courtesy of http://www.nih.gov/news/stemcell/primer.htm).

Five days subsequent to fertilization, the number of cells composing the
embryo is in the hundreds, and the cells form tight junctions characteristic of
a compact epithelium, which is arranged around a central cavity. This is the
embryonic stage known as the blastocyst. Within the cavity exists a mass of
cells that protrude inward. These cells are known as the inner cell mass and
become the embryo. The exterior cells are the trophoblast and eventually
form the placenta. It is the cells from the inner cell mass of the blastocyst that,
when isolated and grown in a culture, are identified as embryonic stem cells.

It is important to note that if cell division continues, determination and
differentiation happen. Differentiation occurs when a cell begins to exhibit
the specific attributes of a predestined specialized cellular role. Determination
is related to differentiation, but is somewhat dissimilar. When a cell group that
has been determined is transplanted, it will not assimilate with the other cells,
but will rather grow into cells that comprised the original organ it was
destined to become.

Because the process of obtaining embryonic stem cells destroys the
embryo, the following questions arise:

Is the embryo a living human being, entitled to all of the same rights that a
human at any other age would be granted? Discuss the answer to this
question from a utilitarian and a Kantian point of view.

Should any research that is potentially beneficial to the well-being of
mankind be pursued?

Should the federal government support such research?
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In the practice of medicine, moral dilemmas are certainly not new. They have been
present throughout medical history. As a result, over the years there have been efforts
to provide a set of guidelines for those responsible for patient care. These efforts have
resulted in the development of specific codes of professional conduct. Let us examine

some of these codes or guidelines.

For the medical profession, the World Medical Association adopted a version of
the Hippocratic oath entitled the Geneva Convention Code of Medical Ethics in
1949. This declaration contains the following statements:

I solemnly pledge myself to consecrate my life to the services of humanity;

I will give to my teachers the respect and gratitude which is their due;

I will practice my profession with conscience and dignity;

The health of my patient will be my first consideration;

I will respect the secrets which are confided in me;

I will maintain by all the means in my power, the honour and the noble traditions of the

medical profession;

My colleagues will be my brothers;

I will not permit considerations of religion, nationality, race, party politics or social
standing to intervene between my duty and my patient;
I will maintain the utmost respect for human life from the time of conception; even under

threat;

I will not use my medical knowledge contrary to the laws of humanity;
I make these promises solemnly, freely and upon my honour.

In the United States, the American Medical Association (AMA) adopted a set of
Principles of Medical Ethics in 1980, and revised them in June, 2001. Following is a
comparison of the two sets of principles.

REVISED PRINCIPLES*
Version adopted by the AMA House of Dele-
gates, June 17, 2001

The medical profession has long subscribed
to a body of ethical statements developed pri-
marily for the benefit of the patient. As a
member of this profession, a physician must
recognize responsibility net—only—to—patients;
butalse to patients first and foremost, as well
as to society, to other health professionals, and
to self. The following Principles adopted by the
American Medical Association are not laws, but
standards of conduct which define the essentials
of honorable behavior for the physician.

I. A physician shall be dedicated to providing
competent medical care serviee, with compas-
sion and respect for human dignity and rights.

II. A physician shall deal-honesthy—with-patients
and—eoHeaswes uphold the standards of

PREVIOUS PRINCIPLES
As adopted by the AMA’s House of Delegates,
1980

The medical profession has long subscribed to
a body of ethical statements developed primarily
for the benefit of the patient. As a member of this
profession, a physician must recognize responsi-
bility not only to patients, but also to society, to
other health professionals, and to self. The
following Principles adopted by the American
Medical Association are not laws, but standards
of conduct which define the essentials of honor-
able behavior for the physician.

I. A physician shall be dedicated to providing
competent medical service with compas-
sion and respect for human dignity.

II. A physician shall deal honestly with pa-
tients and colleagues, and strive to expose
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III.

V.

VL

VIIL

VIIL.

IX.

professionalism, be honest in all professional
interactions, and strive to report, expese
these physicians deficient in character or
competence, or engaging whe—engage in
fraud or deception, to appropriate entities.
A physician shall respect the law and also
recognize a responsibility to seek changes
in those requirements which are contrary
to the best interests of the patient.

A physician shall respect the rights of pa-
tients, of colleagues, and of other health
professionals, and shall safeguard patient
confidences and privacy within the con-
straints of the law.

A physician shall continue to study, apply,
and advance scientific knowledge, main-
tain a commitment to medical education,
make relevant information available to pa-
tients, colleagues, and the public, obtain
consultation, and use the talents of other
health professionals when indicated.

A physician shall, in the provision of ap-
propriate patient care, except in emergen-
cies, be free to choose whom to serve, with
whom to associate, and the environment
in which to provide medical care serviees:
A physician shall recognize a responsibility
to participate in activities contributing to
the improvement of the antmpreved com-
munity and the betterment of public health.
A physician shall, while caring for a pa-
tient, regard responsibility to the patient
as paramount.

A physician shall support access to medical
care for all people.

II1.

IV.

VL

VIIL
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those physicians deficient in character or
competence, or who engage in fraud or
deception.

A physician shall respect the law and also
recognize a responsibility to seek changes
in those requirements which are contrary to
the best interests of the patient.

A physician shall respect the rights of
patients, of colleagues, and of other health
professionals, and shall safeguard patient
confidences within the constraints of the
law.

A physician shall continue to study, apply
and advance scientific knowledge, make
relevant information available to patients,
colleagues, and the public, obtain consul-
tation, and use the talents of other health
professionals when indicated.

A physician shall, in the provision of appro-
priate patient care, except in emergencies,
be free to choose whom to serve, with
whom to associate, and the environment
in which to provide medical services.

A physician shall recognize a responsibility
to participate in activities contributing to
an improved community.

For the nursing profession, the American Nurses Association formally adopted in
1976 the Code For Nurses, whose statements and interpretations provide guidance
for conduct and relationships in carrying out nursing responsibilities.

PREAMBLE: The Code for Nurses is based on belief about the nature of individuals,
nursing, health, and society. Recipients and providers of nursing services are viewed as
individuals and groups who possess basic rights and responsibilities, and whose values
and circumstances command respect at all times. Nursing encompasses the promotion
and restoration of health, the prevention of illness, and the alleviation of suffering. The
statements of the Code and their interpretation provide guidance for conduct and
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relationships in carrying out nursing responsibilities consistent with the ethical obliga-
tions of the profession and quality in nursing care.

1. The nurse provides services with respect for human dignity and the uniqueness of the
client unrestricted by considerations of social or economic status, personal attri-
butes, or the nature of health problems.

2. The nurse safeguards the client’s right to privacy by judiciously protecting infor-
mation of a confidential nature.

3. The nurse acts to safeguard the client and the public when health care and safety are
affected by the incompetent, unethical, or illegal practice of any person.

4. The nurse assumes responsibility and accountability for individual nursing judg-
ments and actions.

5. The nurse maintains competence in nursing.

6. The nurse exercises informed judgment and uses individual competence and qualifi-
cations as criteria in seeking consultation, accepting responsibilities, and delegating
nursing activities to others.

7. The nurse participates in activities that contribute to the ongoing development of the
profession’s body of knowledge.

8. The nurse participates in the profession’s efforts to implement and improve stan-
dards of nursing.

9. The nurse participates in the profession’s efforts to establish and maintain conditions
of employment conducive to high-quality nursing care.

10. The nurse participates in the profession’s effort to protect the public from misinfor-
mation and misrepresentation and to maintain the integrity of nursing.

11. The nurse collaborates with members of the health professions and other citizens in
promoting community and national efforts to meet the health needs of the public.

These codes take as their guiding principle the concepts of service to humankind and
respect for human life. When reading these codes of conduct, it is difficult to imagine
that anyone could improve on them as summary statements of the primary goals of
individuals responsible for the care of patients. However, some believe that such
codes fail to provide answers to many of the difficult moral dilemmas confronting
health professionals today. For example, in many situations, all the fundamental
responsibilities of the nurse cannot be met at the same time. When a patient suffering
from a massive insult to the brain is kept alive by artificial means and this equipment is
needed elsewhere, it is not clear from these guidelines how “nursing competence is to
be maintained to conserve life and promote health.” Although it may be argued that
the decision to treat or not to treat is a medical and not a nursing decision, both
professions are so intimately involved in the care of patients that they are both
concerned with the ultimate implications of any such decision.

For biomedical engineers, an increased awareness of the ethical significance of their
professional activities has also resulted in the development of codes of professional
ethics. Typically consisting of a short list of general rules, these codes express both the
minimal standards to which all members of a profession are expected to conform and
the ideals for which all members are expected to strive. Such codes provide a practical
guide for the ethical conduct of the profession’s practitioners. Consider, for example,
the code of ethics endorsed by the American College of Clinical Engineers:
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As a member of the American College of Clinical Engineering, I subscribe to the
established Code of Ethics in that I will:

m  Accurately represent my level of responsibility, authority, experience, knowledge, and
education.

Strive to prevent a person from being placed at risk due to the use of technology.
Reveal conflicts of interest that may affect information provided or received.
Respect the confidentiality of information.

Work toward improving the delivery of health care.

Work toward the containment of costs by the better management and utilization of
technology.

m Promote the profession of clinical engineering.

Although these codes can be useful in promoting ethical conduct, such rules obviously
cannot provide ethical guidance in every situation. A profession that aims to maxi-
mize the ethical conduct of its members must not limit the ethical consciousness of its
members to knowledge of their professional code alone. It must also provide them
with resources that will enable them to determine what the code requires in a
particular concrete situation, and thereby enable them to arrive at ethically sound
judgments in situations in which the directives of the code are ambiguous or simply do

not apply.

2.2 TWO MORAL NORMS: BENEFICENCE AND NONMALEFICENCE

Two moral norms have remained relatively constant across the various moral codes
and oaths that have been formulated for health care providers since the beginnings of
Western medicine in classical Greek civilization. They are beneficence, the provision
of benefits, and nonmaleficence, the avoidance of doing harm. These norms are traced
back to a body of writings from classical antiquity known as the Hippocratic Corpus.
Although these writings are associated with the name of Hippocrates, the acknowl-
edged founder of Western medicine, medical historians remain uncertain whether any,
including the Hippocratic oath, were actually his work. Although portions of the
Corpus are believed to have been authored during the sixth century BC, other
portions are believed to have been written as late as the beginning of the Christian
era. Medical historians agree that many of the specific moral directives of the Corpus
represent neither the actual practices nor the moral ideals of the majority of phys-
icians of ancient Greece and Rome.

Nonetheless, the general injunction, “As to disease, make a habit of two things: (1)
to help or, (2) at least, to do no harm,” was accepted as a fundamental medical ethical
norm by at least some ancient physicians. With the decline of Hellenistic civilization
and the rise of Christianity, beneficence and nonmaleficence became increasingly
accepted as the fundamental principles of morally sound medical practice. Although
beneficence and nonmaleficence were regarded merely as concomitant to the craft of
medicine in classical Greece and Rome, the emphasis upon compassion and the
brotherhood of humankind, central to Christianity, increasingly made these norms
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the only acceptable motives for medical practice. Even today, the provision of benefits
and the avoidance of doing harm are stressed just as much in virtually all contempo-
rary Western codes of conduct for health professionals as they were in the oaths and
codes that guided the health care providers of past centuries.

Traditionally, the ethics of medical care have given greater prominence to non-
maleficence than to beneficence. This priority was grounded in the fact that, historic-
ally, medicine’s capacity to do harm far exceeded its capacity to protect and restore
health. Providers of health care possessed many treatments that posed clear and
genuine risks to patients and that offered little prospect of benefit. Truly effective
therapies were all too rare. In this context, it is surely rational to give substantially
higher priority to avoiding harm than to providing benefits.

The advent of modern science changed matters dramatically. Knowledge acquired
in laboratories, tested in clinics, and verified by statistical methods has increasingly
dictated the practice of medicine. This ongoing alliance between medicine and science
became a critical source of the plethora of technologies that now pervade medical
care. The impressive increases in therapeutic, preventive, and rehabilitative capabil-
ities that these technologies have provided have pushed beneficence to the forefront
of medical morality. Some have even gone so far as to hold that the old medical ethic
of “Above all, do no harm” should be superseded by the new ethic that ““The patient
deserves the best.” However, the rapid advances in medical technology capabilities
have also produced great uncertainty as to what is most beneficial or least harmful for
the patient. In other words, along with increases in the ability to be beneficent,
medicine’s technology has generated much debate about what actually counts as
beneficent or nonmaleficent treatment. Having reviewed some of the fundamental
concepts of ethics and morality, let us now turn to several specific moral issues posed
by the use of medical technology.

2.3 REDEFINING DEATH

Although medicine has long been involved in the observation and certification of
death, many of its practitioners have not always expressed philosophical concerns
regarding the beginning of life and the onset of death. Since medicine is a clinical and
empirical science, it would seem that health professionals had no medical need to
consider the concept of death; the fact of death was sufficient. The distinction
between life and death was viewed as the comparison of two extreme conditions
separated by an infinite chasm. With the advent of technological advances in medicine
to assist health professionals to prolong life, this view has changed.

There is no doubt that the use of medical technology has in many instances warded
off the coming of the grim reaper. One need only look at the trends in average life
expectancy for confirmation. For example, in the United States today, the average
life expectancy for males is 74.3 years and for females 76 years, whereas in 1900
the average life expectancy for both sexes was only 47 years. Infant mortality has been
significantly reduced in developed nations where technology is an integral part of
the culture. Premature births no longer constitute a threat to life because of the
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artificial environment that medical technology can provide. Today, technology has not
only helped individuals avoid early death but has also been effective in delaying the
inevitable. Pacemakers, artificial kidneys, and a variety of other medical devices have
enabled individuals to add many more productive years to their lives. Technology has
been so successful that health professionals responsible for the care of critically ill
patients have been able to maintain their ““vital signs of life” for extensive periods of
time. In the process, however, serious philosophical questions concerning the quality
of the life provided to these patients have arisen.

Consider the case of the patient who sustains a serious head injury in an automobile
accident. To the attendants in the ambulance who reached the scene of the accident,
the patient was unconscious, but still alive with a beating heart. After the victim was
rushed to the hospital and into the emergency room, the resident in charge verified the
stability of the vital signs of heartbeat and respiration during examination and
ordered a computerized tomography (CT) scan to indicate the extent of the head
injury. The results of this procedure clearly showed extensive brain damage. When the
EEG was obtained from the scalp electrodes placed about the head, it was noted to be
significantly abnormal. In this situation, then, the obvious questions arise: What is the
status of the patient? Is the patient alive?

Alternatively, consider the events encountered during one open-heart surgery.
During this procedure, the patient was placed on the heart bypass machine while
the surgeon attempted to correct a malfunctioning valve. As the complex and long
operation continued, the EEG monitors that had indicated a normal pattern of
electrical activity at the onset of the operation suddenly displayed a relatively straight
line indicative of feeble electrical activity. However, since the heart-lung bypass was
maintaining the patient’s so-called vital signs, what should the surgeon do? Should the
medical staff continue on the basis that the patient is alive, or is the patient dead?

The increasing occurrence of these situations has stimulated health professionals to
reexamine the definition of death. In essence, advances in medical technology that
delay death actually hastened its redefinition. This should not be so surprising because
the definition of death has always been closely related to the extent of medical
knowledge and available technology. For many centuries, death was defined solely
as the absence of breathing. Since it was felt that the spirit of the human being resided
in the spiritus (breath), its absence became indicative of death. With the continuing
proliferation of scientific information regarding human physiology and the develop-
ment of techniques to revive a nonbreathing person, attention turned to the pulsating
heart as the focal point in determination of death. However, this view was to change
through additional medical and technological advances in supportive therapy, resusci-
tation, cardiovascular assist devices, and organ transplantation.

As understanding of the human organism increased, it became obvious that one of
the primary constituents of the blood is oxygen and that any organ deprived of oxygen
for a specified period of time will cease to function and die. The higher functions of
the brain are particularly vulnerable to this type of insult, and the removal of oxygen
from the blood supply even for a short period of time (3 minutes) produces irrevers-
ible damage to the brain tissues. Consequently, the evidence of death began to shift
from the pulsating heart to the vital, functioning brain. Once medicine was provided
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with the means to monitor the brain’s activity (i.e., the EEG), another factor was
introduced in the definition of death. Advocates of the concept of brain death argued
that the human brain is truly essential to life. When the brain is irreversibly damaged,
so are the functions that are identified with self and our own humanness: memory,
feeling, thinking, and knowledge.

As a result, it became widely accepted that in clinical death the spontaneous activity
of the lungs, heart, and brain is no longer present. The irreversible cessation of
functioning of all three major organs (i.e., heart, lungs, and brain) was required before
anyone was pronounced dead. Although damage to any other organ system such as
the liver or kidney may ultimately cause the death of the individual through a fatal
effect on the essential functions of the heart, lungs, or brain, this aspect was not
included in the definition of clinical death.

With the development of modern respirators, however, the medical profession
encountered an increasing number of situations in which a patient with irreversible
brain damage could be maintained almost indefinitely. Once again, a new techno-
logical advance created the need to reexamine the definition of death.

The movement toward redefining death received considerable impetus with the
publication of a report sponsored by the Ad Hoc Committee of the Harvard Medical
School in 1968, in which the committee offered an alternative definition of death
based on the functioning of the brain. The report of this committee was considered a
landmark attempt to deal with death in light of technology.

In summary, the criteria for death established by this committee included the
following: (1) the patient must be unreceptive and unresponsive, that is, in a state
of irreversible coma; (2) the patient must have no movements of breathing when the
mechanical respirator is turned off; (3) the patient must not demonstrate any reflexes;
and (4) the patient must have a flat EEG for at least 24 hours, indicating no electrical
brain activity. When these criteria are satisfied, then death may be declared.

At the time, the committee also strongly recommended that the decision to declare
the person dead and then to turn off the respirator should not be made by physicians
involved in any later efforts to transplant organs or tissues from the deceased individ-
ual. In this way, a prospective donor’s death would not be hastened merely for the
purpose of transplantation. Thus, complete separation of authority and responsibility
for the care of the recipient from the physician or group of physicians responsible for
the care of the prospective donor is essential.

The shift to a brain-oriented concept involved deciding that much more than just
biological life is necessary to be a human person. The brain death concept was
essentially a statement that mere vegetative human life is not personal human life.
In other words, an otherwise intact and alive but brain-dead person is not a human
person. Many of us have taken for granted the assertion that being truly alive in this
world requires an “intact functioning brain.” Yet, precisely this issue was at stake in
the gradual movement from using heartbeat and respiration as indices of life to using
brain-oriented indices instead.

Indeed, total and irreparable loss of brain function, referred to as brainstem death,
whole brain death, or, simply, brain death, has been widely accepted as the legal
standard for death. By this standard, an individual in a state of brain death is legally
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indistinguishable from a corpse and may be legally treated as one even though
respiratory and circulatory functions may be sustained through the intervention of
technology. Many take this legal standard to be the morally appropriate one, noting
that once destruction of the brain stem has occurred, the brain cannot function at all,
and the body’s regulatory mechanisms will fail unless artificially sustained. Thus
mechanical sustenance of an individual in a state of brain death is merely postponement
of the inevitable and sustains nothing of the personality, character, or consciousness of
the individual. It is simply the mechanical intervention that differentiates such an
individual from a corpse and a mechanically ventilated corpse is a corpse nonetheless.

Even with a consensus that brainstem death is death, and thus that an individual in
such a state is indeed a corpse, difficult cases remain. Consider the case of an
individual in a persistent vegetative state, the condition known as neocortical death.
Although severe brain injury has been suffered, enough brain function remains to
make mechanical sustenance of respiration and circulation unnecessary. In a persistent
vegetative state, an individual exhibits no purposeful response to external stimuli and
no evidence of self-awareness. The eyes may open periodically and the individual may
exhibit sleep—wake cycles. Some patients even yawn, make chewing motions, or
swallow spontaneously. Unlike the complete unresponsiveness of individuals in a
state of brainstem death, a variety of simple and complex responses can be elicited
from an individual in a persistent vegetative state. Nonetheless, the chances that such
an individual will regain consciousness are remote. Artificial feeding, kidney dialysis,
and the like make it possible to sustain an individual in a state of neocortical death for
decades. This sort of condition and the issues it raises are exemplified by the famous
case of Karen Ann Quinlan.

In April 1975, this young woman suffered severe brain damage and was reduced to
a chronic vegetative state in which she no longer had any cognitive function.
Accepting the doctors’ judgment that there was no hope of recovery, her parents
sought permission from the courts to disconnect the respirator that was keeping her
alive in the intensive care unit of a New Jersey hospital.

The trial court, and then the Supreme Court of New Jersey, agreed that Karen’s
respirator could be removed. So it was disconnected. However, the nurse in charge of
her care in the Catholic hospital opposed this decision and, anticipating it, had begun
to wean her from the respirator so that by the time it was disconnected she could
remain alive without it. So, Karen did not die. She remained alive for ten additional
years. In June 19885, she finally died of acute pneumonia. Antibiotics, which would
have fought the pneumonia, were not given.

If brainstem death is death, is neocortical death also death? Again, the issue is not a
straightforward factual matter. For it, too, is a matter of specifying which features of
living individuals distinguish them from corpses and so make treatment of them as
corpses morally impermissible. Irreparable cessation of respiration and circulation, the
classical criterion for death, would entail that an individual in a persistent vegetative
state is not a corpse and so, morally speaking, must not be treated as one. The brainstem
death criterion for death would also entail that a person in a state of neocortical death is
not yeta corpse. On this criterion, what is crucial is that brain damage be severe enough
to cause failure of the regulatory mechanisms of the body.
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Is an individual in a state of neocortical death any less in possession of the
characteristics that distinguish the living from cadavers than one whose respiration
and circulation are mechanically maintained? It is a matter that society must decide.
And until society decides, it is not clear what counts as beneficent or nonmaleficent
treatment of an individual in a state of neocortical death.

2.4 THE TERMINALLY ILL PATIENT AND EUTHANASIA

Terminally ill patients today often find themselves in a strange world of institutions
and technology devoted to assisting them in their fight against death. However, at the
same time, this modern technologically oriented medical system may cause patients
and their families considerable economic, psychological, and physical pain. In enab-
ling medical science to prolong life, modern technology has in many cases made dying
slower and more undignified. As a result of this situation, there is a moral dilemma in
medicine. Is it right or wrong for medical professionals to stop treatment or adminis-
ter a lethal dose to terminally ill patients?

This problem has become a major issue for our society to consider. Although death
is all around us in the form of accidents, drug overdose, alcoholism, murder, and
suicide, for most of us the end lies in growing older and succumbing to some form of
chronic illness. As the aged approach the end of life’s journey, they may eventually
wish for the day when all troubles can be brought to an end. Such a desire, frequently
shared by a compassionate family, is often shattered by therapies provided with only
one concern: to prolong life regardless of the situation. As a result, many claim a
dignified death is often not compatible with today’s standard medical view.

Consider the following hypothetical version of the kind of case that often con-
fronts contemporary patients, their families, health care workers, and society as a
whole. Suppose a middle-aged man suffers a brain hemorrhage and loses conscious-
ness as a result of a ruptured aneurysm. Suppose that he never regains consciousness
and is hospitalized in a state of neocortical death, a chronic vegetative state. His life is
maintained by a surgically implanted gastronomy tube that drips liquid nourishment
from a plastic bag directly into his stomach. The care of this individual takes seven and
one-half hours of nursing time daily and includes shaving, oral hygiene, grooming,
attending to his bowels and bladder, and so forth. Suppose further that his wife
undertakes legal action to force his caregivers to end all medical treatment, including
nutrition and hydration, so that complete bodily death of her husband will occur. She
presents a preponderance of evidence to the court to show that her husband would
have wanted just this result in these circumstances.

The central moral issue raised by this sort of case is whether the quality of the
individual’s life is sufficiently compromised to make intentional termination of that
life morally permissible. While alive, he made it clear to both family and friends that
he would prefer to be allowed to die rather than be mechanically maintained in a
condition of irretrievable loss of consciousness. Deciding whether his judgment
in such a case should be allowed requires deciding which capacities and qualities
make life worth living, which qualities are sufficient to endow it with value worth
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sustaining, and whether their absence justifies deliberate termination of a life, at least
when this would be the wish of the individual in question. Without this decision, the
traditional norms of medical ethics, beneficence and nonmaleficence, provide no
guidance. Without this decision, it cannot be determined whether termination of
life support is a benefit or harm to the patient.

For many individuals, the fight for life is a correct professional view. They believe
that the forces of medicine should always be committed to using innovative ways of
prolonging life for the individual. However, this cannot be the only approach to
caring for the terminally ill. Certain moral questions regarding the extent to which
physicians engage in heroic efforts to prolong life must be addressed if the individual’s
rights are to be preserved. The goal of those responsible for patient care should not
solely be to prolong life as long as possible by the extensive use of drugs, operations,
respirators, hemodialyzers, pacemakers, and the like, but rather to provide a reason-
able quality of life for each patient. It is out of this new concern that euthanasia has
once again become a controversial issue in the practice of medicine.

The term euthanasia is derived from two Greek words meaning “good’’ and “death.”
Euthanasia was practiced in many primitive societies in varying degrees. For example,
on the island of Cos, the ancient Greeks assembled elderly and sick people at an annual
banquet to consume a poisonous potion. Even Aristotle advocated euthanasia for
gravely deformed children. Other cultures acted in a similar manner toward their aged
by abandoning them when they felt these individuals no longer served any useful
purpose. However, with the spread of Christianity in the Western world, a new attitude
developed toward euthanasia. Because of the Judeo-Christian belief in the biblical
statements ‘““Thou shalt not kill”” (Exodus 20:13) and “He who kills a man should be
put to death” (Leviticus 24:17), the practice of euthanasia decreased. Asaresult of these
moral judgments, killing was considered a sin, and the decision about whether someone
should live or die was viewed solely as God’s responsibility.

In today’s society, euthanasia implies to many “‘death with dignity,” a practice to be
followed when life is merely being prolonged by machines and no longer seems to
have value. In many instances, it has come to mean a contract for the termination of
life to avoid unnecessary suffering at the end of a fatal illness and, therefore, has the
connotation of relief from pain.

Discussions of the morality of euthanasia often distinguish active from passive
euthanasia, a distinction that rests on the difference between an act of commission
and an act of omission. When failure to take steps that could effectively forestall death
results in an individual’s demise, the resultant death is an act of omission and a case of
letting a person die. When a death is the result of doing something to hasten the end of a
person’s life (for example, giving a lethal injection), that death is caused by an act of
commission and is a case of killing a person. The important difference between active
and passive euthanasia is that in passive euthanasia, the physician does not do anything
to bring about the patient’s death. The physician does nothing, and death results due to
whatever illness already afflicts the patient. In active euthanasia, however, the phy-
sician does something to bring about the patient’s death. The physician who gives the
patient with cancer a lethal injection has caused the patient’s death, whereas if the
physician merely ceases treatment, the cancer is the cause of death.
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In active euthanasia, someone must do something to bring about the patient’s
death, and in passive euthanasia, the patient’s death is caused by illness rather than
by anyone’s conduct. Is this notion correct? Suppose a physician deliberately decides
not to treat a patient who is terminally ill, and the patient dies. Suppose further that
the physician were to attempt self-exoneration by saying, “I did nothing. The patient’s
death was the result of illness. I was not the cause of death.” Under current legal and
moral norms, such a response would have no credibility. The physician would be
blameworthy for the patient’s death as surely as if he or she had actively killed the
patient. Thus, the actions taken by a physician to continue treatment to the very end
are understood.

Euthanasia may also be classified as involuntary or voluntary. An act of euthanasia
is involuntary if it hastens the individual’s death for his or her own good, but against
the individual’s wishes. Involuntary euthanasia, therefore, is no different in any
morally relevant way from unjustifiable homicide. However, what happens when
the individual is incapable of agreeing or disagreeing? Suppose that a terminally ill
person is unconscious and cannot make his or her wishes known. Would hastening
that person’s death be permissible? It would be if there was substantial evidence that
the individual had given prior consent. The individual may have told friends and
relatives that, under certain circumstances, efforts to prolong his or her life should not
be undertaken or continued and might even have recorded those wishes in the form of
a living will or an audiotape or videotape. When this level of substantial evidence
of prior consent exists, the decision to hasten death would be morally justified. A case
of this sort would be a case of voluntary euthanasia.

For a living will to be valid, the person signing it must be of sound mind at the time
the will is made and shown not to have altered his or her opinion in the interim
between its signing and the onset of the illness. In addition, the witnesses must not be
able to benefit from the individual’s death. As the living will itself states, it is not a
legally binding document. It is essentially a passive request and depends on moral
persuasion. Proponents of the will, however, believe that it is valuable in relieving the
burden of guilt often carried by health professionals and the family in making the
decision to allow a patient to die.

Those who favor euthanasia point out the importance of individual rights and
freedom of choice and look on euthanasia as a kindness ending the misery endured by
the patient. The thought of a dignified death is much more attractive than the process
of continuous suffering and gradual decay into nothingness. Viewing each person as a
rational being possessing a unique mind and personality, proponents argue that
terminally ill patients should have the right to control the ending of their own life.

On the other hand, those opposed to euthanasia demand to know who has the right
to end the life of another. Some use religious arguments, emphasizing that euthanasia
is in direct conflict with the belief that God, and God alone, has the power to decide
when a human life ends. Their view is that anyone who practices euthanasia is
essentially acting in the place of God, and that no human should ever be considered
omnipotent.

Others turn to the established codes, reminding those responsible for the care of
patients that they must do whatever is in their power to save a life. Their argument is
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A Living Will
TO MY FAMILY, MY PHYSICIAN, MY CLERGYMAN, MY LAWYER:

If the time comes when I can no longer take part in decisions about my own
future, let this statement stand as testament of my wishes: If there is no reasonable
expectation of my recovery from physical or mental disability, I request that I be
allowed to die and not be kept alive by artificial means or heroic measures. Death
is as much a reality as birth, growth, maturity, and old age—it is the one certainty.
I do not fear death as much as I fear the indignity of deterioration, dependence,
and hopeless pain. I ask that drugs be mercifully administered to me for the
terminal suffering even if they hasten the moment of death. This request is made
after careful consideration. Although this document is not legally binding, you
who care for me will, T hope, feel morally bound to follow its mandate. [ recognize
that it places a heavy burden of responsibility upon you, and it is with the
intention of sharing that responsibility and of mitigating any feelings of guilt
that this statement is made.

Signed

Date

Witnessed by

that health professionals cannot honor their pledge and still believe that euthanasia is
justified. If terminally ill patients are kept alive, there is at least a chance of finding a
cure that might be useful to them. Opponents of euthanasia feel that legalizing it
would destroy the bonds of trust between doctor and patient. How would sick
individuals feel if they could not be sure that their physician and nurse would try
everything possible to cure them, knowing that if their condition worsened, they
would just lose faith and decide that death would be better? Opponents of euthanasia
also question whether it will be truly beneficial to the suffering person or will only be a
means to relieve the agony of the family. They believe that destroying life (no matter
how minimal) merely to ease the emotional suffering of others is indeed unjust.
Many fear that if euthanasia is legalized, it will be difficult to define and develop
clear-cut guidelines that will serve as the basis for carrying out euthanasia. Further-
more, once any form of euthanasia is accepted by society, its detractors fear that many
other problems will arise. Even the acceptance of passive euthanasia could, if carried
to its logical conclusion, be applied in state hospitals and institutions for the mentally
retarded and the elderly. Such places currently house thousands of people who have
neither hope nor any prospect of a life that even approaches normality. Legalization of
passive euthanasia could prompt an increased number of suits by parents seeking to
end the agony of incurably afflicted children or by children seeking to shorten the
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suffering of aged and terminally ill parents. In Nazi Germany, for example, mercy
killing was initially practiced to end the suffering of the terminally ill. Eventually,
however, the practice spread, so that even persons with the slightest deviation from
the norm (e.g., the mentally ill, minority groups such as Jews and others) were
terminated. Clearly, the situation is delicate and thought provoking.

2.5 TAKING CONTROL

Medical care decisions can be tremendously difficult. They often involve unpleasant
topics and arise when we are emotionally and physically most vulnerable. Almost
always these choices involve new medical information that feels alien and can seem
overwhelming. In an attempt to assist individuals to make these decisions, it is often
helpful to follow the pathway outlined here:

1. Obtain all the facts (i.e., clarify the medical facts of the situation).
2. Understand all options and their consequences.
3. Place a value on each of the options based on your own set of personal values.

The three-step facts/options/values path concerns the “how” of decisions, but equally
important is the “who.” Someone must make every single medical decision. Ideally,
decisions will be made by the person most intimately involved—the patient. Very
often, however, they are made by someone else—spouse, family, physician, or by a
group of those people acting on behalf of the patient. It is, therefore, important to
recognize the four concentric circles of consent:

m The first, and primary, circle is the patient.

m The second circle is the use of advance directives, that is, choosing in advance
through the use of such documents as the living will.

m The third circle is others deciding for the patient (i.e., the move from personal
control to surrogate control).

m The fourth and final circle is the courts and bureaucrats. It is the arena of last
resort where our society has decreed that we go when the patient may be
incapacitated, when there is no clear advance directive, and when it is not
clear who should make the decision.

These three steps and four circles are simply attempts to impose some order on the
chaos that is medical decision making. They can help individuals take control.

2.6 HUMAN EXPERIMENTATION

Medical research has long held an exalted position in our modern society. It has been
acclaimed for its significant achievements that range from the development of the Salk
and Sabin vaccines for polio to the development of artificial organs. To determine their
effectiveness and value, however, these new drugs and medical devices eventually are
used on humans. The issue is, therefore, not only whether humans should be involved in
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clinical studies designed to benefit themselves or their fellow humans but also clarifying
or defining more precisely the conditions under which such studies are to be permitted.

For example, consider the case of a 50-year-old female patient suffering from
severe coronary artery disease. What guidelines should be followed in the process of
experimenting with new drugs or devices that may or may not help her? Should only
those procedures viewed as potentially beneficial to her be tried? Should experimental
diagnostic procedures or equipment be tested on this patient to evaluate their effec-
tiveness when compared to more accepted techniques, even though they will not be
directly beneficial to the patient?

On the other hand, consider the situation of conducting research on the human
fetus. This type of research is possible as a result of the legalization of abortion in the
United States and the technological advances that have made fetal studies more
practical than in the past. Under what conditions should medical research be con-
ducted on these subjects? Should potentially hazardous drugs be given to women
planning to have abortions to determine the effect of these drugs on the fetus? Should
the fetus, once aborted, be used in any experimental studies?

Although these questions are difficult to answer, clinical researchers responsible for
the well-being of their patients must face the moral issues involved in testing new
equipment and procedures and at the same time safeguard the individual rights of
their patients.

Case Study: Neonatal Intensive Care Unit (NICU)

Throughout time, low birth weight, oftentimes arising from premature birth,
has been a major factor affecting infant survival. Underweight infants, who
are typically classified as either low birth weight (LBW) (less than 1500 g) or
very low birth weight (VLBW) (less than 1000 g), must be treated with the
utmost caution and care to maximize their chances of survival. Advances in
premature-infant medical care, such as improved thermoregulation and ven-
tilation techniques, have greatly decreased the mortality rate among LBW and
VLBW infants. Included in these advances was the creation of the NICU,
where all the necessary equipment needed to sustain the life of the child
could be kept conveniently together (Figure 2.2).

One of the most important devices used in the NICU is the incubator. This
device, typically molded of see-through plastic, is used to stabilize the body
temperature of the infant. In essence, the incubator allows the medical staff to
keep the newborn warm without having to wrap it in blankets. The incubator
also aids in preventing infection and in stabilizing the humidity of the child’s
environment. By keeping the temperature and humidity levels of the new-
born’s environment static, the baby remains well hydrated and water loss is
kept to a minimum.

A complication that many preterm infants suffer from is the inability to
breathe normally on their own. The child may be completely unable to breathe
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Figure 2.2 A neonatal intensive care unit (Courtesy of http://www.hlarch.com/
health1.htm).

for itself, or may suffer from a condition known as apnea, where the breathing
pattern is either aperiodic or irregular.

In these cases, children susceptible to an apneic event are closely moni-
tored so that if they stop breathing, nurses can rush to the bedside and wake
them up. However, it is often minutes before the nurse can arrive at the scene.
To facilitate the process of waking the infant experiencing an apneic event,
biomedical engineers developed a tactile vibrator that is triggered by such an
event to vibrate against the infant’s foot and wake him or her. To prove the
device is effective and safe, a human experiment must be initiated. In this
case, the following questions need to be resolved:

Who is responsible for proposing the conduction of this study?

What should the approval process for such a study include?

What should be the policy on informed consent?

Should changes that were made in the device during the course of the study,
which would alter the nature of the initially proposed device, be allowed?

2.7 DEFINITION AND PURPOSE OF EXPERIMENTATION

What exactly constitutes a human experiment? Although experimental protocols may
vary, it is generally accepted that human experimentation occurs whenever the clinical
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situation of the individual is consciously manipulated to gather information regarding
the capability of drugs and devices. In the past, experiments involving human subjects
have been classified as either therapeutic or nontherapeutic. A therapeutic experiment
is one that may have direct benefit for the patient, but the goal of nontherapeutic
research is to provide additional knowledge without direct benefit to the person. The
central difference is a matter of intent or aim rather than results.

Throughout medical history, there have been numerous examples of
therapeutic research projects. The use of nonconventional radiotherapy to inhibit
the progress of a malignant cancer, of pacemakers to provide the necessary electrical
stimulation for proper heart function, or of artificial kidneys to mimic nature’s
function and remove poisons from the blood were all, at one time, considered
novel approaches that might have some value for the patient. In the process, they
were tried and found not only to be beneficial for the individual patient but also for
humankind.

Nontherapeutic research has been another important vehicle for medical
progress. Experiments designed to study the impact of infection from the hepatitis
virus or the malarial parasite or the procedures involved in cardiac catheterization
have had significant effects on the advancement of medical science and the ultimate
development of appropriate medical procedures for the benefit of all humans.

In the mid-1970s the National Commission for the Protection of Human Subjects
of Biomedical and Behavioral Research offered the terms practice and research to
replace the conventional therapeutic and nontherapeutic distinction. Quoting the
commission, Alexander Capron in 1986 wrote:

[T]he term “practice” refers to interventions that are designed solely to enhance the well-
being of an individual patient or client and that have a reasonable expectation of success.
In the medical sphere, practices usually involve diagnosis, preventive treatment, or
therapy; in the social sphere, practices include governmental programs such as transfer
payments, education, and the like.

By contrast, the term “research” designates an activity designed to test a hypothesis, to
permit conclusions to be drawn, and thereby to develop or contribute to generalizable
knowledge (expressed, for example, in theories, principles, statements of relationships).
In the polar cases, then, practice uses a proven technique in an attempt to benefit one or
more individuals, while research studies a technique in an attempt to increase knowledge.

Although the practice/research dichotomy has the advantage of not implying that
therapeutic activities are the only clinical procedures intended to benefit patients, it is
also based on intent rather than outcome. Interventions are practices when they are
proven techniques intended to benefit the patient, but interventions aimed at increas-
ing generalizable knowledge constitute research. What about those interventions that
do not happily fit into either category?

One such intervention is nonvalidated practice, which may encompass prevention
as well as diagnosed therapy. The primary purpose of the use of a nonvalidated
practice is to benefit the patient while emphasizing that it has not been shown to be
safe and efficacious. For humans to be subjected to nonvalidated practice, they must
be properly informed and give their consent.
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2.8 INFORMED CONSENT

Informed consent has long been considered by many to be the most important moral
issue in human experimentation. It is the principal condition that must be satisfied for
human experimentation to be considered both lawful and ethical. All adults have the
legal capacity to give medical consent (unless specifically denied through some legal
process). As a result, issues concerning legal capability are usually limited to minors.
Many states, if not all, have some exceptions that allow minors to give consent.

Informed consent is an attempt to preserve the rights of individuals by giving
them the opportunity for self-determination, that is, to determine for themselves
whether they wish to participate in any experimental effort. In 1964 the World Medical
Association (WMA) in Finland endorsed a code of ethics for human experimentation as
an attempt to provide some guidelines in this area. In October 2000 the 52nd WMA
General Assembly in Edinburgh, Scotland revised these guidelines.

Because it is often essential to use the results obtained in human experiments to
further scientific knowledge, the World Medical Association prepared the following
recommendations to serve as a guide to physicians all over the world. However, it is
important to point out that these guidelines do not relieve physicians, scientists, and
engineers from criminal, civil, and ethical responsibilities dictated by the laws of their
own countries.

Case Study: The Artificial Heart

In the early 1980s a screening committee had been set up to pick the first
candidate for the Jarvik 7, a new (at the time) artificial heart (Figure 2.3). It
was decided that the first recipient had to be someone so sick that death was
imminent. It was thought unethical to pick someone who might have another
year to live because the artificial heart might well kill him or her.

Is this an example of nonvalidated practice?
Is informed consent still required?

A week after the operation, Barney Clark began having seizures from head
to toe. During one seizure, Clark’s unconscious body quivered for several
hours. The seizures and spells of mental confusion continued throughout
the next months. As a result, Clark expressed a desire to die. Although he
did issue a positive statement during a videotaped interview, Clark was not a
happy man, tethered to a huge machine, barely conscious, and in some pain.
In March 1983 Barney Clark died of multiple organ collapse.

Discuss in detail the notions of ““criteria for success’ and quality of life in
this case.

(continued)
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Case Study: The Artificial Heart (Continued)

Figure 2.3 Jarvik-7 artificial heart, 1985. In August 1985 at the University Medical
Center of the University of Arizona, Dr. Jack G. Copeland implanted this Jarvik-7 artifical
heart in Michael Drummond, a patient awaiting a heart transplant. The Jarvik-7 kept
Drummond alive until a donor organ became available one week later. Within months
of the surgery, the medical center offered this artifact to the Smithsonian, which accepted
it as a successful example of “spare parts”—devices or machines designed to function
in place of a body part or organ—and an illustration of one of the controversies accompanying
advanced medical technology (Courtesy of http://www.smithsonianlegacies.si.edu/object
description.cfm?ID=172).

2.8.1 Basic Principles

m Biomedical research involving human subjects must conform to generally
accepted scientific principles and should be based on adequately performed
laboratory and animal experimentation and on a thorough knowledge of the
scientific literature.

m The design and performance of each experimental procedure involving human
subjects should be clearly formulated in an experimental protocol, which should
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be transmitted to a specially appointed independent committee for consider-
ation, comment, and guidance.

m Biomedical research involving human subjects should be conducted only by
scientifically qualified persons and under the supervision of a clinically compe-
tent medical person. The responsibility for the human subject must always rest
with a medically qualified person and never rest on the subject of the research,
even though the subject has given his or her consent.

m Biomedical research involving human subjects cannot legitimately be carried
out unless the importance of the objective is in proportion to the inherent risk to
the subject.

m Every biomedical research project involving human subjects should be preceded
by careful assessment of predictable risks in comparison with foreseeable bene-
fits to the subject or to others. Concern for the interests of the subject must
always prevail over the interests of science and society.

m The right of the research subject to safeguard his or her integrity must always be
respected. Every precaution should be taken to respect the privacy of the subject
and to minimize the impact of the study on the subject’s physical and mental
integrity and on the personality of the subject.

m Doctors should abstain from engaging in research projects involving human
subjects unless they are satisfied that the hazards involved are believed to be
predictable. Doctors should cease any investigation if the hazards are found to
outweigh the potential benefits.

m In publication of the results of his or her research, the doctor is obliged to
preserve the accuracy of the results. Reports of experimentation not in accor-
dance with the principles laid down in this Declaration should not be accepted
for publication.

m In any research on human beings, each potential subject must be adequately
informed of the aims, methods, anticipated benefits, and potential hazards
of the study and the discomfort it may entail. He or she should be informed
that he or she is at liberty to abstain from participation in the study and that he
or she is free to withdraw his or her consent to participation at any time. The
doctor should then obtain the subject’s freely given informed consent, preferably
in writing.

m When obtaining informed consent for the research project, the doctor should be
particularly cautious if the subject is in a dependent relationship to him or her or
may consent under duress. In that case, the informed consent should be
obtained by a doctor who is not engaged in the investigation and who is
completely independent of this official relationship.

m In the case of legal incompetence, informed consent should be obtained from
the legal guardian in accordance with national legislation. Where physical or
mental incapacity makes it impossible to obtain informed consent, or when the
subject is a minor, permission from the responsible relative replaces that of the
subject in accordance with national legislation.

m The research protocol should always contain a statement of the ethical consider-
ations involved and should indicate that the principles enunciated in the present
Declaration are complied with.
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2.8.2 Medical Research Combined with Professional Care (Clinical
Research)

In the treatment of the sick person, the doctor must be free to use a new
diagnostic and therapeutic measure, if in his or her judgment it offers hope of
saving life, reestablishing health, or alleviating suffering.

The potential benefits, hazards, and discomfort of a new method should be
weighed against the advantages of the best current diagnostic and therapeutic
methods.

In any medical study, every patient—including those of a control group, if any—
should be assured of the best-proven diagnostic and therapeutic method.

The refusal of the patient to participate in a study must never interfere with the
doctor—patient relationship.

If the doctor considers it essential not to obtain informed consent, the specific
reasons for this proposal should be stated in the experimental protocol for
transmission to the independent committee.

The doctor can combine medical research with professional care, the objective
being the acquisition of new medical knowledge, only to the extent that medical
research is justified by its potential diagnostic or therapeutic value for the
patient.

2.8.3 Nontherapeutic Biomedical Research Involving Human Subjects
(Nonclinical Biomedical Research)

In the purely scientific application of medical research carried out on a human
being, it is the duty of the doctor to remain the protector of the life and health of
that person on whom biomedical research is being carried out.

The subjects should be volunteers (i.e., either healthy persons or patients for
whom the experimental design is not related to the patient’s illness).

The investigator or the investigating team should discontinue the research if in
his/her or their judgment it may, if continued, be harmful to the individual.

In research on humans, the interest of science and society should never take
precedence over considerations related to the well-being of the subject.

These guidelines generally converge on six basic requirements for ethically sound
human experimentation. First, research on humans must be based on prior laboratory
research and research on animals, as well as on established scientific fact, so that the
point under inquiry is well focused and has been advanced as far as possible by
nonhuman means. Second, research on humans should use tests and means of obser-
vation that are reasonably believed to be able to provide the information being sought
by the research. Methods that are not suited for providing the knowledge sought are
pointless and rob the research of its scientific value. Third, research should be
conducted only by persons with the relevant scientific expertise. Fourth,

All foreseeable risks and reasonably probable benefits, to the subject of the investigation
and to science, or more broadly to society, must be carefully assessed, and...the com-
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parison of those projected risks and benefits must indicate that the latter clearly out-
weighs the former. Moreover, the probable benefits must not be obtainable through other
less risky means.

Fifth, participation in research should be based on informed and voluntary con-
sent. Sixth, participation by a subject in an experiment should be halted immediately
if the subject finds continued participation undesirable or a prudent investigator has
cause to believe that the experiment is likely to result in injury, disability, or death to
the subject. Conforming to conditions of this sort probably does limit the pace and
extent of medical progress, but society’s insistence on these conditions is its way of
saying that the only medical progress truly worth having must be consistent with a
high level of respect for human dignity. Of these conditions, the requirement to obtain
informed and voluntary consent from research subjects is widely regarded as one of
the most important protections.

A strict interpretation of these criteria for subjects automatically rules out whole
classes of individuals from participating in medical research projects. Children, the
mentally retarded, and any patient whose capacity to think is affected by illness are
excluded on the grounds of their inability to comprehend exactly what is involved in
the experiment. In addition, those individuals having a dependent relationship to the
clinical investigator, such as the investigator’s patients and students, would be elimi-
nated based on this constraint. Since mental capacity also includes the ability of
subjects to appreciate the seriousness of the consequences of the proposed procedure,
this means that even though some minors have the right to give consent for certain
types of treatments, they must be able to understand all the risks involved.

Any research study must clearly define the risks involved. The patient must receive a
total disclosure of all known information. In the past, the evaluation of risk and benefitin
many situations belonged to the medical professional alone. Once made, it was assumed
that this decision would be accepted at face value by the patient. Today, this assumption
is not valid. Although the medical staff must still weigh the risks and benefits involved in
any procedure they suggest, it is the patient who has the right to make the final determi-
nation. The patient cannot, of course, decide whether the procedure is medically correct
because that requires more medical expertise than the average individual possesses.
However, once the procedure is recommended, the patient then must have enough
information to decide whether the hoped-for benefits are sufficient to risk the hazards.
Only when this is accomplished can a valid consent be given.

Once informed and voluntary consent has been obtained and recorded, the
following protections are in place:

m It represents legal authorization to proceed. The subject cannot later claim
assault and battery.

m It usually gives legal authorization to use the data obtained for professional or
research purposes. Invasion of privacy cannot later be claimed.

m [t eliminates any claims in the event that the subject fails to benefit from the
procedure.

m [t is defense against any claim of an injury when the risk of the procedure is
understood and consented to.
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Case Study: Confidentiality, Privacy, and Consent

Integral to the change currently taking place in the United States health care industry is
the application of computer technology to the development of a health care information
system (Figure 2.4). Although a computerized health care information system is believed to
offer opportunities to collect, store, and link data as a whole, implementation of such a
system is not without significant challenges and risks.

Figure 2.4 Current technology put to use in monitoring the health care of children (Courtesy
of http://www.ustechlab.com/ and http://www.bbc.co.uk/threecounties/do_that/2002/10/black_his-
tory_ month.shtml).

In a particular middle-sized city, it had been noted that children from the neighborhood
were coming to the emergency room of a local hospital for health care services. A major
problem associated with this activity was the absence of any record of treatment when the
child showed up at a later date and was treated by another clinician. In an effort to solve this
problem, the establishment of a pilot Children’s Health Care Network was proposed that
would enable clinicians to be aware of the medical treatment record of children coming
from a particular school located near the hospital. The system required the creation of a
computerized medical record at the school for each child, which could be accessed and
updated by the clinicians at the local hospital.
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Discuss at length the degree to which this system should be attentive to the patient’s
individual rights of confidentiality and privacy.
Discuss in detail where and how the issue of consent should be handled.

m It protects the investigator against any claim of an injury resulting from the
subject’s failure to follow safety instructions if the orders were well explained
and reasonable.

Nevertheless, can the aims of research ever be reconciled with the traditional moral
obligations of physicians? Is the researcher/physician in an untenable position?
Informed and voluntary consent once again is the key only if subjects of an experi-
ment agree to participate in the research. What happens to them during and because
of the experiment is then a product of their own decision. It is not something that is
imposed on them, but rather, in a very real sense, something that they elected to have
done to themselves. Because their autonomy is thus respected, they are not made a
mere resource for the benefit of others. Although they may suffer harm for the benefit
of others, they do so of their own volition, as a result of the exercise of their own
autonomy, rather than as a result of having their autonomy limited or diminished.

For consent to be genuine, it must be truly voluntary and not the product of
coercion. Not all sources of coercion are as obvious and easy to recognize as physical
violence. A subject may be coerced by fear that there is no other recourse for
treatment, by the fear that nonconsent will alienate the physician on whom the subject
depends for treatment, or even by the fear of disapproval of others. This sort of
coercion, if it truly ranks as such, is often difficult to detect and, in turn, to remedy.

Finally, individuals must understand what they are consenting to do. Therefore,
they must be given information sufficient to arrive at an intelligent decision concern-
ing whether to participate in the research or not. Although a subject need not be given
all the information a researcher has, it is important to determine how much should be
provided and what can be omitted without compromising the validity of the subject’s
consent. Another difficulty lies in knowing whether the subject is competent to
understand the information given and to render an intelligent opinion based on it.
In any case, efforts must be made to ensure that sufficient relevant information is
given and that the subject is sufficiently competent to process it. These are matters of
judgment that probably cannot be made with absolute precision and certainty, but
rigorous efforts must be made in good faith to prevent research on humans from
involving gross violations of human dignity.

2.9 REGULATION OF MEDICAL DEVICE INNOVATION

The Food and Drug Administration (FDA) is the sole federal agency charged by
Congress with regulating medical devices in the United States to ensure their safety
and effectiveness. Unlike food and drugs, which have been regulated by the FDA since
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1906, medical devices first became subject to FDA regulation in 1938. At that time,
the FDA’s major concern was to ensure that legitimate medical devices were in the
marketplace and were truthfully labeled, not misbranded. Over time, the scope of
FDA review of medical devices has evolved, as has the technology employed by
medical devices. The first substantive legislative attempt to address the premarket
review of all medical devices occurred with the Medical Device Amendment of 1976
(Pub. L. No. 94-295, 90 Stat. 539). This statute requires approval from the FDA
before new devices are marketed and imposes requirements for the clinical investi-
gation of new medical devices on human subjects. For details related to the FDA
process, visit http://www.fda.gov/.

The FDA is organized into five major program centers: the Center for Biologics
Evaluation and Research, the Center for Drug Evaluation and Research, the Center
for Food Safety and Applied Nutrition, the Center for Veterinary Medicine, and the
Center for Devices and Radiological Health (CDRH). Each FDA program center has
primary jurisdiction over a different subject area. According to the FDA, the CDRH is
responsible for ensuring the safety and effectiveness of medical devices and eliminat-
ing unnecessary human exposure to man-made radiation from medical, occupational,
and consumer products.

There are six distinct offices located within the CDRH: the Office of Systems and
Management, the Office of Compliance, the Office of Science and Technology, the Office
of Health and Industry Programs, the Office of Surveillance and Biometrics, and the
Office of Device Evaluation (ODE). The ODE has several principal functions, including

m Advising the CDRH Director on all premarket notification 510(k) submissions,
premarket approvals (PMAs), device classifications, and investigational device
exemptions (IDEs)

m Planning, conducting, and coordinating CDRH actions regarding approval,
denial, and withdrawals of 510(k)s, PMAs, and IDEs

» Ongoing review, surveillance, and medical evaluation of the labeling, clinical
experience, and required reports submitted by sponsors of approval applica-
tions

m Developing and interpreting regulations and guidelines regarding the classifica-
tion of devices, 510(k)’s, PMAs, and IDEs

m Participating in the development of national and international consensus stan-

dards

Everyone who develops or markets a medical device will likely have multiple inter-
actions with ODE before, during, and after the development of a medical device.

In principle, if a manufacturer makes medical claims about a product, it is con-
sidered a device, and may be subject to FDA pre- and postmarket regulatory controls
(Figure 2.5). The device definition distinguishes a medical device from other FDA-
regulated products, such as drugs. According to the FDA, a medical device is

An instrument, apparatus, machine, contrivance, implant, in vitro reagent, or other
similar or related article intended for use in the diagnosis of disease or other conditions,
or in the cure, mitigation, treatment, or prevention of disease in man or other animals OR
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Figure 2.5 The purpose of the regulatory process is to conduct product reviews to: (1) assure
device safety and effectiveness, (2) assure quality of design, and (3) provide surveillance to monitor
device quality. Therefore, the review process results in verification and validation of the medical device.

intended to affect the structure or any function of the body of man or other animals, and
which does not achieve any of its primary intended purposes through chemical action or
is not dependent upon being metabolized.

2.10 MARKETING MEDICAL DEVICES

The four principal routes to marketing a medical device in the United States are as
follows:

Premarket Approval (PMA). A marketing approach for high-risk (Class III) med-
ical devices must be accomplished through a PMA unless the device can be
marketed through the 510(k) process (see following section). The PMA hinges
on the FDA determining that the medical device is safe and effective. The PMA
process can be quite costly; the collection of the data required for a PMA may
costs hundreds of thousands, if not several million, dollars. Moreover, the time-
line for a PMA applicant to collect the requisite data could be several years.
However, an approved PMA is akin to a private license granted to the applicant
to market a particular medical device, because other firms seeking to market the
same type of device for the same use must also have an approved PMA.
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Investigational Device Exemption (IDE). The IDE is an approved regulatory
mechanism that permits manufacturers to receive an exemption for those devices
solely intended for investigational use on human subjects (clinical evaluation).
Because an IDE is specifically for clinical testing and not commercial distribution,
the FDCA authorizes the FDA to exempt these devices from certain requirements
that apply to devices in commercial distribution. The clinical evaluation of all
devices may not be cleared for marketing, unless otherwise exempt by resolution,
requires an IDE. An IDE may be obtained either by an institutional review board
(IRB), or an IRB and the FDA.

Product Development Protocol (PDP). An alternative to the IDE and PMA
processes for Class III devices subject to premarket approval. The PDP is a
mechanism allowing a sponsor to come to early agreement with the FDA as to
what steps are necessary to demonstrate the safety and effectiveness of a new
device. In the years immediately subsequent to the enactment of the Medical
Device Amendment, the FDA did not focus its energies on the PDP, but worked to
effectively implement the major provisions of the Amendment, including device
classification systems and the 510(k) and PMA processes.

510(k) Notification. Unless specifically exempted by federal regulation, all
manufacturers are required to give the FDA 90 days’ notice before they intend
to introduce a device to the U.S. market by submitting a 510(k). During that
90-day period, the FDA is charged with determining whether the device is or is
not substantially equivalent to a pre-Amendment device. The premarket notifica-
tion is referred to in the industry as a 510(k) because 510(k) is the relevant section
number of the FDCA. The 510(k) is used to demonstrate that the medical device is
or is not substantially equivalent to a legally marketed device.

With respect to clinical research on humans, the FDA divides devices into two
categories: devices that pose significant risk and those that involve insignificant risk.
Examples of the former included orthopedic implants, artificial hearts, and infusion
pumps. Examples of the latter include various dental devices and daily-wear contact
lenses. Clinical research involving a significant risk device cannot begin until an
institutional review board (IRB) has approved both the protocol and the informed
consent form, and the FDA itself has given permission. This requirement to submit an
IDE application to the FDA is waived in the case of clinical research in which the risk
posed is insignificant. In this case, the FDA requires only that approval from an IRB be
obtained certifying that the device in question poses only insignificant risk. In decid-
ing whether to approve a proposed clinical investigation of a new device, the IRB and
the FDA must determine the following:

1. Risk to subjects is minimized.
2. Risks to subjects are reasonable in relation to anticipated benefit and knowledge
to be gained.
. Subject selection is equitable.
. Informed consent materials and procedures are adequate.
5. Provisions for monitoring the study and protecting patient information are
acceptable.

S W
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The FDA allows unapproved medical devices to be used without an IDE in three types
of situations: feasibility studies, emergency use, and treatment use.

2.11 ETHICAL ISSUES IN FEASIBILITY STUDIES

In a feasibility study, or limited investigation, human research involving the use of a
new device would take place at a single institution and involve no more than 10 human
subjects. The sponsor of a limited investigation is required to submit to the FDA a
“Notice of Limited Investigation,” which includes a description of the device,
a summary of the purpose of the investigation, the protocol, a sample of the informed
consent form, and a certification of approval by the responsible medical board. In
certain circumstances, the FDA could require additional information or require the
submission of a full IDE application or suspend the investigation.

Investigations of this kind are limited to: (1) investigations of new uses for existing
devices, (2) investigations involving temporary or permanent implants during the early
developmental stages, and (3) investigations involving modification of an existing device.

To comprehend adequately the ethical issues posed by clinical use of unapproved
medical devices outside the context of an IDE, it is necessary to use the distinctions
between practice, nonvalidated practice, and research elaborated upon in the previous
pages. How do those definitions apply to feasibility studies?

Clearly, the goal of the feasibility study—generalizable knowledge—makes it an
instance of research rather than practice. Manufacturers seek to determine the per-
formance of a device with respect to a particular patient population in an effort to
gain information about its efficacy and safety. Such information is important to
determine whether further studies (animal or human) need to be conducted, whether
the device needs modification before further use, and the like. The main difference
between use of an unapproved device in a feasibility study and its use under the terms
of an IDE is that the former would be subject to significantly less intensive FDA review
than the latter. This, in turn, means that the responsibility for ensuring that the use of
the device is ethically sound would fall primarily to the IRB of the institution
conducting the study.

The ethical concerns posed here can be best comprehended only with a clear
understanding of what justifies research in the first place. Ultimately, no matter how
much basic research and animal experimentation has been conducted on a given
device, the risks and benefits it poses for humans cannot be adequately determined
until it is actually used on humans. The benefit of research on humans lies primarily in
the generalizable information that is provided. This information is crucial to medical
science’s ability to generate new modes of medical treatment that are both efficacious
and safe. Therefore, one condition for experimentation to be ethically sound is that it
must be scientifically sound.

Although scientific soundness is a necessary condition of ethically sound research on
humans, it is not of and by itself sufficient. The human subjects of such research are at
risk of being mere research resources, that is, having value only for the ends of the
research. Human beings are not valuable wholly or solely for the uses to which they can
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be put. They are valuable simply by being the kinds of entities they are. To treat them as
such is to respect them as people. Treating individuals as people means respecting their
autonomy. This requirement is met by ensuring that no competent person is subjected to
any clinical intervention without first giving voluntary and informed consent. Further-
more, respect for people means that the physician will not subject a human to unneces-
sary risks and will minimize the risks to patients in required procedures.

Much of the scrutiny that the FDA imposes upon use of unapproved medical
devices in the context of an IDE addresses two conditions of ethically sound research:
(1) is the experiment scientifically sound, and (2) does it respect the rights of the
human subjects involved? Medical ethicists argue that decreased FDA scrutiny will
increase the likelihood that either or both of these conditions will not be met. This
possibility exists because many manufacturers of medical devices are, after all, com-
mercial enterprises, companies that are motivated to generate profit and thus to get
their devices to market as soon as possible with as little delay and cost as possible.
These self-interest motives are likely, at times, to conflict with the requirements of
ethically sound research and thus to induce manufacturers to fail to meet these
requirements. Profit is not the only motive that might induce manufacturers to
contravene the requirements of ethically sound research on humans. A manufacturer
may sincerely believe that its product offers great benefit to many people and be
prompted to take shortcuts that compromise the quality of the research. Whether the
consequences being sought by the research are desired for reasons of self-interest,
altruism, or both, the ethical issue is the same. Research subjects may be placed at risk
of being treated as mere objects rather than as people.

What about the circumstances under which feasibility studies would take place?
Are these not sufficiently different from the “normal” circumstances of research to
warrant reduced FDA scrutiny? As noted previously, manufacturers seek to engage in
feasibility studies to investigate new uses of existing devices, to investigate temporary
or permanent implants during the early developmental stages, and to investigate
modifications to an existing device. As was also noted, a feasibility study would take
place at only one institution and would involve no more than 10 human subjects.
Given these circumstances, is the sort of research that is likely to occur in a feasibility
study less likely to be scientifically sound or to fail to respect people than normal
research on humans in “normal” circumstances?

Research in feasibility studies would be done on a very small subject pool, and the
harm of any ethical lapses would likely affect fewer people than if such lapses
occurred under more usual research circumstances. Yet even if the harm done is
limited to 10 or fewer subjects in a single feasibility study, the harm is still ethically
wrong. To wrong 10 or fewer people is not as bad as to wrong in the same way more
than 10 people, but it is to engage in wrongdoing nonetheless.

Are ethical lapses more likely to occur in feasibility studies than in studies that take
place within the requirements of an IDE? Although nothing in the preceding discus-
sion provides a definitive answer to this question, it is a question to which the FDA
should give high priority. The answer to this question might be quite different when
the device at issue is a temporary or permanent implant than when it is an already
approved device being put to new uses or modified in some way. Whatever the
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contemplated use under the feasibility studies mechanism, the FDA would be ethically
advised not to allow this kind of exception to IDE use of an unapproved device
without a reasonably high level of certainty that research subjects would not be placed
in greater jeopardy than in “normal” research circumstances.

2.12 ETHICAL ISSUES IN EMERGENCY USE

What about the mechanism for avoiding the rigors of an IDE for emergency use? The FDA
has authorized emergency use in instances where an unapproved device offers the only
alternative for saving the life of a dying patient even though an IDE has not yet been
approved for the device or its use, or an IDE has been approved but the physician who
wishes to use the device is not an investigator under the IDE.

The purpose of emergency use of an unapproved device is to attempt to save a
dying patient’s life under circumstances where no other alternative is available. This
sort of use constitutes practice rather than research. Its aim is primary benefit to the
patient rather than provision of new and generalizable information. Because this sort
of use occurs before the completion of clinical investigation of the device, it consti-
tutes a nonvalidated practice. What does this mean?

First, it means that although the aim of the use is to save the life of the patient, the
nature and likelihood of the potential benefits and risks engendered by use of the
device are far more speculative than in the sort of clinical intervention that constitutes
validated practice. In validated practice, thorough investigation of a device, including
preclinical studies, animals studies, and studies on human subjects, has established its
efficacy and safety. The clinician thus has a well-founded basis upon which to judge
the benefits and risks such an intervention poses for the patient.

It is precisely this basis that is lacking in the case of a nonvalidated practice. Does this
mean that emergency use of an unapproved device should be regarded as immoral?
This conclusion would follow only if there were no basis upon which to make an
assessment of the risks and benefits of the use of the device. The FDA requires that a
physician who engages in emergency use of an unapproved device must have substan-
tial reason to believe that benefits will exist. This means that there should be a body of
preclinical and animal tests allowing a prediction of the benefit to a human patient.

Case Study: Medical Expert Systems

Expert systems have been developed in various disciplines, including clinical
decision making. These systems have been designed to simulate the decision-
making skills of physicians. Their adaptability, however, depends on the
presence of an accepted body of knowledge regarding the prescribed path
physicians would take given specific input data. These systems have been
viewed as advisory systems providing the clinician with suggested/recom-
mended courses of action. The ultimate decision remains with the physician.

(continued)
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Case Study: Medical Expert Systems (Continued)
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Figure 2.6 Flow diagram illustrating the drug treatment process followed by clinicians.

Consider one such system designed to monitor drug treatment in a psychi-
atric clinic. This system, designed and implemented by biomedical engineers
working with clinicians, begins by the entry of a specific diagnosis and imme-
diately recommends the appropriate drugs to be considered for the treatment
of someone with that mental disorder (Figure 2.6). The physician selects one
of the recommended drugs and conducts a dose regimen to determine the
effectiveness of the drug for the particular patient. During the treatment,
blood tests are conducted to ascertain the presence of drug toxicity, and
other psychiatric measures obtained to determine if the drug is having the
desired effect.
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Case Study: Medical Expert Systems (Continued)

As these data elements are entered, they are compared with standard
expected outcomes, and if the outcomes are outside the expected limits, an
alert is sent to the physician indicating further action needs to be taken.

In this situation:

Who is liable for mistreatment: the clinician, the programmer, or the
systems administrator?

What constitutes mistreatment?

What is the role of the designers of such a system (i.e., what constitutes a
successful design)?

How does the clinic evaluate the performance of a physician using the
system, and the system itself?

Thus, although the benefits and risks posed by use of the device are highly specula-
tive, they are not entirely speculative. Although the only way to validate a new technol-
ogy is to engage in research on humans at some point, not all nonvalidated technologies
are equal. Some will be largely uninvestigated, and assessment of their risks and benefits
will be wholly or almost wholly speculative. Others will at least have the support of
preclinical and animal tests. Although this is not sufficient support for incorporating use
of adevice into regular clinical practice, it may represent sufficient support to justify use
in the desperate circumstances at issue in emergency situations. Desperate circum-
stances can justify desperate actions, but desperate actions are not the same as reckless
actions, hence the ethical soundness of the FDA’s requirement that emergency use be
supported by solid results from preclinical and animal tests of the unapproved device.

A second requirement that the FDA imposes on emergency use of unapproved
devices is the expectation that physicians “exercise reasonable foresight with respect
to potential emergencies and ... make appropriate arrangements under the IDE pro-
cedures.” Thus, a physician should not “create” an emergency in order to circumvent
IRB review and avoid requesting the sponsor’s authorization of the unapproved use of
a device. From a Kantian point of view, which is concerned with protecting the dignity
of people, this is a particularly important requirement. To create an emergency in
order to avoid FDA regulations is to treat the patient as a mere resource whose value is
reducible to service to the clinician’s goals. Hence, the FDA is quite correct to insist
that emergencies are circumstances that reasonable foresight would not anticipate.

Also important here is the nature of the patient’s consent. Individuals facing death
are especially vulnerable to exploitation and deserve greater measures for their
protection than might otherwise be necessary. One such measure would be to ensure
that the patient, or the patient’s legitimate proxy, knows the highly speculative nature
of the intervention being offered. That is, to ensure that it is clearly understood that
the clinician’s estimation of the intervention’s risks and benefits is far less solidly
grounded than in the case of validated practices. The patient’s consent must be based
on an awareness that the device being contemplated has not undergone complete and
rigorous testing on humans and that estimations of its potential are based wholly on
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preclinical and animal studies. Above all, the patient must not be led to believe that
the risks and benefits of the intervention are not better understood than they in fact
are. Another important point is to ensure that the patient understands all of the
options: not simply life or death, but also a life with severely impaired quality.
Although desperate circumstances may legitimate desperate actions, the decision to
take such actions must rest on the informed and voluntary consent of the patient,
certainly for an especially vulnerable patient.

It is important here for a clinician involved in emergency use of an unapproved
device to recognize that these activities constitute a form of practice, albeit nonvali-
dated, and not research. Hence, the primary obligation is to the well-being of the
patient. The patient enters into the relationship with the clinician with the same trust
that accompanies any normal clinical situation. To treat this sort of intervention as if it
were an instance of research, and hence justified by its benefits to science and society,
would be an abuse of this trust.

2.13 ETHICAL ISSUES IN TREATMENT USE

The FDA has adopted regulations authorizing the use of investigational new drugs in
certain circumstances where a patient has not responded to approved therapies. This
treatment use of unapproved new drugs is not limited to life-threatening emergency
situations, but also is available to treat serious diseases or conditions. The FDA has not
approved treatment use of unapproved medical devices, but it is possible that a
manufacturer could obtain such approval by establishing a specific protocol for this
kind of use within the context of an IDE.

The criteria for treatment use of unapproved medical devices would be similar to
criteria for treatment use of investigational drugs: (1) the device is intended to treat a
serious or life-threatening disease or condition, (2) there is no comparable or satisfac-
tory alternative product available to treat that condition, (3) the device is under an
IDE, or has received an IDE exemption, or all clinical trials have been completed and
the device is awaiting approval, and (4) the sponsor is actively pursuing marketing
approval of the investigational device. The treatment use protocol would be submit-
ted as part of the IDE and would describe the intended use of the device, the rationale
for use of the device, the available alternatives and why the investigational product is
preferable, the criteria for patient selection, the measures to monitor the use of the
device and to minimize risk, and technical information that is relevant to the safety
and effectiveness of the device for the intended treatment purpose.

Were the FDA to approve treatment use of unapproved medical devices, what
ethical issues would be posed? First, because such use is premised on the failure of
validated interventions to improve the patient’s condition adequately, it is a form
of practice rather than research. Second, since the device involved in an instance of
treatment use is unapproved, such use would constitute nonvalidated practice. As
such, like emergency use, it should be subject to the FDA’s requirement that prior
preclinical tests and animal studies have been conducted that provide substantial
reason to believe that patient benefit will result. As with emergency use, although
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this does not prevent assessment of the intervention’s benefits and risks from being
highly speculative, it does prevent assessment from being totally speculative. Here,
too, although desperate circumstances can justify desperate action, they do not justify
reckless action. Unlike emergency use, the circumstances of treatment use involve
serious impairment of health rather than the threat of premature death. Hence, an
issue that must be considered is how serious such impairment must be to
justify resorting to an intervention with risks and benefits that have not been solidly
established.

In cases of emergency use, the FDA requires that physicians not create an exception
to an IDE to avoid requirements that would otherwise be in place. As with emergency
use of unapproved devices, the patients involved in treatment uses would be particu-
larly vulnerable patients. Although they are not dying, they are facing serious medical
conditions and are thereby likely to be less able to avoid exploitation than patients
under less desperate circumstances. Consequently, here too it is especially important
that patients be informed of the speculative nature of the intervention and of the
possibility that treatment may result in little to no benefit to them.

2.14 THE ROLE OF THE BIOMEDICAL ENGINEER IN THE FDA PROCESS

On November 28, 1991, the Safe Medical Devices Act of 1990 (Public Law 101-629)
went into effect. This regulation requires a wide range of health care institutions,
including hospitals, ambulatory-surgical facilities, nursing homes, and outpatient
treatment facilities, to report information that “reasonably suggests” the likelihood
that the death, serious injury, or serious illness of a patient at that facility has been
caused or contributed to by a medical device. When a death is device-related, a report
must be made directly to the FDA and to the manufacturer of the device. When a
serious illness or injury is device-related, a report must be made to the manufacturer
or to the FDA in cases where the manufacturer is not known. In addition, summaries
of previously submitted reports must be submitted to the FDA on a semiannual basis.
Prior to this regulation, such reporting was wholly voluntary. This new regulation was
designed to enhance the FDA’s ability to learn quickly about problems related to
medical devices, and it supplements the medical device reporting (MDR) regulations
promulgated in 1984. MDR regulations require that manufacturers and importers
submit reports of device-related deaths and serious injuries to the FDA. The new law
extends this requirement to users of medical devices along with manufacturers and
importers. This act gives the FDA authority over device-user facilities.

The FDA regulations are ethically significant because, by attempting to increase the
FDA’s awareness of medical device-related problems, it attempts to increase that
agency’s ability to protect the welfare of patients. The main controversy over the
FDA’s regulation policies is essentially utilitarian in nature. Skeptics of the law are
dubious about its ability to provide the FDA with much useful information. They
worry that much of the information generated by this new law will simply duplicate
information already provided under MDR regulations. If this were the case, little or no
benefit to patients would accrue from compliance with the regulation. Furthermore,
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these regulations, according to the skeptics, are likely to increase lawsuits filed against
hospitals and manufacturers and will require device-user facilities to implement formal
systems for reporting device-related problems and to provide personnel to operate those
systems. This would, of course, add to the costs of health care and thereby exacerbate the
problem of access to care, a situation that many believe to be of crisis proportions
already. In short, the controversy over FDA policy centers on the worry that its benefits
to patients will be marginal and significantly outweighed by its costs.

Biomedical engineers need to be aware of FDA regulations and the process for FDA
approval of the use of medical devices and systems. These regulatory policies are, in
effect, society’s mechanism for controlling the improper use of these devices.

EXERCISES

-

10

11

12.
13.

14.
15.

Explain the distinction between the terms ethics and morality. Provide
examples that illustrate this distinction in the medical arena.

Provide three examples of medical moral judgments.

What do advocates of the utilitarian school of thought believe?

What does Kantianism expect in terms of the patient’s rights and wishes?
Discuss how the code of ethics for clinical engineers provides guidance to
practitioners in the field.

Discuss what is meant by brainstem death. How is this distinguished from
neocortical death?

Distinguish between active and passive euthanasia as well as voluntary and
involuntary euthanasia. In your view, which, if any, are permissible? Provide
your reasoning and any conditions that must be satisfied to meet your
approval.

If the family of a patient in the intensive care unit submits the individual’s
living will document, should it be honored immediately or should there be a
discussion between physicians and the family? Who should make the
decision? Why?

What constitutes a human experiment? Under what conditions are they
permitted? What safeguards should hospitals have in place?

A biomedical engineer has designed a new sleep apnea monitor. Discuss the
steps that should be taken before it is used in a clinical setting.

Discuss the distinctions between practice, research, and nonvalidated
practice. Provide examples of each in the medical arena.

What are the two major conditions for ethically sound research?
Informed consent is one of the essential factors in permitting humans to
participate in medical experiments. What ethical principles are satisfied by
informed consent? What should be done to ensure it is truly voluntary?
What information should be given to human subjects?

What are the distinctions between feasibility studies and emergency use?
In the practice of medicine, health care professionals use medical devices to
diagnose and treat patients. Therefore, the clinical staff not only needs to
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become knowledgeable and skilled in their understanding of human
physiology, they must also be competent in using the medical tools at their
disposal. This requirement often results in litigation when a device fails.
The obvious question is ““who is to blame?”
Consider the case of a woman undergoing a surgical procedure that
requires the use of a ground plate, i.e., usually an 8-by-11-inch pad that
serves as a return path for any electrical current that comes from
electrosurgical devices used during the procedure. As a result of the
procedure, this woman received a major burn that seriously destroyed
tissue at the site of the ground plate.
(a) Discuss the possible individuals and/or organizations that may have
been responsible for this injury.
(b) Outside of seeking the appropriate responsible party, are there
specific ethical issues here?
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Suggested Reading

At the conclusion of this chapter, the reader will be able to:
m Define anatomy and physiology and explain why they are important to biomedical
engineering.
m Define important anatomical terms.
m Describe the cell theory.

m List the major types of organic compounds and other elements found in cells.
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m Explain how the plasma membrane maintains the volume and internal concentrations of
a cell.

m Calculate the internal osmolarity and ionic concentrations of a model cell at equilibrium.
m List and describe the functions of the major organelles found within mammalian cells.

m Describe the similarities, differences, and purposes of replication, transcription, and
translation.

m List and describe the major components and functions of five organ systems: Circulatory,
respiratory, nervous, skeletal, and muscular.

m Define homeostasis and describe how feedback mechanisms help maintain it.

INTRODUCTION

Since biomedical engineering is an interdisciplinary field based in both engineering
and the life sciences, it is important for biomedical engineers to have knowledge about
and be able to communicate in both areas. Biomedical engineers must understand the
basic components of the body and how they function well enough to exchange ideas
and information with physicians and life scientists. Two of the most basic terms and
areas of study in the life sciences are anatomy and physiology. Anatomy refers to the
internal and external structures of the body and their physical relationships, whereas
physiology refers to the study of the functions of those structures.

Figure 3.1a shows a male body in anatomical position. In this position, the body is
erect and facing forward with the arms hanging at the sides and the palms facing
outward. This particular view shows the anterior (ventral) side of the body, whereas
Figure 3.1c¢ illustrates the posterior (dorsal) view of another male body that is also in
anatomical position and Figure 3.1b presents the lateral view of the female body. In
clinical practice, directional terms are used to describe the relative positions of various
parts of the body. Proximal parts are nearer to the trunk of the body or to the attached
end of a limb than are distal parts (Fig. 3.1a). Parts of the body that are located closer
to the head than other parts when the body is in anatomical position are said to be
superior (Fig. 3.1b), whereas those located closer to the feet than other parts are
termed inferior. Medial implies that a part is toward the midline of the body, whereas
lateral means away from the midline (Fig. 3.1c). Parts of the body that lie in the
direction of the head are said to be in the cranial direction, whereas those parts that lie
in the direction of the feet are said to be in the caudal direction (Fig. 3.2).

Anatomical locations can also be described in terms of planes. The plane that
divides the body into two symmetric halves along its midline is called the midsaggital
plane (Fig. 3.2). Planes that are parallel to the midsaggital plane but do not divide the
body into symmetric halves are called sagittal planes. The frontal plane is perpendicu-
lar to the midsaggital plane and divides the body into asymmetric anterior and
posterior portions. Planes that cut across the body and are perpendicular to the
midsaggital and frontal planes are called transverse planes.

Human bodies are divided into two main regions, axial and appendicular. The
axial part consists of the head, neck, thorax (chest), abdomen, and pelvis whereas the



3.1 INTRODUCTION 75

SUPERIOR
INFERIOR

|

PROXIMAL

DISTAL

MEDIAL
LATERAL

a b C

Figure 3.1 (a) Anterior view of male body in anatomical position. (b) Lateral view of female
body. (c) Posterior view of male body in anatomical position. Relative directions (proximal and
distal, superior and inferior, and medial and lateral) are also shown.

appendicular part consists of the upper and lower extremities. The upper extremities,
or limbs, include the shoulders, upper arms, forearms, wrists, and hands whereas the
lower extremities include the hips, thighs, lower legs, ankles, and feet. The abdominal
region can be further divided into nine regions or four quadrants.

The cavities of the body hold the internal organs. The major cavities are the dorsal
and ventral body cavities and the smaller cavities include the nasal, oral, orbital (eye),
tympanic (middle ear), and synovial (movable joint) cavities. The dorsal body cavity
includes the cranial cavity that holds the brain and the spinal cavity that contains the
spinal cord. The ventral body cavity contains the thoracic and abdominopelvic
cavities that are separated by the diaphragm. The thoracic cavity contains the lungs
and the mediastinum, which contains the heart and its attached blood vessels, the
trachea, the esophagus, and all other organs in this region except for the lungs. The
abdominopelvic cavity is divided by an imaginary line into the abdominal and pelvic
cavities. The former is the largest cavity in the body and holds the stomach, small
and large intestines, liver, spleen, pancreas, kidneys, and gall bladder. The latter
contains the urinary bladder, the rectum, and the internal portions of the reproductive
system.

The anatomical terms described previously are used by physicians, life scientists,
and biomedical engineers when discussing the whole human body or its major parts.
Correct use of these terms is vital for biomedical engineers to communicate with
health care professionals and to understand the medical problem of concern or
interest. Although it is important to be able to use the general terms that describe
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Figure 3.2 The body can be divided into sections by the frontal, sagittal,
and transverse planes. The midsagittal plane goes through the midline of the
body.

the human body, it is also important for biomedical engineers to have a basic under-
standing of some of the more detailed aspects of human anatomy and physiology.

3.2 CELLULAR ORGANIZATION

Although there are many smaller units such as enzymes and organelles that perform
physiological tasks or have definable structures, the smallest anatomical and physio-
logical unit in the human body that can, under appropriate conditions, live and
reproduce on its own is the cell. Cells were first discovered more than 300 years
ago shortly after Antony van Leeuwenhoek, a Dutch optician, invented the micro-
scope. With his microscope, van Leeuwenhoek was able to observe “many very small
animalcules, the motions of which were very pleasing to behold” in tartar scrapings
from his teeth. Following the efforts of van Leeuwenhoek, Robert Hooke, a Curator
of Instruments for the Royal Society of England, in the late 1600s further described
cells when he used one of the earliest microscopes to look at the plant cell walls that
remain in cork. These observations and others led to the cell theory developed by
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Theodor Schwann and Matthias Jakob Schleiden and formalized by Rudolf Virchow
in the mid-1800s. The cell theory states that: (1) all organisms are composed of one or
more cells, (2) the cell is the smallest unit of life, and (3) all cells come from previously
existing cells. Thus, cells are the basic building blocks of life.

Cells are composed mostly of organic compounds and water with more than 60%
of the weight in a human body coming from water. The organic compounds—
carbohydrates, lipids, proteins, and nucleic acids—that cells synthesize are the mol-
ecules that are fundamental to sustaining life. These molecules function as energy
packets, storehouses of energy and hereditary information, structural materials, and
metabolic workers. The most common elements found in humans (in descending
order based on percent of body weight) are oxygen, carbon, hydrogen, nitrogen,
calcium, phosphorus, potassium, sodium, chlorine, magnesium, sulfur, iron, and
iodine. Carbon, hydrogen, oxygen, and nitrogen contribute more than 99% of all
the atoms in the body. Most of these elements are incorporated into organic com-
pounds, but some exist in other forms, such as phosphate groups and ions.

Carbohydrates are used by cells not only as structural materials but also to trans-
port and store energy. There are three classes of carbohydrates: monosaccharides
(e.g., glucose), oligosaccharides (e.g., lactose, sucrose, maltose), and polysaccharides
(e.g., glycogen). Lipids are greasy or oily compounds that will dissolve in each other
but not in water. They form structural materials in cells and are the main reservoirs of
stored energy. Proteins are the most diverse form of biological molecules. Specialized
proteins called enzymes make metabolic reactions proceed at a faster rate than would
occur if the enzymes were not available and enable cells to produce the organic
compounds of life. Other proteins provide structural elements in the body, act as
transport channels across plasma membranes, function as signals for changing activ-
ities, and provide chemical weapons against disease-carrying bacteria. These diverse
proteins are built from a small number (20) of essential amino acids.

Nucleotides and nucleic acids make up the last category of important biological
molecules. Nucleotides are small organic compounds that contain a five-carbon sugar
(ribose or deoxyribose), a phosphate group, and a nitrogen-containing base that has a
single or double carbon ring structure. Adenosine triphosphate (ATP) is the energy
currency of the cell and plays a central role in metabolism. Other nucleotides are
subunits of coenzymes which are enzyme helpers. The two nucleic acids are deoxy-
ribonucleic acid (DNA) and ribonucleic acid (RNA). DNA (Fig. 3.3) is a unique,
helical molecule that contains chains of paired nucleotides that run in opposite
directions. Each nucleotide contains either a pyrimidine base—thymine (T) or cyto-
sine (C)—with a single ring structure or a purine base—adenine (A) or guanine (G)—
with a double ring. In the double helix of DNA, thymine always pairs with adenine
(T-A) and cytosine always pairs with guanine (C-G). RNA is similar to DNA except
that it consists of a single helical strand, contains ribose instead of deoxyribose, and
has uracil (U) instead of thymine.

All cells are surrounded by a plasma membrane that separates, but does not isolate,
the cell’s interior from its environment. Animal cells, such as those found in humans,
are eukaryotic cells. A generalized animal cell is shown in Figure 3.4. In addition to
the plasma membrane, eukaryotic cells contain membrane-bound organelles and a
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Figure 3.3 (a) DNA consists of two chains of paired nucleotides that
run in opposite directions and form a helical structure. (b) Thymine pairs
with adenine (T-A) and cytosine pairs with guanine (C-G) due to hydrogen
bonding between the bases.
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Figure 3.4 Animal cells are surrounded by a plasma membrane. They contain a mem-
brane-boundregion, the nucleus, which contains DNA. The cytoplasm lies outside of the nucleus
and contains several types of organelles that perform specialized functions.

membrane-bound nucleus. Prokaryotic cells (e.g., bacteria) lack membrane-bound
structures other than the plasma membrane. In addition to a plasma membrane, all
cells have a region that contains DNA (which carries the hereditary instructions for
the cell) and cytoplasm (which is a semifluid substance that includes everything inside
the plasma membrane except for the DNA).
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3.2.1 Plasma Membrane

The plasma membrane performs several functions for the cell. It gives mechanical
strength, provides structure, helps with movement, and controls the cell’s volume and
its activities by regulating the movement of chemicals in and out of the cell. The
plasma membrane is composed of two layers of phospholipids interspersed with
proteins and cholesterol (Fig. 3.5). The proteins in the plasma membranes of mam-
malian cells provide binding sites for hormones, recognition markers for identifying
cells as one type or another, adhesive mechanisms for binding adjacent cells to each
other, and channels for transporting materials across the plasma membrane. The
phospholipids are arranged with their “water loving” (hydrophilic) heads pointing
outward and their “water fearing” (hydrophobic) tails pointing inward. This double-
layer arrangement of phospholipids interspersed with protein channels helps maintain
the internal environment of a cell by controlling the substances that move across the
membrane, whereas the cholesterol molecules act as stabilizers to prevent extensive
lateral movement of the lipid molecules.

Some molecules (e.g., oxygen, carbon dioxide, and water) can easily cross the
plasma membrane, whereas other substances (e.g., large molecules and ions) must
move through the protein channels. Osmosis is the process by which substances move
across a selectively permeable membrane such as a cell’s plasma membrane, whereas
diffusion refers to the movement of molecules from an area of relatively high concen-
tration to an area of relatively low concentration. Substances that can easily cross the
plasma membrane achieve diffusion equilibrium when there is no net movement of
these substances across the membrane (i.e., the concentration of the substance inside
the cell equals the concentration of the substance outside of the cell). Active transport,
which requires an input of energy, usually in the form of ATP, can be used to move ions
and molecules across the plasma membrane and is often used to move them from areas
of low concentration to areas of high concentration. This mechanism helps maintain
concentrations of ions and molecules inside a cell that are different from the concen-
trations outside the cell. A typical mammalian cell has internal sodium ion (Na™)
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Figure 3.5 The plasma membrane surrounds all cells. It consists of a double layer of phospho-
lipids interspersed with proteins and cholesterol.
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concentrations of 12 mM (12 moles of Na™ per 1000 liters of solution) and extracel-
lular Na™ concentrations of 120 mM, whereas intracellular and extracellular potas-
sium ion (K*) concentrations are on the order of 125 mM and 5 mM, respectively. In
addition to positively charged ions (cations), cells also contain negatively charged ions
(anions). A typical mammalian cell has intracellular and extracellular chloride ion
(CI™) concentrations of 5 mM and 125 mM and internal anion (e.g., proteins, charged
amino acids, sulfate ions, and phosphate ions) concentrations of 108 mM. These
transmembrane ion gradients are used to make ATP, to drive various transport
processes, and to generate electrical signals.

Example Problem 3.1
How many molecules of sodium and potassium ions would a cell that has a volume of
2 nl contain?

Solution

Assuming that the intracellular concentrations of Na® and K" are 12mM and
125 mM, respectively, the number of molecules for each can be determined by using
the volume of the cell and Avogadro’s number.

I lecul

Na': 125 ot)n(;) E:ers % 6.023 x 103 —m(;ne;‘; 2 %107 liters = 1.45 x 103 molecules
| lecul

K+ 125% % 6.023 x 1023% % 2% 10~ liters = 1.51 x 10'* molecules

The plasma membrane plays an important role in regulating cell volume by controlling
the internal osmolarity of the cell. Osmolarity is defined in terms of concentration of
dissolved substances. A 1 osmolar (1 Osm) solution contains 1 mole of dissolved
particles per liter of solution whereas a 1 milliosmolar (1 mOsm) solution has 1 mole
of dissolved particles per 1000 liters of solution. Thus, solutions with high osmolarity
have low concentrations of water or other solvents. For biological purposes, solutions
with 0.1 Osm glucose and 0.1 Osm urea have essentially the same concentrations of
water. It is important to note that a 0.1 M solution of sodium chloride (NaCl) will form
a 0.2 Osm solution since NaCl dissociates into Na™ and Cl™ ions and thus has twice as
many dissolved particles as a solution of a substance (e.g., glucose) that does not
dissociate into smaller units. Two solutions are isotonic if they have the same osmolar-
ity. One solution is hypotonic to another if it has a lower osmolarity and hypertonic to
another if it has a higher osmolarity. It is important to note that tonicity (isotonic,
hypotonic, or hypertonic) is determined by only those molecules that cannot cross the
plasma membrane since molecules that can freely cross will eventually reach equilib-
rium with the same concentration inside and outside of the cell.

Consider a simple model cell that consists of a plasma membrane and cytoplasm.
The cytoplasm in this model cell contains proteins that cannot cross the plasma
membrane and water which can. At equilibrium, the total osmolarity inside the cell
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must equal the total osmolarity outside the cell. If the osmolarity inside and the
osmolarity outside of the cell are out of balance, there will be a net movement of
water from the side of the plasma membrane where it is more highly concentrated to
the other side until equilibrium is achieved. For example, assume that a model cell
(Fig. 3.6) contains 0.2 M protein and is placed in a hypotonic solution that contains
0.1 M sucrose. The plasma membrane of this model cell is impermeable to proteins
and sucrose but freely permeable to water. The volume of the cell, 1 nl, is very small
relative to the volume of the solution. In other words, changes in the cell’s volume
have no measurable effect on the volume of the external solution. What will happen
to the volume of the cell as it achieves equilibrium?

At equilibrium, the osmolarity inside the cell must equal the osmolarity outside the
cell. The initial osmolarity inside the cell is 0.2 Osm since the proteins do not dissoci-
ate into smaller units. The osmolarity outside the cell is 0.1 Osm due to the sucrose
solution. A 0.2 Osm solution has 0.2 moles of dissolved particles per liter of solution
whereas a 0.1 Osm solution has half as many moles of dissolved particles per liter. The
osmolarity inside the cell must decrease by a factor of 2 in order to achieve equilib-
rium. Since the plasma membrane will not allow any of the protein molecules to leave
the cell, this can only be achieved by doubling the cell’s volume. Thus, there will be a
net movement of water across the plasma membrane until the cell’s volume increases
to 2nl and the cell’s internal osmolarity is reduced to 0.1 Osm—the same as the
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Figure 3.6 A simple model cell which consists of cytoplasm, containing
0.2 M proteins, and a plasma membrane is placed in a solution of 0.1 M
sucrose. The plasma membrane is insoluble to proteins and sucrose but
allows water to pass freely in either direction. The full extent of the extra-
cellular volume is not shown and is much larger than the cell’s volume
of 1nl.
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osmolarity of the external solution. The water moves down its concentration gradient
by diffusing from where it is more highly concentrated in the 0.1 M sucrose solution to
where it is less concentrated in the 0.2 M protein solution in the cell.

Example Problem 3.2

What would happen to the model cell in Figure 3.6 if it were placed in pure water?

Solution

Water can pass through the plasma membrane and would flow down its concentration
gradient from where it is more concentrated (outside of the cell) to where it is less
concentrated (inside of the cell). Eventually, enough water would move into the cell to
rupture the plasma membrane since the concentration of water outside of the cell
would be higher than the concentration of water inside of the cell as long as there were
proteins trapped within the cell. [

Example Problem 3.3

Assume that the model cell in Figure 3.6 has an initial volume of 2 nl and contains
0.2 M protein. The cell is placed in a large volume of 0.2 M NaCl. In this model,
neither Na® nor Cl~ can cross the plasma membrane and enter the cell. Is the 0.2 M
NaCl solution hypotonic, isotonic, or hypertonic relative to the osmolarity inside the
cell? Describe what happens to the cell as it achieves equilibrium in this new environ-
ment. What will be the final osmolarity of the cell? What will be its final volume?

Solution

The osmolarity inside the cell is 0.2 Osm. The osmolarity of the 0.2 M NaCl solution
is 0.4 Osm (0.2 Osm Na* + 0.2 0sm CI™). Thus, the NaCl solution is hypertonic
relative to the osmolarity inside the cell (osmolaritygyige > 0smolarityjngqe). Since
none of the particles (protein, Na®, and Cl~) can cross the membrane, water will
move out of the cell until the osmolarity inside the cell is 0.4 Osm. This will be
achieved when the volume inside the cell has been reduced from 2 nl to 1 nl.

CiVi =GV,
0.2 Osm
040sm < 2=V
1 1’11 = Vz |

Real cells are much more complex than the simple model described here. In addition
to achieving osmotic balance at equilibrium, real cells must also achieve electrical
balance with regard to the ions that are present in the cytoplasm. The principle of
electrical neutrality requires that the overall concentration of cations in a biological
compartment (e.g., a cell) must equal the overall concentration of anions in that
compartment. Consider another model cell (Fig. 3.7) with internal and external
cation and anion concentrations similar to those of a typical mammalian cell. Is the
cell at equilibrium if the plasma membrane is freely permeable to K™ and CI~ but



3.2 CELLULAR ORGANIZATION 83

impermeable to Na™ and the internal anions? The total osmolarity inside the cell is
250mOsm (12mM Na™, 125 mM K™, SmM Cl~, 108 mM anions) while the total
osmolarity outside the cell is also 250 mOsm (120 mM Na*, 5mM K*, 125 mM CI")
so the cell is in osmotic balance (i.e., there will be no net movement of water across
the plasma membrane). If the average charge per molecule of the anions inside the cell
is considered to be —1.2, then the cell is also approximately in electrical equilibrium
(12 + 125 positive charges for Na*™ and K*; 5 + 1.2 x 108 negative charges for Cl~
and the other anions). Real cells, however, cannot maintain this equilibrium without
expending energy since real cells are slightly permeable to Na™. In order to maintain
equilibrium and keep Na™ from accumulating intracellularly, mammalian cells must
actively pump Na™ out of the cell against its diffusion and electrical gradients. Since
Na™ is pumped out through specialized protein channels at a rate equivalent to the
rate at which it leaks in through other channels, it behaves osmotically as if it cannot
cross the plasma membrane. Thus, mammalian cells exist in a steady state, rather than
at equilibrium, since energy in the form of ATP must be used to prevent a net
movement of ions across the plasma membrane.

Example Problem 3.4
Consider a simple model cell, such as the one in Figure 3.7, which has the following
ion concentrations. Is the cell at equilibrium? Explain your answer.

lon Intracellular Extracellular
Concentration (mM) Concentration (mM)

K* 158 4
Na® 20 163
Cl” 52 167
A” 104 -
INTRACELLULAR FLUID PLASMA MEMBRANE
\

WATER
K+

Cl-
108 mM ANIONS
12 mM Na-

125 mM K+ 120 mM Na+
mM CI- 5 mM K+
125 mMCl-

EXTRACELLULAR FLUID

Figure 3.7 A model cell with internal and external concentrations similar to those
of a typical mammalian cell. The full extent of the extracellular volume is not shown and
is much larger than the cell’s volume.
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Solution

Yes. The cell is both electrically and osmotically at equilibrium because the charges
within the inside and outside compartments are equal and the osmolarity inside the
cell equals the osmolarity outside of the cell.

Inside Outside
Positive 158 4+20 =178 mM 4+163 =167mM
Negative 52+12x104 =177mM 167 mM
178 mMpos = 177 mMyeq 167 mMpos = 167 mMeg
Osmolarity 158 +20 + 52 4+ 104 = 334 mM 44163 +167 =334mM

334 mMipside = 334 mMMusside
|

One of the consequences of the distribution of charged particles in the intracellular
and extracellular fluids is that an electrical potential exists across the plasma mem-
brane. The value of this electrical potential depends on the intracellular and extracel-
lular concentrations of ions that can cross the membrane and will be described more
fully in Chapter 11.

In addition to controlling the cell’s volume, the plasma membrane also provides a
route for moving large molecules and other materials into and out of the cell.
Substances can be moved into the cell by means of endocytosis (Fig. 3.8a) and out
of the cell by means of exocytosis (Fig. 3.8b). In endocytosis, material (e.g., a bacter-
ium) outside of the cell is engulfed by a portion of the plasma membrane that encircles
it to form a vesicle. The vesicle then pinches off from the plasma membrane and
moves its contents to the inside of the cell. In exocytosis, material within the cell is
surrounded by a membrane to form a vesicle. The vesicle then moves to the edge of
the cell where its membrane fuses with the plasma membrane and its contents are
released to the exterior of the cell.

3.2.2 Cytoplasm and Organelles

The cytoplasm contains fluid (cytosol) and organelles. Tons (such as Nat, K*,
and CI7) and molecules (such as glucose) are distributed through the cytosol
via diffusion. Membrane-bound organelles include the nucleus, rough and smooth
endoplasmic reticulum, the Golgi apparatus, lysosomes, and mitochondria. Nonmem-
branous organelles include nucleoli, ribosomes, centrioles, microvilli, cilia,
flagella, and the microtubules, intermediate filaments, and microfilaments of the
cytoskeleton.

The nucleus (Fig. 3.4) consists of the nuclear envelope (a double membrane) and
the nucleoplasm (a fluid that contains ions, enzymes, nucleotides, proteins, DNA, and
small amounts of RNA). Within its DNA, the nucleus contains the instructions for
life’s processes. Nuclear pores are protein channels that act as connections for ions
and RNA, but not proteins or DNA, to leave the nucleus and enter the cytoplasm and
for some proteins to enter the nucleoplasm. Most nuclei contain one or more nucleoli.
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Figure 3.8 Substances that are too large to pass through the integral proteins in the
plasma membrane can be moved into the cell by means of endocytosis (a) and out of the cell
by means of exocytosis (b).

Each nucleolus contains DNA, RNA, and proteins and synthesizes the components of
the ribosomes that cells use to make proteins.

The smooth and rough endoplasmic reticulum (ER), Golgi apparatus, and assorted
vesicles (Figs. 3.4, 3.9a, and 3.9b) make up the cytomembrane system which delivers
proteins and lipids for manufacturing membranes and accumulates and stores pro-
teins and lipids for specific uses. The ER also acts as a storage site for calcium ions.
The rough ER differs from the smooth ER in that it has ribosomes attached to its
exterior surface. Ribosomes provide the platforms for synthesizing proteins. Those
that are synthesized on the rough ER are passed into its interior where nonproteina-
ceous side chains are attached to them. These modified proteins move to the smooth
ER where they are packaged in vesicles. The smooth ER also manufactures and
packages lipids into vesicles and is responsible for releasing stored calcium ions.
The vesicles leave the smooth ER and become attached to the Golgi apparatus
where their contents are released, modified, and repackaged into new vesicles. Some
of these vesicles, called lysosomes, contain digestive enzymes which are used to break
down materials that move into the cells via endocytosis. Other vesicles contain
proteins such as hormones and neurotransmitters that are secreted from the cells by
means of exocytosis.

The mitochondria (Figs. 3.9c and 3.10) contain two membranes: an outer mem-
brane that surrounds the organelle and an inner membrane that divides the organelle’s
interior into two compartments. Approximately 95% of the ATP required by the cell
is produced in the mitochondria in a series of oxygen-requiring reactions which
produce carbon dioxide as a byproduct. Mitochondria are different from most
other organelles in that they contain their own DNA. The majority of the mitochon-
dria in sexually reproducing organisms, such as humans, come from the mother’s egg
cell because the father’s sperm contributes little more than the DNA in a haploid (half)
set of chromosomes to the developing offspring.

Microtubules, intermediate filaments, and microfilaments provide structural sup-
port and assist with movement. Microtubules are long, hollow, cylindrical structures
that radiate from microtubule organizing centers and, during cell division, from
centrosomes, a specialized region of the cytoplasm that is located near the nucleus
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Figure 3.9 Subcellular organelles. The endoplasmic reticulum (a), the Golgi apparatus (b), and
vesicles (b) make up the cytomembrane system in the cell. The small circles on the endoplasmic
reticulum (ER) represent ribosomes. The area containing ribosomes is called the rough ER and the
area that lacks ribosomes is called the smooth ER. The mitochondria (c) have a double membrane
system which divides the interior into two compartments that contain different concentrations of
enzymes, substrates, and hydrogen ions (H"). Electrical and chemical gradients between the inner
and outer compartments provide the energy needed to generate ATP.

Figure 3.10 Scanning electron micrograph of a normal mouse liver at 8000X magnifica-
tion. The large round organelle on the left is the nucleus. The smaller round and oblong
organelles are mitochondria that have been sliced at different angles. The narrow membranes
in parallel rows are endoplasmic reticula. The small black dots on the ERs are ribosomes (Photo
courtesy of Valerie Knowlton, Center for Electron Microscopy, North Carolina State University).
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and contains two centrioles (Figs. 3.4 and 3.11a) oriented at right angles to each
other. Microtubules consist of spiraling subunits of a protein called tubulin, whereas
centrioles consist of nine triplet microtubules that radiate from their centers like the
spokes of a wheel. Intermediate filaments are hollow and provide structure to the
plasma membrane and nuclear envelope. They also aid in cell-to-cell junctions and in
maintaining the spatial organization of organelles. Myofilaments are found in most
cells and are composed of strings of protein molecules. Cell movement can occur
when actin and myosin, protein subunits of myofilaments, interact. Microvilli
(Fig. 3.11b) are extensions of the plasma membrane that contain microfilaments.
They increase the surface area of a cell to facilitate absorption of extracellular
materials.

Cilia (Fig. 3.11c¢) and flagella are parts of the cytoskeleton that have shafts com-
posed of nine pairs of outer microtubules and two single microtubules in the center.
Both types of shafts are anchored by a basal body which has the same structure as a
centriole. Flagella function as whiplike tails that propel cells such as sperm. Cilia are
generally shorter and more profuse than flagella and can be found on specialized cells
such as those that line the respiratory tract. The beating of the cilia helps move mucus-
trapped bacteria and particles out of the lungs.

3.2.3 DNA and Gene Expression

DNA (Fig. 3.3) is found in the nucleus and mitochondria of eukaryotic cells. In
organisms that reproduce sexually, the DNA in the nucleus contains information
from both parents whereas that in the mitochondria comes from the organism’s
mother. In the nucleus, the DNA is wrapped around protein spools, called nucleo-
somes, and is organized into pairs of chromosomes. Humans have 22 pairs of auto-
somal chromosomes and two sex chromosomes, XX for females and XY for males
(Fig. 3.12). If the DNA from all 46 chromosomes in a human somatic cell (i.e., any cell

MICROTUBULES

6 MICROVILLI

a b c
Figu re 3.11 Centrioles (a) contain microtubules and are located at right angles to each
other in the cell’s centrosome. These organelles play an important part in cell division by
anchoring the microtubules that are used to divide the cell’s genetic material. Microvilli (b),
which are extensions of the plasma membrane, line the villi (tiny fingerlike protrusions in the
mucosa of the small intestine) and help increase the area available for the absorption of
nutrients. Cilia (c) line the respiratory tract. The beating of these organelles helps move
bacteria and particles trapped in mucus out of the lungs.
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Figure 3.12 This karyotype of a normal human male shows the 22 pairs of autosomal chromo-
somes in descending order based on size, as well as the X and Y sex chromosomes.

that does not become an egg or sperm cell) was stretched out end to end, it would be
about 2 nm wide and 2 m long. Each chromosome contains thousands of individual
genes that are the units of information about heritable traits. Each gene has a
particular location in a specific chromosome and contains the code for producing
one of the three forms of RNA (ribosomal RNA, messenger RNA, and transfer RNA).
The Human Genome Project was begun in 1990 and had as its goal to first identify the
location of at least 3000 specific human genes and then to determine the sequence of
nucleotides (about 3 billion!) in a complete set of haploid human chromosomes (one
chromosome from each of the 23 pairs). See Chapter 13 for more information about
the Human Genome Project.

DNA replication occurs during cell division (Fig. 3.13). During this semiconserva-
tive process, enzymes unzip the double helix, deliver complementary bases to the
nucleotides, and bind the delivered nucleotides into the developing complementary
strands. Following replication, each strand of DNA is duplicated so that two double
helices now exist, each consisting of one strand of the original DNA and one new
strand. In this way, each daughter cell gets the same hereditary information that was
contained in the original dividing cell. During replication, some enzymes check for
accuracy while others repair pairing mistakes so that the error rate is reduced to
approximately one per billion.

Since DNA remains in the nucleus where it is protected from the action of the cell’s
enzymes and proteins are made on ribosomes outside of the nucleus, a method
(transcription) exists for transferring information from the DNA to the cytoplasm.
During transcription (Fig. 3.14), the sequence of nucleotides in a gene that codes for a
protein is transferred to messenger RNA (mRNA) through complementary base
pairing of the nucleotide sequence in the gene. For example, a DNA sequence of
TACGCTCCGATA would become AUGCGAGGCUAU in the mRNA. The process is
somewhat more complicated since the transcript produced directly from the DNA
contains sequences of nucleotides, called introns, that are removed before the final
mRNA is produced. The mRNA also has a tail, called a poly-A tail, of about 100-200
adenine nucleotides attached to one end. A cap with a nucleotide that has a methyl
group and phosphate groups bonded to it is attached at the other end of the mRNA.
Transcription differs from replication in that (1) only a certain stretch of DNA acts as
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Figure 3.13 During replication, DNA helicase (shown as a black wedge in b) unzips the double
helix (a). Another enzyme, DNA polymerase, then copies each side of the unzipped chain in the 5" to 3’
direction. One side of the chain (5’ to 3") can be copied continuously while the opposite side (3" to 5') is
copied in small chunks in the 5" to 3’ direction that are bound together by another enzyme, DNA ligase.
Two identical double strands of DNA are produced as a result of replication.

the template and not the whole strand, (2) different enzymes are used, and (3) only a
single strand is produced.

After being transcribed, the mRNA moves out into the cytoplasm through the
nuclear pores and binds to specific sites on the surface of the two subunits that make
up a ribosome (Fig. 3.15). In addition to the ribosomes, the cytoplasm contains amino
acids and another form of RNA, transfer RNA (tRNA). Each tRNA contains a triplet
of bases, called an anticodon, and binds at an area away from the triplet to an amino
acid that is specific for that particular anticodon. The mRNA that was produced from
the gene in the nucleus also contains bases in sets of three. Each triplet in mRNA is
called a codon. The four possibilities for nucleotides (A, U, C, G) in each of the three



20

CHAPTER 3 ANATOMY AND PHYSIOLOGY

Figure 3.14 During transcription, RNA is formed from genes in the cell’s DNA by complementary
base pairing to one of the strands. RNA contains uracil (U) rather than thymine (T) so the T in the first two
pairs of the DNA become Us in the single stranded RNA.

places give rise to 64 (4%) possible codons. These 64 codons make up the genetic
code. Each codon codes for a specific amino acid, but some amino acids are
specified by more than one codon (see Table 3.1). For example, AUG is the only
mRNA codon for methionine (the amino acid that always signals the starting place for
translation—the process by which the information from a gene is used to produce a
protein) whereas UUA, UUG, CUU, CUC, CUA, and CUG are all codons for leucine.
The anticodon on the tRNA that delivers the methionine to the ribosome is UAC,
whereas tRNAs with anticodons of AAU, AAC, GAA, GAG, GAU, and GAC deliver
leucine.

During translation, the mRNA binds to a ribosome and tRNA delivers amino
acids to the growing polypeptide chain in accordance with the codons specified
by the mRNA. Peptide bonds are formed between each newly delivered amino
acid and the previously delivered one. When the amino acid is bound to the growing
chain, it is released from the tRNA, and the tRNA moves off into the cytoplasm where
it joins with another amino acid that is specified by its anticodon. This process
continues until a stop codon (UAA, UAG, or UGA) is reached on the mRNA.
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Figure 3.15 Following transcription from DNA and processing in the nucleus, mRNA moves from
the nucleus to the cytoplasm. In the cytoplasm, the mRNA joins with a ribosome to begin the process of
translation. During translation, tRNA delivers amino acids to the growing polypeptide chain. Which
amino acid is delivered depends on the three-base codon specified by the mRNA. Each codon is
complementary to the anticodon of a specific tRNA. Each tRNA binds to a particular amino acid at a
site that is opposite the location of the anticodon. For example, the codon CUG in mRNA is comple-
mentary to the anticodon GAC in the tRNA that carries leucine and will result in adding the amino acid
leucine to the polypeptide chain.

The protein is then released into the cytoplasm or into the rough ER for further
modifications.

Example Problem 3.5

Consider a protein that contains the amino acids asparagine, phenylalanine, histidine,
and serine in sequence. Which nucleotide sequences on DNA (assuming that there were
no introns) would result in this series of amino acids? What would be the anticodons for
the tRNAs that delivered these amino acids to the ribosomes during translation?

Solution

The genetic code (Table 3.1) provides the sequence for the mRNA codons that specify
these amino acids. The mRNA codons can be used to determine the sequence in the
original DNA and the anticodons of the tRNA since the mRNA bases must pair with
the bases in both DNA and tRNA. Note that DNA contains thymine (T) but no uracil
(U) and that both mRNA and tRNA contain U and not T. See Figs. 3.3 and 3.14 for
examples of base pairing.
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Asparagine (Asn) Phenylalanine Histidine (His) Serine (Ser)

(Phe)
mRNA codon AAU or AAC UUU or UUC CAU or CAC UC(A, G, U,
DNA TTA or TTG AAA or AAG GTA or GTG AC(;(IT?)C, A,
tRNA UUA or UUG AAA or AAG GUA or GUG AGO(rU?)C, A,
anticodon or G)

|
3.3 TISSUES

Groups of cells and surrounding substances that function together to perform one or
more specialized activities are called tissues (Fig. 3.16). There are four primary types
of tissue in the human body: epithelial, connective, muscle, and nervous. Epithelial
tissues are either composed of cells arranged in sheets that are one or more layers thick
or are organized into glands that are adapted for secretion. They are also character-
ized by having a free surface (e.g., the inside surface of the intestines or the outside of
the skin) and a basilar membrane. Typical functions of epithelial tissue include
absorption (lining of the small intestine), secretion (glands), transport (kidney

TABLE 3.1 The genetic code

First base Second base Third base

A U G C

A Lys Ile Arg Thr A
Asn Ile Ser Thr U
Lys Met - Start Arg Thr G
Asn Ile Ser Thr C

U Stop Leu Stop Ser A
Tyr Phe Cys Ser U
Stop Leu Trp Ser G
Tyr Phe Cys Ser C

G Glu Val Gly Ala A
Asp Val Gly Ala U
Glu Val Gly Ala G
Asp Val Gly Ala C

C Gln Leu Arg Pro A
His Leu Arg Pro U
Gln Leu Arg Pro G
His Leu Arg Pro C

Amino acid 3-letter and 1-letter codes: Ala (A) = Alanine: Arg (R) = Arginine; Asn (N) =
Asparagine; Asp (D) = Aspartic acid; Cys (C) = Cysteine; Glu (E) = Glutamic acid; Gln (Q)
= Glutamine; Gly (G) = Glycine; His (H) = Histidine; lle (I) = Isoleucine; Leu (L) Leucine;
Lys (K) = Lysine; Met (M) = Methionine; Phe (F) = Phenylalanine; Pro (P) = Proline; Ser (S)
= Serine; Thr (T) = Threonine; Trp (W) = Tryptophan; Tyr (Y) = Tyrosine; Val (V) = Valine.



3.3 TISSUES

93

tubules), excretion (sweat glands), protection (skin, Fig. 3.16a), and sensory reception
(taste buds). Connective tissues are the most abundant and widely distributed.
Connective tissue proper can be loose (loosely woven fibers found around and
between organs), irregularly dense (protective capsules around organs), and regularly
dense (ligaments and tendons), whereas specialized connective tissue includes blood
(Fig. 3.16b), bone, cartilage, and adipose tissue. Muscle tissue provides movement for
the body through its specialized cells that can shorten in response to stimulation and
then return to their uncontracted state. Figure 3.16c shows the three types of
muscle tissue: skeletal (attached to bones), smooth (found in the walls of blood
vessels), and cardiac (found only in the heart). Nervous tissue consists of neurons
(Fig. 3.16d) that conduct electrical impulses and glial cells that protect, support, and
nourish neurons.
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Figure 3.16 Four tissue types. Skin (a) is a type of epithelial tissue that helps protect the body.
Blood (b) is a specialized connective tissue. There are three types of muscle tissue (c): cardiac, skeletal,
and smooth. Motor neurons (d) are a type of nervous tissue that conduct electrical impulses from the
central nervous system to effector organs such as muscles.
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3.4 MAJOR ORGAN SYSTEMS

Combinations of tissues that perform complex tasks are called organs, and organs that
function together form organ systems. The human body has 11 major organ systems:
integumentary, endocrine, lymphatic, digestive, urinary, reproductive, circulatory,
respiratory, nervous, skeletal, and muscular. The integumentary system (skin, hair,
nails, and various glands) provides protection for the body. The endocrine system
(ductless glands such as the thyroid and adrenals) secretes hormones that regulate
many chemical actions within cells. The lymphatic system (glands, lymph nodes,
lymph, lymphatic vessels) returns excess fluid and protein to the blood and helps
defend the body against infection and tissue damage. The digestive system (stomach,
intestines, and other structures) ingests food and water, breaks food down into small
molecules that can be absorbed and used by cells, and removes solid wastes. The
urinary system (kidneys, ureters, urinary bladder, and urethra) maintains the fluid
volume of the body, eliminates metabolic wastes, and helps regulate blood pressure
and acid-base and water—salt balances. The reproductive system (ovaries, testes,
reproductive cells, and accessory glands and ducts) produces eggs or sperm and
provides a mechanism for the production and nourishment of offspring. The circula-
tory system (heart, blood, and blood vessels) serves as a distribution system for the
body. The respiratory system (airways and lungs) delivers oxygen to the blood from
the air and carries away carbon dioxide. The nervous system (brain, spinal cord,
peripheral nerves, and sensory organs) regulates most of the body’s activities by
detecting and responding to internal and external stimuli. The skeletal system
(bones and cartilage) provides protection and support as well as sites for muscle
attachments, the production of blood cells, and calcium and phosphorus storage.
The muscular system (skeletal muscle) moves the body and its internal parts, main-
tains posture, and produces heat. Although biomedical engineers have made major
contributions to understanding, maintaining, and/or replacing components in each of
the eleven major organ systems, only the last five in the preceding list will be examined
in greater detail.

3.4.1 Circulatory System

The circulatory system (Fig. 3.17) delivers nutrients and hormones throughout the
body, removes waste products from tissues, and provides a mechanism for regulating
temperature and removing the heat generated by the metabolic activities of the body’s
internal organs. Every living cell in the body is no more than 10-100 pum from a
capillary (small blood vessels with walls only one cell thick that are 8 um in diameter,
approximately the same size as a red blood cell). This close proximity allows oxygen,
carbon dioxide, and most other small solutes to diffuse from the cells into the
capillary or from the capillary into the cells with the direction of diffusion determined
by concentration and partial pressure gradients.

The heart (Fig. 3.18), the pumping station that moves blood through the blood
vessels, consists of two pumps—the right side and the left side. Each side has one
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Figure 3.17 (a) The distribution of the main arteries in the body which carry blood away from the
heart. (b) The distribution of the main veins in the body which return the blood to the heart.

chamber (the atrium) that receives blood and another chamber (the ventricle) that
pumps the blood away from the heart. The right side moves deoxygenated blood that
is loaded with carbon dioxide from the body to the lungs, and the left side receives
oxygenated blood that has had most of its carbon dioxide removed from the lungs and
pumps it to the body. The vessels that lead to and from the lungs make up the
pulmonary circulation, and those that lead to and from the rest of the tissues in the
body make up the systemic circulation (Fig. 3.19). Blood vessels that carry blood away
from the heart are called arteries and those that carry blood toward the heart are
called veins. The pulmonary artery is the only artery that carries deoxygenated blood,
and the pulmonary vein is the only vein that carries oxygenated blood. The average
adult has about 5 L of blood with 80-90% in the systemic circulation at any one time;
75% of the blood is in the systemic circulation in the veins, 20% in the arteries, and
5% in the capillaries. Cardiac output is the product of the heart rate and the volume of
blood pumped from the heart with each beat (i.e., the stroke volume). Each time the
heart beats, about 80 ml of blood leave the heart. Thus, it takes about 60 beats for the
average red blood cell to make one complete cycle of the body.

In the normal heart, the cardiac cycle, which refers to the repeating pattern of
contraction (systole) and relaxation (diastole) of the chambers of the heart, begins
with a self-generating electrical pulse in the pacemaker cells of the sinoatrial node
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Figure 3.18 (a) The outside of the heart as seen from its anterior side. (b) The same view after the
exterior surface of the heart has been removed. The four interior chambers—right and left atria and right
and left ventricles—are visible, as are several valves.
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Figure 3.19 Oxygenated blood leaves the heart through the aorta. Some of the blood is sent to
the head and upper extremities and torso, whereas the remainder goes to the lower torso and extrem-
ities. The blood leaves the aorta and moves into other arteries, then into smaller arterioles, and finally into
capillary beds where nutrients, hormones, gases, and waste products are exchanged between the
nearby cells and the blood. The blood moves from the capillary beds into venules and then into veins.
Blood from the upper part of the body returns to the right atrium of the heart through the superior vena
cava, whereas blood from the lower part of the body returns through the inferior vena cava. The blood
then moves from the right atrium to the right ventricle and into the pulmonary system through the
pulmonary artery. After passing through capillaries in the lungs, the oxygenated blood returns to the left
atrium of the heart through the pulmonary vein. It moves from the left atrium to the left ventricle and
then out to the systemic circulation through the aorta to begin the same trip over again.
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(Fig. 3.20). This rapid electrical change in the cells is the result of the movement of
ions across their plasma membranes. The permeability of the plasma membrane to
Na' changes dramatically and allows these ions to rush into the cell. This change in
the electrical potential across the plasma membrane from one in which the interior of
the cell is more negative than the extracellular fluid (approximately —90 mV) to one
in which the interior of the cell is more positive than the extracellular fluid (approxi-
mately 20 mV) is called depolarization. After a very short period of time (<0.3s),
changes in the membrane and activation of the sodium-potassium pumps result in
repolarization, the restoration of the original ionic balance in the cells. The entire
electrical event in which the polarity of the potential across the plasma membrane
rapidly reverses and then becomes reestablished is called an action potential. The cells
in the sinoatrial node depolarize on the average of every 0.83 s in a typical adult at
rest. This gives a resting heart rate of 72 beats per minute with about 3 of each beat
spent in diastole and 3 in systole.

Cardiac cells are linked and tightly coupled so that action potentials spread from
one cell to the next. Activation wavefronts move across the atria at arate of about 1 m/s.
When cardiac cells depolarize, they also contract. The contraction process in the atria
(atrial systole) moves blood from the right atrium to the right ventricle and from the
left atrium to the left ventricle (Fig. 3.21). The activation wavefront then moves to the
atrioventricular (AV) node where it slows to a rate of about 0.05 m/s to allow time for
the ventricles to completely fill with the blood from the atria. After leaving the AV
node, the activation wavefront moves to specialized conduction tissue, the Purkinje
system, which spreads the wavefront very rapidly (at about 3 m/s) to many cells in
both venricles. The activation wavefront spreads through ventricular tissue at about
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Figure 3.20 Pacemaker cells in the sinoatrial node (SA node) depolarize first and send an acti-
vation wavefront through the atria. The propagating action potential slows down as it passes through
the atrioventricular node (AV node), then moves through the Bundle of His and Purkinje system very
rapidly until it reaches the cells of the ventricles.
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Figure 3.21 (a) During the first part of the cardiac cycle, the atria contract (atrial systole) and
move blood into the ventricles. (b) During the second part of the cardiac cycle, the atria relax (diastole),
and the ventricles contract (ventricular systole) and move blood to the lungs (pulmonary circulation) and
to the rest of the body (systemic circulation).

0.5 m/s. This results in the simultaneous contraction of both ventricles (ventricular
systole) so that blood is forced from the heart into the pulmonary artery from the right
ventricle and into the aorta from the left ventricle.

The electrocardiogram (ECG; Fig. 3.22) is an electrical measure of the sum of these
ionic changes within the heart. The P wave represents the depolarization of the atria
and the QRS represents the depolarization of the ventricles. Ventricular repolariza-
tion shows up as the T wave and atrial repolarization is masked by ventricular
depolarization. Changes in the amplitude and duration of the different parts of the

R-R INTERVAL

ST INTERVAL _|

P-R INTERVAL Q-T INTERVAL QRS S-T
INTERVAL SEGMENT

Figure 3.22 Typical Lead Il ECG. This electrocardiogram is typical of one that would be recorded
from the body’s surface by having a positive electrode on the left leg and a negative electrode on the
right arm. The vertical direction represents voltage and the horizontal direction represents time. The P, R,
and Twaves are easily identified and are the result of the movement of ions in cells in different parts of the
heart. Different intervals and segments have been identified which provide information about the health
of the heart and its conduction system. The R-R interval can be used to determine heart rate.
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ECG provide diagnostic information for physicians. Many biomedical engineers have
worked on methods for recording and analyzing ECGs.

Example Problem 3.6
What would be the heart rate given by an ECG in which 10 R-waves occurred in 6.4 s?

Solution

A sequence of 10 R-waves represents 9 R-R intervals (see Fig. 3.22) or beats of the

heart.
9 beats 60s
— [ |
( 6.4s > (1 min> 84bpm

Example Problem 3.7

What would be the cardiac output of the heart in Example Problem 3.6 if the stroke
volume were 75 ml?

Solution

The cardiac output (given in liters per minute) is the product of the heart rate and the
stroke volume.

beats g ml _ (300 ML _ 4 3 liters

CO = 84— :
min beat min min

During atrial and ventricular systole, special one-way valves (Fig. 3.23a) keep the
blood moving in the correct direction. When the atria contract, the atrioventricular
valves (tricuspid and mitral) open to allow blood to pass into the ventricles. During
ventricular systole, the semilunar valves (aortic and pulmonary) open to allow blood
to leave the heart while the atrioventricular valves close and prevent blood from
flowing backwards from the ventricles to the atria. The aortic and pulmonary valves
prevent blood from flowing back from the pulmonary artery and aorta into the right
and left ventricles, respectively. If a valve becomes calcified or diseased or is not
properly formed during embryonic development, it can be replaced by an artificial
valve (Fig. 3.23b), a device that has been developed by cooperative work between
biomedical engineers and physicians.

Blood pressure can be measured directly or indirectly (noninvasively). Direct blood
pressure measurements are made by introducing a catheter or needle that is coupled to
a pressure transducer into a vein or artery. Indirect methods include sphygmomanom-
etry, in which a cuff is used to apply sufficient pressure to an artery, usually in the
arm, to prevent the flow of blood through the artery, and a stethoscope is used to
listen to the change in sounds as the cuff is slowly deflated. The first Korotkoff sounds
occur when the systolic pressure, the highest pressure reached when the ventricles
contract and eject blood, first exceeds the pressure in the cuff so that blood once again
flows through the artery beneath the stethoscope. The Korotkoff sounds become
muffled and disappear when the pressure in the cuff drops below the diastolic
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Figure 3.23 (a) The atrioventricular (tricuspid and mitral) and semilunar (pulmonary and aortic)
valves. (b) Three types of artificial valves—tissue, floating disc, and caged ball—that can be used to
replace diseased or malformed human valves.

pressure, the minimum pressure that occurs at the end of ventricular relaxation.
Another indirect measurement is the oscillometric method, which uses a micropro-
cessor to periodically inflate and slowly deflate a cuff. When blood breaks through the
occlusion caused by the cuff, the walls of the artery begin to vibrate slightly due to the
turbulent nature of the blood flow. The onset of these oscillations in pressure corre-
lates with the systolic pressure. The oscillations decrease in amplitude over time with
the diastolic pressure event corresponding to the point at which the rate of amplitude
decrease suddenly changes slope. A third indirect measurement, the ultrasonic
method, depends on the Doppler shift of sound waves that hit red blood cells that
are flowing with the blood.

Blood in the systemic circulation leaves the heart through the aorta with an average
internal pressure of about 100 mm Hg (maximum systolic pressure of about 120 mm Hg
with a diastolic pressure of about 80 mm Hg in a normal adult) and moves to medium-
sized arteries (Fig. 3.17a) and arterioles. Arterioles lead to capillaries (average internal
pressure of about 30 mm Hg), which are followed by venules. Venules lead to
medium-sized veins, then to large veins, and finally to the venae cavae (average
internal pressure of about 10 mm Hg) which return blood to the heart at the right
atrium. Blood in the pulmonary circulation (Fig. 3.19) leaves the pulmonary artery
and moves to arterioles and then the capillary beds within the lungs. It returns to the
heart through the left atrium. Blood flow is highest in the large arteries and veins (30—
40 cm/s in the aorta; 5Scm/s in the venae cavae) and slowest in the capillary beds
(1 mmy/s) where the exchange of nutrients, metabolic wastes, gases, and hormones
takes place. Pressures in the pulmonary circulation are lower (25 mm Hg/10 mm Hg)
than in the systemic circulation due to the decreased pumping power of the smaller
right ventricle as compared to the left and to the lower resistance of blood vessels in
the lungs.
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Example Problem 3.8

What would be the pulse pressure and the mean arterial pressure for a person with a
blood pressure reading of 118 mm Hg/79 mm Hg?

Solution

The pulse pressure is defined as the difference between the systolic (118 mm Hg) and
disastolic (79 mm Hg) pressures, which would be 39 mm Hg in this case.

Mean arterial pressure is the average blood pressure in the arteries and is estimated
as the diastolic pressure plus one-third of the pulse pressure, which would be
92 mm Hg in this example. [

3.4.2 Respiratory System

The respiratory system (Fig. 3.24a) moves air to and from the gas exchange surfaces in
the body where diffusion can occur between air and the circulating blood. It includes
the conduction zone and the respiratory zone. In the conduction zone (mouth, nose,
sinuses, pharynx, trachea, bronchi, and bronchioles), the air that enters the body is
warmed, humidified, filtered, and cleaned. Mucus is secreted by cells in the conduc-
tion zone and traps small particles (> 6 pm) before they can reach the respiratory
zone. Epithelial cells that line the trachea and bronchi have cilia that beat in a
coordinated fashion to move mucus toward the pharynx where it can be swallowed
or expectorated. The respiratory zone, consisting of respiratory bronchioles with
outpouchings of alveoli and terminal clusters of alveolar sacs, is where gas exchange
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Figure 3.24 (a) The respiratory system consists of the passageways that are used to move air into
and out of the body and the lungs. (b) The terminal bronchioles and alveolar sacs within the lungs have
alveoli where gas exchange occurs between the lungs and the blood in the surrounding capillaries.
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between air and blood occurs (Fig. 3.24b). The respiratory zone comprises most of the
mass of the lungs.

Certain physical properties—compliance, elasticity, and surface tension—are char-
acteristic of lungs. Compliance refers to the ease with which lungs can expand under
pressure. A normal lung is about 100 times more distensible than a toy balloon.
Elasticity refers to the ease with which the lungs and other thoracic structures return
to their initial sizes after being distended. This aids in pushing air out of the lungs
during expiration. Surface tension is exerted by the thin film of fluid in the alveoli and
acts to resist distention. It creates a force that is directed inward and creates pressure
in the alveolus which is directly proportional to the surface tension and inversely
proportional to the radius of the alveolus (Law of Laplace). Thus, the pressure inside
an alveolus with a small radius would be higher than the pressure inside an adjacent
alveolus with a larger radius and would result in air flowing from the smaller alveolus
into the larger one. This could cause the smaller alveolus to collapse. This does not
happen in normal lungs because the fluid inside the alveoli contains a phospholipid
that acts as a surfactant. The surfactant lowers the surface tension in the alveoli and
allows them to get smaller during expiration without collapsing. Premature babies
often suffer from respiratory distress syndrome because their lungs lack sufficient
surfactant to prevent their alveoli from collapsing. These babies can be kept alive with
mechanical ventilators or surfactant sprays until their lungs mature enough to pro-
duce surfactant.

Breathing, or ventilation, is the mechanical process by which air is moved into
(inspiration) and out of (expiration) the lungs. A normal adult takes about 15 to 20
breaths per minute. During inspiration, the inspiratory muscles contract and enlarge
the thoracic cavity, the portion of the body where the lungs are located. This causes
the alveoli to enlarge and the alveolar gas to expand. As the alveolar gas expands, the
partial pressure within the respiratory system drops below atmospheric pressure by
about 3 mm Hg so that air easily flows in (Boyle’s Law). During expiration, the
inspiratory muscles relax and return the thoracic cavity to its original volume. Since
the volume of the gas inside the respiratory system has decreased, its pressure
increases to a value that is about 3 mm Hg above atmospheric pressure. Air now
moves out of the lungs and into the atmosphere.

Lung mechanics refers to the study of the mechanical properties of the lung and
chest wall, whereas lung statics refers to the mechanical properties of a lung in which
the volume is held constant over time. Understanding lung mechanics requires knowl-
edge about the volumes within the lungs. Lung capacities contain two or more
volumes. The tidal volume (TV) is the amount of air that moves in and out of the
lungs during normal breathing (Fig. 3.25). The total lung capacity (TLC) is the amount
of gas contained within the lungs at the end of a maximum inspiration. The vital
capacity (VC) is the maximum amount of air that can be exhaled from the lungs after
inspiration to TLC. The residual volume (RV) is the amount of gas remaining in the
lungs after maximum exhalation. The amount of gas that can be inhaled after inhaling
during tidal breathing is called the inspiratory reserve volume (IRV). The amount of
gas that can be expelled by a maximal exhalation after exhaling during tidal breathing
is called the expiratory reserve volume (ERV). The inspiratory capacity (IC) is the
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Figure 3.25 Lungvolumes and capacities, except for residual volume, functional residual capacity,
and total lung capacity, can be measured using spirometry.

maximum amount of gas that can be inspired after a normal exhalation during tidal
breathing, and the functional residual capacity (FRC) is the amount of gas that
remains in the lungs at this time.

All of the volumes and capacities except those that include the residual volume can be
measured with a spirometer. The classic spirometer is an air-filled container that is
constructed from two drums of different sizes. One drum contains water and the other
air-filled drum is inverted over an air-filled tube and floats in the water. The tube is
connected to amouthpiece used by the patient. When the patientinhales, the level of the
floating drum drops. When the patient exhales, the level of the floating drum rises. These
changes in floating drum position can be recorded and used to measure lung volumes.

Example Problem 3.9

The total lung capacity of a patient is 5.9 liters. If the patient’s inspiratory capacity
was found to be 3.3 liters using spirometry, what would be the patient’s functional
residual capacity? What would you need to measure to determine the patient’s
residual volume?

Solution

From Figure 3.25, total lung capacity (TLC) is equal to the sum of inspiratory capacity
(IC) and functional residual capacity (FRC).
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TLC =IC + FRC
5.9 liters = 3.3 liters + FRC
FRC = 2.6 liters

TLC, which cannot be determined by means of spirometry, and vital capacity (VC),
which can be measured using spirometry, must be known to determine residual
volume (RV) since

TLC — VC =RV |

Because spirograms record changes in volume over time, flow rates can be determined
for different maneuvers. For example, if a patient exhales as forcefully as possible to
residual volume following inspiration to TLC, then the forced expiratory volume
(FEV1,) is the total volume exhaled at the end of 1s. The FEV; is normally about
80% of the vital capacity. Restrictive diseases, in which inspiration is limited by
reduced compliance of the lung or chest wall or by weakness of the inspiratory
muscles, result in reduced values for FEV ¢ and vital capacity but their ratio remains
about the same. In obstructive diseases, such as asthma, the FEV is reduced much
more than the vital capacity. In these diseases, the TLC is abnormally large but
expiration ends prematurely. Another useful measurement is the forced expiratory
flow rate (FEF,5_7504), which is the average flow rate measured over the middle half of
the expiration (i.e., from 25 to 75% of the vital capacity). Flow-volume loops provide
another method for analyzing lung function by relating the rate of inspiration and
expiration to the volume of air that is moved during each process.

The TLC can be measured using the gas dilution technique. In this method,
patients inspire to TLC from a gas mixture containing a known amount of an inert
tracer gas such as helium, and hold their breaths for 10s. During this time, the
inert gas becomes evenly distributed throughout the lungs and airways. Due to
conservation of mass, the product of initial tracer gas concentration (which is
known) times the amount inhaled (which is measured) equals the product of final
tracer gas concentration (which is measured during expiration) times the TLC. Body
plethysmography, which provides the most accurate method for measuring lung
volumes, uses an airtight chamber in which the patient sits and breathes through a
mouthpiece. This method makes use of Boyle’s Law, which states that the product of
pressure and volume for gas in a chamber is constant under isothermal conditions.
Changes in lung volume and pressure at the mouth when the patient pants against a
closed shutter can be used to calculate the functional residual capacity. Since the
expiratory reserve volume can be measured, the residual volume can be calculated by
subtracting it from the functional residual capacity.

Example Problem 3.10

A patient is allowed to breathe a mixture from a 2-liter reservoir that contains 10% of
an inert gas (i.e., one that will not cross from the lungs into the circulatory system). At
the end of a period that is sufficient for the contents of the reservoir and the lungs to
equilibrate, the concentration of the inert gas is measured and is found to be 2.7%.
What is the patient’s total lung capacity?
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Solution

The total amount of inert gas is the same at the beginning and end of the measure-
ment, but its concentration has changed from 10% (C;) to 2.7% (C;). At the begin-
ning, it is confined to a 2-liter reservoir (V1). At the end, it is in both the reservoir and
the patient’s lungs (V, = V; + TLC).

CiVy =GV,
(0.1) 2 liters) = (0.027) (2 liters + TLC)
0.2 liters — 0.054 liters = 0.027 TLC
5.4 liters = TLC |

External respiration occurs in the lungs when gases are exchanged between the blood
and the alveoli (Fig. 3.26). Each adult lung contains about 3.5 x 10% alveoli, which
results in a large surface area (60 — 70 m?) for gas exchange to occur. Each alveolus is
only one cell layer thick, making the air-blood barrier only two cells thick (an alveolar
cell and a capillary endothelial cell) which is about 2 um. The partial pressure of
oxygen in the alveoli is higher than the partial pressure of oxygen in the blood so
oxygen moves from the alveoli into the blood. The partial pressure of carbon dioxide
in the alveoli is lower than the partial pressure of carbon dioxide in the blood
so carbon dioxide moves from the blood into the alveoli. During internal respiration,
carbon dioxide and oxygen move between the blood and the extracellular fluid
surrounding the body’s cells. The direction and rate of movement of a gas depend

CARBON
DIOXIDE

ALVEOLUS

OXYGEN

Figure 3.26 During external respiration, oxygen moves from the alveoli to the blood and carbon
dioxide moves from the blood to the air within the alveoli.
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on the partial pressures of the gas in the blood and the extracellular fluid, the surface
area available for diffusion, the thickness of the membrane that the gas must pass
through, and a diffusion constant that is related to the solubility and molecular weight
of the gas (Fick’s Law).

Mechanical ventilators can be used to deliver air or oxygen to a patient. They can
be electrically or pneumatically powered and can be controlled by microprocessors.
Negative pressure ventilators such as iron lungs surround the thoracic cavity and force
air into the lungs by creating a negative pressure around the chest. This type of
ventilator greatly limits access to the patient. Positive pressure ventilators apply
high-pressure gas at the entrance to the patient’s lungs so that air or oxygen flows
down a pressure gradient and into the patient. These ventilators can be operated in
control mode to breathe for the patient at all times or in assist mode to help with
ventilation when the patient initiates the breathing cycle. This type of ventilation
changes the pressure within the thoracic cavity to positive during inspiration, which
affects venous return to the heart and cardiac output (the amount of blood the heart
moves with each beat). High frequency jet ventilators deliver very rapid (60-900
breaths per minute) low-volume bursts of air to the lungs. Oxygen and carbon dioxide
are exchanged by molecular diffusion rather than by the mass movement of air. This
method causes less interference with cardiac output than does positive pressure
ventilation. Extracorporeal membrane oxygenation (ECMO) uses the technology
that was developed for cardiopulmonary bypass machines. Blood is removed from
the patient and passed through an artificial lung where oxygen and carbon dioxide are
exchanged. It is warmed to body temperature before being returned to the patient.
This technique allows the patient’s lungs to rest and heal themselves and has been
used successfully on some cold-water drowning victims and on infants with reversible
pulmonary disease.

3.4.3 Nervous System

The nervous system, which is responsible for the integration and control of all the
body’s functions, has two major divisions: the central nervous system and the periph-
eral nervous system (Fig. 3.27). The former consists of all nervous tissue enclosed by
bone (e.g., the brain and spinal cord), whereas the latter consists of all nervous tissue
not enclosed by bone, which enables the body to detect and respond to both internal
and external stimuli. The peripheral nervous system consists of the 12 pairs of cranial
and 31 pairs of spinal nerves with afferent (sensory) and efferent (motor) neurons.
The nervous system has also been divided into the somatic and autonomic nervous
systems. Each of these systems consists of components from both the central and
peripheral nervous systems. For example, the somatic peripheral nervous system
consists of the sensory neurons, which convey information from receptors for pain,
temperature, and mechanical stimuli in the skin, muscles, and joints to the central
nervous system, and the motor neurons, which return impulses from the
central nervous system to these same areas of the body. The autonomic nervous
system is concerned with the involuntary regulation of smooth muscle, cardiac
muscle, and glands and consists of the sympathetic and parasympathetic divisions.
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Figure 3.27 The central nervous system (CNS) consists of all nervous tissue that is enclosed by
bone (i.e., the brain and spinal cord), whereas the peripheral nervous system (PNS) consists of the
nervous tissue that is not encased by bone.

The sympathetic division causes blood vessels in the viscera and skin to constrict,
vessels in the skeletal muscles to dilate, and heart rate to increase, whereas the
parasympathetic division has the opposite effect on the vessels in the viscera and
skin, provides no innervation to the skeletal muscles, and causes heart rate to de-
crease. Thus, the sympathetic division prepares the body for ““fight or flight”” and the
parasympathetic division returns the body to normal operating conditions.
Specialized cells that conduct electrical impulses (neurons) or protect, support, and
nourish neurons (glial cells) make up the different parts of the nervous system. The
cell body of the neuron (Fig. 3.16d) gives rise to and nourishes a single axon and
multiple, branching dendrites. The dendrites are the main receptor portion of the
neuron although the cell body can also receive inputs from other neurons. Dendrites
usually receive signals from thousands of contact points (synapses) with other
neurons. The axon extends a few millimeters (in the brain) to a meter (from the
spinal cord to the foot) and carries nerve signals to other nerve cells in the brain
or spinal cord or to glands and muscles in the periphery of the body. Some axons are
surrounded by sheaths of myelin that are formed by specialized, nonneural cells called
Schwann cells. Each axon has many branches, called presynaptic terminals, at its end.
These knoblike protrusions contain synaptic vesicles that hold neurotransmitters.
When the neuron is stimulated by receiving a signal at its dendrites, the permeability
of the cell’s plasma membrane to sodium increases, as occurs in cardiac cells, and an
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action potential moves from the dendrite to the cell body and then on to the axon.
Gaps, called nodes of Ranvier, in the myelin sheaths of some axons allow the action
potential to move more rapidly by essentially jumping from one node to the next. The
vesicles in the presynaptic terminals release their neurotransmitter into the space
between the axon and an adjacent neuron, muscle cell, or gland. The neurotransmitter
diffuses across the synapse and causes a response (Fig. 3.28).

Neurons interconnect in several types of circuits. In a divergent circuit, each
branch in the axon of the presynaptic neuron connects with the dendrite of a different
postsynaptic neuron. In a convergent circuit, axons from several presynaptic neurons
meet at the dendrite(s) of a single postsynaptic neuron. In a simple feedback circuit,
the axon of a neuron connects with the dendrite of an interneuron that connects back
with the dendrites of the first neuron. A two-neuron circuit is one in which a sensory
neuron synapses directly with a motor neuron, whereas a three-neuron circuit consists
of a sensory neuron, an interneuron in the spinal cord, and a motor neuron. Both of
these circuits can be found in reflex arcs (Fig. 3.29). The reflex arc is a special type of
neural circuit that begins with a sensory neuron at a receptor (e.g., a pain receptor in
the fingertip) and ends with a motor neuron at an effector (e.g., a skeletal muscle).
Withdrawal reflexes are elicited primarily by stimuli for pain and heat great enough to
be painful and are also known as protective or escape reflexes. They allow the body to
respond quickly to dangerous situations without taking additional time to send signals
to and from the brain and to process the information.

The brain is a large soft mass of nervous tissue and has three major parts:
(1) cerebrum, (2) diencephalon, and (3) brain stem and cerebellum. The cerebrum
(Fig. 3.30), which is divided into two hemispheres, is the largest and most obvious
portion of the brain and consists of many convoluted ridges (gyri), narrow grooves
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Figure 3.28 rollowing stimulation, vesicles in the axon terminal move to the synapse by means of
exocytosis and release neurotransmitters into the space between the axon and the next cell, which could
be the dendrite of another neuron, a muscle fiber, or a gland. The neurotransmitters diffuse across the
synapse and elicit a response from the adjacent cell.
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Figure 3.29 This reflex arc begins with a sensory neuron in the finger that senses pain when the
fingertip is pricked by the pin. An action potential travels from the sensory neuron to an interneuron and
then to a motor neuron that synapses with muscle fibers in the finger. The muscle fibers respond to the
stimulus by contracting and removing the fingertip from the pin.

(sulci), and deep fissures which result in a total surface area of about 2.25 m?. The
outer layer of the cerebrum, the cerebral cortex, is composed of gray matter (neurons
with unmyelinated axons) that is 2-4mm thick and contains over 50 billion
neurons and 250 billion glial cells called neuroglia. The thicker inner layer is the
white matter that consists of interconnecting groups of myelinated axons that project
from the cortex to other cortical areas or from the thalamus (part of the diencepha-
lon) to the cortex. The connection between the two cerebral hemispheres is called the
corpus callosum (Fig. 3.30b). The left side of the cortex controls motor and sensory
functions from the right side of the body, whereas the right side controls the left side
of the body. Association areas that interpret incoming data or coordinate a motor
response are connected to the sensory and motor regions of the cortex.

Fissures divide each cerebral hemisphere into a series of lobes that have
different functions. The functions of the frontal lobes include initiating voluntary
movement of the skeletal muscles, analyzing sensory experiences, providing responses
relating to personality, and mediating responses related to memory, emotions,
reasoning, judgment, planning, and speaking. The parietal lobes respond to
stimuli from cutaneous (skin) and muscle receptors throughout the body. The tem-
poral lobes interpret some sensory experiences, store memories of auditory and visual
experiences, and contain auditory centers that receive sensory neurons from the
cochlea of the ear. The occipital lobes integrate eye movements by directing and
focusing the eye and are responsible for correlating visual images with previous visual
experiences and other sensory stimuli. The insula is a deep portion of the cerebrum
that lies under the parietal, frontal, and temporal lobes. Little is known about
its function, but it seems to be associated with gastrointestinal and other visceral
activities.

The diencephalon is the deep part of the brain that connects the midbrain of the
brain stem with the cerebral hemispheres. Its main parts are the thalamus, hypothal-
amus, and epithalamus (Fig. 3.30b). The thalamus is involved with sensory and motor
systems, general neural background activity, and the expression of emotion and
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Figure 3.30 (a) The exterior surface of the brain. (b) A midsagittal section through the brain.

uniquely human behaviors. Due to its two-way communication with areas of the
cortex, it is linked with thought, creativity, interpretation and understanding of
spoken and written words, and identification of objects sensed by touch. The hypo-
thalamus is involved with integration within the autonomic nervous system, tempera-
ture regulation, water and electrolyte balance, sleep—wake patterns, food intake,
behavioral responses associated with emotion, endocrine control, and sexual re-
sponses. The epithalamus contains the pineal body that is thought to have a neuroen-
docrine function.

The brain stem connects the brain with the spinal cord and automatically controls
vital functions such as breathing. Its principal regions include the midbrain, pons, and
medulla oblongota (Fig. 3.30b). The midbrain connects the pons and cerebellum with
the cerebrum and is located at the upper end of the brain stem. It is involved
with visual reflexes, the movement of eyes, focusing of the lenses, and the dilation
of the pupils. The pons is a rounded bulge between the midbrain and medulla
oblongata which functions with the medulla oblongata to control respiratory func-
tions, acts as a relay station from the medulla oblongata to higher structures in the
brain, and is the site of emergence of cranial nerve V. The medulla oblongata is the
lowermost portion of the brain stem and connects the pons to the spinal cord. It
contains vital centers that regulate heart rate, respiratory rate, constriction and
dilation of blood vessels, blood pressure, swallowing, vomiting, sneezing, and
coughing. The cerebellum is located behind the pons and is the second largest part
of the brain. It processes sensory information that is used by the motor systems and is
involved with coordinating skeletal muscle contractions and impulses for voluntary
muscular movement that originate in the cerebral cortex. The cerebellum is a pro-
cessing center that is involved with coordination of balance, body positions, and the
precision and timing of movements.
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3.4.4 Skeletal System

The average adult skeleton contains 206 bones, but the actual number varies from
person to person and decreases with age as some bones become fused. Like the body,
the skeletal system is divided into two parts: the axial skeleton and the appendicular
skeleton (Fig. 3.31). The axial skeleton contains 80 bones (skull, hyoid bone, verte-
bral column, and thoracic cage), whereas the appendicular skeleton contains 126
(pectoral and pelvic girdles and upper and lower extremities). The skeletal system
protects and supports the body, helps with movement, produces blood cells, and
stores important minerals. It is made up of strong, rigid bones that are composed of
specialized connective tissue, bear weight, and form the major supporting elements of
the body. Some support also comes from cartilage which is a smooth, firm, resilient,
nonvascular type of connective tissue. Since the bones of the skeleton are hard, they
protect the organs, such as the brain and abdominal organs, that they surround.
There are 8 cranial bones that support, surround, and protect the brain. Fourteen
facial bones form the face and serve as attachments for the facial muscles that
primarily move skin rather than bone. The facial bones, except for the lower jaw
(mandible), are joined with each other and with the cranial bones. There are
6 auditory ossicles, 3 in each ear, that transmit sound waves from the external
environment to the inner ear. The hyoid bone, which is near the skull but not part
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Figure 3.31 The skull, hyoid bone (not shown), vertebral column, and thoracic cage (ribs,
cartilage, and sternum) make up the axial skeleton, whereas the pectoral (scapula and clavicle) and
pelvic girdles and upper and lower extremities make up the appendicular skeleton.
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of it, is a small U-shaped bone that is located in the neck just below the lower jaw. It is
attached to the skull and larynx (voice box) by muscles and ligaments and serves as the
attachment for several important neck and tongue muscles.

The vertebral column starts out with approximately 34 bones, but only 26 inde-
pendent ones are left in the average human adult. There are 7 cervical bones, includ-
ing the axis which acts as a pivot around which the head rotates, and the atlas which
sits on the axis and supports the “globe” of the head. These are followed by 5 cervical,
12 thoracic, and 5 lumbar vertebrae and then the sacrum and the coccyx. The last two
consist of § fused vertebrae. The vertebral column supports the weight of and allows
movement of the head and trunk, protects the spinal cord, and provides places for the
spinal nerves to exit from the spinal cord. There are 4 major curves (cervical, thoracic,
lumbar, and sacral/coccygeal) in the adult vertebral column which allow it to flex and
absorb shock. Although movement between any 2 adjacent vertebrae is generally quite
limited, the total amount of movement provided by the vertebral column can be
extensive. The thoracic cage consists of 12 thoracic vertebrae (which are counted as
part of the vertebral column), 12 pairs of ribs and their associated cartilage, and the
sternum (breastbone). It protects vital organs and prevents the collapse of the thorax
during ventilation.

Bones are classified as long, short, flat, or irregular according to their shape. Long
bones, such as the femur and humerus, are longer than they are wide. Short bones,
such as those found in the ankle and wrist, are as broad as they are long. Flat
bones, such as the sternum and the bones of the skull, have a relatively thin and
flattened shape. Irregular bones do not fit into the other categories and include the
bones of the vertebral column and the pelvis.

Bones make up about 18% of the mass of the body and have a density of 1.9 g/cm”.
There are two types of bone: spongy and compact (cortical). Spongy bone forms the
ends (epiphyses) of the long bones and the interior of other bones and is quite porous.
Compact bone forms the shaft (diaphysis) and outer covering of bones and has a
tensile strength of 120 N/mm?”, compressive strength of 170 N/mm?, and Young’s
modulus of 1.8 x 104 N/mm”. The medullary cavity, a hollow space inside the
diaphysis, is filled with fatty, yellow marrow or red marrow that contains blood-
forming cells.

Bone is a living organ that is constantly being remodeled. Old bone is removed by
special cells called osteoclasts, and new bone is deposited by osteoblasts. Bone
remodeling occurs during bone growth and to regulate calcium availability. The
average skeleton is totally remodeled about three times during a person’s lifetime.
Osteoporosis is a disorder in which old bone is broken down faster than new bone is
produced so that the resulting bones are weak and brittle.

The bones of the skeletal system are attached to each other at fibrous, cartilaginous,
or synovial joints (Fig. 3.32). The articulating bones of fibrous joints are bound tightly
together by fibrous connective tissue. These joints can be rigid and relatively immov-
able to slightly movable. This type of joint includes the suture joints in the skull.
Cartilage holds together the bones in cartilaginous joints. These joints allow limited
motion in response to twisting or compression and include the joints of the vertebral
system and the joints that attach the ribs to the vertebral column and to the sternum.
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Figure 3.32 Bones of the skeletal system are attached to each other at fibrous (a), cartilaginous
(b), or synovial (c) joints.

Synovial joints, such as the knee, are the most complex and varied and have fluid-filled
joint cavities, cartilage that covers the articulating bones, and ligaments that help hold
the joints together.

Synovial joints are classified into six types based on their structure and the type of
motion they permit. Gliding joints (Fig. 3.33) are the simplest type of synovial joint,
allow back-and-forth or side-to-side movement, and include the intercarpal articula-
tions in the wrist. Hinge joints such as the elbow permit bending in only one plane and
are the most common type of synovial joint. The atlas and axis provide an example of a
pivot joint that permits rotation. In condyloid articulations, an oval, convex surface of
one bone fits into a concave depression on another bone. Condyloid joints, which
include the metacarpophalangeal joints (knuckles) of the fingers, permit flexion—exten-
sion and rotation and are considered to be biaxial because rotation is limited to two axes
of movement. The saddle joint, represented by the joint at the base of the thumb, is a
modified condyloid joint that permits movement in several directions (multiaxial). Ball-
and-socket joints allow motion in many directions around a fixed center. In these joints,
the ball-shaped head of one bone fits into a cuplike concavity of another bone. This
multiaxial jointis the most freely movable of all and includes the shoulder and hip joints.
Biomedical engineers have helped develop artificial joints that are routinely used as
replacements in diseased or injured hips, shoulders, and knees (Fig. 3.34).

3.4.5 Muscular System

The muscular system (Fig. 3.35) is composed of 600-700 skeletal muscles, depending
on whether certain muscles are counted as separate or as pairs, and makes up 40% of
the body’s mass. The axial musculature makes up about 60% of the skeletal muscles
in the body and arises from the axial skeleton (Fig. 3.31). It positions the head and
spinal column and moves the rib cage during breathing. The appendicular muscula-
ture moves or stabilizes components of the appendicular skeleton.

The skeletal muscles in the muscular system maintain posture, generate heat to
maintain the body’s temperature, and provide the driving force that is used to move
the bones and joints of the body and the skin of the face. Muscles that play a major
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Figure 3.33 Synovial joints have fluid-filled cavities and are the most complex and varied types of
joints. Each synovial joint is classified into one of six types depending on its structure and type of motion.

Figure 3.34 Diseased or damaged hip (a) and knee (b) joints that are nonfunctional or extremely
painful can be replaced by prostheses. Artificial joints can be held in place by a special cement [poly-
methylmethacrylate (PMMA)] and by bone ingrowth. Special problems occur at the interfaces due to the
different elastic moduli of the materials (110 GPa for titanium, 2.2 GPa for PMMA, and 20 GPa for bone).

role in accomplishing a movement are called prime movers, or agonists. Muscles that
act in opposition to a prime mover are called antagonists, whereas muscles that assist a
prime mover in producing a movement are called synergists. The continual contrac-
tion of some skeletal muscles helps maintain the body’s posture. If all of these muscles
relax, which happens when a person faints, the person collapses.
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Figure 3.35 Some of the major skeletal muscles on the anterior side of the body are shown.

A system of levers, which consist of rigid lever arms that pivot around fixed points,
is used to move skeletal muscle (Fig. 3.36). Two forces act on every lever: the weight
to be moved (i.e., the resistance to be overcome) and the pull or effort applied (i.e., the
applied force). Bones act as lever arms and joints provide a fulcrum. The resistance to
be overcome is the weight of the body part that is moved and the applied force is
generated by the contraction of a muscle or muscles at the insertion, the point of
attachment of a muscle to the bone it moves. An example of a first-class lever, one in
which the fulcrum is between the force and the weight, is the movement of the facial
portion of the head when the face is tilted upwards. The fulcrum is formed by the joint
between the atlas and the occipital bone of the skull and the vertebral muscles inserted
at the back of the head generate the applied force that moves the weight, the facial
portion of the head. A second-class lever is one in which the weight is between the
force and the fulcrum. This can be found in the body when a person stands on “tip
toe.” The ball of the foot is the fulcrum and the applied force is generated by the calf
muscles on the back of the leg. The weight that is moved is that of the whole body.
A third-class lever is one in which the force is between the weight and the fulcrum.
When a person has a bent elbow and holds a ball in front of the body, the applied force
is generated by the contraction of the biceps brachii muscle. The weight to be moved
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Figure 3.36 Depending on the muscle in use, the location of the load, and the location of the
fulcrum, the humerus can act as a class 1 lever, a class 2 lever, or a class 3 lever.

includes the ball and the weight of the forearm and hand, and the elbow acts as the
fulcrum.

The three types of muscle tissue—cardiac, skeletal, and smooth—share four im-
portant characteristics: (1) contractility, the ability to shorten; (2) excitability, the
capacity to receive and respond to a stimulus; (3) extensibility, the ability to be
stretched; (4) and elasticity, the ability to return to the original shape after
being stretched or contracted. Cardiac muscle tissue is found only in the heart,
whereas smooth muscle tissue is found within almost every other organ where it
forms sheets, bundles, or sheaths around other tissues. Skeletal muscles are composed
of skeletal muscle tissue, connective tissue, blood vessels, and nervous tissue.

Each skeletal muscle is surrounded by a layer of connective tissue (collagen fibers)
that separates the muscle from surrounding tissues and organs. These fibers come
together at the end of the muscle to form tendons which connect the skeletal muscle
to bone, to skin (face), or to the tendons of other muscles (hand). Other connective
tissue fibers divide the skeletal muscles into compartments called fascicles that contain
bundles of muscle fibers. Within each fascicle, additional connective tissue surrounds
each skeletal muscle fiber and ties adjacent ones together. Each skeletal muscle fiber
has hundreds of nuclei just beneath the cell membrane. Multiple nuclei provide
multiple copies of the genes that direct the production of enzymes and structural
proteins needed for normal contraction so that contraction can occur faster.



3.4 MAJOR ORGAN SYSTEMS 117

In muscle fibers, the plasma membrane is called the sarcolemma and the cytoplasm
is called the sarcoplasm (Fig. 3.37). Transverse tubules (T tubules) begin at the
sarcolemma and extend into the sarcoplasm at right angles to the surface of
the sarcolemma. The T tubules, which play a role in coordinating contraction, are
filled with extracellular fluid and form passageways through the muscle fiber. They
make close contact with expanded chambers, cisternae, of the sarcoplasmic reticulum,
a specialized form of the ER. The cisternae contain high concentrations of calcium
ions which are needed for contraction to occur.

The sarcoplasm contains cylinders 1 or 2 um in diameter that are as long as the
entire muscle fiber and are called myofibrils. The myofibrils are attached to the
sarcolemma at each end of the cell and are responsible for muscle fiber contraction.
Myofilaments—protein filaments consisting of thin filaments (primarily actin) and
thick filaments (mostly myosin)—are bundled together to make up myofibrils.
Repeating functional units of myofilaments are called sarcomeres (Fig. 3.38). The
sarcomere is the smallest functional unit of the muscle fiber and has a resting length of
about 2.6 um. The thin filaments are attached to dark bands, called Z lines, which
form the ends of each sarcomere. Thick filaments containing double-headed myosin
molecules lie between the thin ones. It is this overlap of thin and thick filaments that
gives skeletal muscle its banded, striated appearance. The I band is the area in a
relaxed muscle fiber that just contains actin filaments, whereas the H zone is the area
that just contains myosin filaments. The H zone and the area in which the actin and
myosin overlap form the A band.

SARCOPLASMIC
RETICULUM

ACTIN AND
MYOSIN
FILAMENTS

SARCOLEMMA

TRANSVERSE
TUBULE

SARCOPLASM

NUCLEUS
— MYOFIBRIL

MITOCHONDRIA

Figure 3.37 Skeletal muscles are composed of muscle fascicles that are composed of muscle fibers
such as the one shown here. Muscle fibers have hundreds of nuclei just below the plasma membrane, the
sarcolemma. Transverse tubules extend into the sarcoplasm, the cytoplasm of the muscle fiber, and are
important in the contraction process because they deliver action potentials that result in the release of
stored calcium ions. Calcium ions are needed to create active sites on actin filaments so that cross-
bridges can be formed between actin and myosin and the muscle can contract.
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When a muscle contracts, myosin molecules in the thick filaments form cross-
bridges at active sites in the actin of the thin filaments and pull the thin filaments
toward the center of the sarcomere. The cross-bridges are then released and reformed
at a different active site further along the thin filament. This results in a motion that is
similar to the hand-over-hand motion that is used to pull in a rope. This action, the
sliding filament mechanism, is driven by ATP energy and results in shortening of the
muscle. Shortening of the muscle components (contraction) results in bringing
the muscle’s attachments (e.g., bones) closer together (Fig. 3.38).

Muscle fibers have connections with nerves. Sensory nerve endings are sensitive to
length, tension, and pain in the muscle and send impulses to the brain via the spinal
cord, whereas motor nerve endings receive impulses from the brain and spinal cord
that lead to excitation and contraction of the muscle. Each motor axon branches and
supplies several muscle fibers. Each of these axon branches loses its myelin sheath and
splits up into a number of terminals that make contact with the surface of the muscle.
When the nerve is stimulated, vesicles in the axon terminals release a neurotransmit-
ter, acetylcholine, into the synapse between the neuron and the muscle. Acetylcholine
diffuses across the synapse and binds to receptors in a special area, the motor end
plate, of the sarcolemma. This causes the sodium channels in the sarcolemma to open
up, and an action potential is produced in the muscle fiber. The resulting action
potential spreads over the entire sarcolemmal surface and travels down all of the
T tubules where it triggers a sudden massive release of calcium by the cisternae.

SARCOMERE

SARCOMERE — MYOSIN

A BAND — H ZONE

I BAND

Figure 3.38 The sarcomere is the basic functional unit of skeletal muscles and extends from one
Z line to the next. Actin filaments are attached to the Z lines and extend into the A band where they
overlap with the thicker myosin filaments. The H zone is the portion of the A band that contains no
overlapping actin filaments. When the muscle changes from its extended, relaxed position (left panel) to
its contracted state (right panel), the myosin filaments use cross-bridges to slide past the actin filaments
and bring the Z lines closer together. This results in shorter sarcomeres and a contracted muscle.
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Calcium triggers the production of active sites on the thin filaments so that cross-
bridges with myosin can form and contraction occurs. Acetylcholinesterase breaks
down the acetylcholine while the contraction process is underway so that the original
relatively low permeability of the sarcolemma to sodium is restored.

A motor unit is a complex consisting of one motor neuron and the muscle fibers it
innervates. All the muscle fibers in a single motor unit contract at the same time,
whereas muscle fibers in the same muscle but belonging to different motor units may
contract at different times. When a contracted muscle relaxes, it returns to its original
(resting) length if another contracting muscle moves it or if it is acted upon by gravity.
During relaxation, ATP is expended to move calcium back to the cisternae. The active
sites that were needed for cross-bridge formation become covered so that actin and
myosin can no longer interact. When the cross-bridges disappear, the muscle returns
to its resting length (i.e., it relaxes).

The human body contains two types of skeletal muscle fibers: fast and slow. Fast
fibers can contract in 10 ms or less following stimulation and make up most of the
skeletal muscle fibers in the body. They are large in diameter and contain densely
packed myofibrils, large glycogen reserves (used to produce ATP), and relatively few
mitochondria. These fibers produce powerful contractions that use up massive
amounts of ATP and fatigue (can no longer contract in spite of continued neural
stimulation) rapidly. Slow fibers take about three times as long to contract as fast fibers.
They can continue to contract for extended periods of time because they contain
(1) a more extensive network of capillaries so that they can receive more oxygen,
(2) a special oxygen-binding molecule called myoglobin, and (3) more mitochondria
which can produce more ATP than fast fibers. Muscles contain different amounts of
slow and fast fibers. Those that are dominated by fast fibers (e.g., chicken breast
muscles) appear white and those that are dominated by slow fibers (e.g., chicken
legs) appear red. Most human muscles appear pink because they contain a mixture of
both. Genes determine the percentage of fast and slow fibers in each muscle, but the
ability of fast muscle fibers to resist fatigue can be increased through athletic training.

3.5 HOMEOSTASIS

Organ systems work together to maintain a constant internal environment within the
body. Homeostasis is the process by which physical and chemical conditions within
the internal environment of the body are maintained within tolerable ranges even
when the external environment changes. Body temperature, blood pressure, and
breathing and heart rates are some of the functions that are controlled by homeostatic
mechanisms that involve several organ systems working together.

Extracellular fluid—the fluid that surrounds and bathes the body’s cells—plays an
important role in maintaining homeostasis. It circulates throughout the body and
carries materials to and from the cells. It also provides a mechanism for maintaining
optimal temperature and pressure levels, the proper balance between acids and bases,
and concentrations of oxygen, carbon dioxide, water, nutrients, and many of the
chemicals that are found in the blood.
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Three components—sensory receptors, integrators, and effectors—interact to
maintain homeostasis (Fig. 3.39). Sensory receptors, which may be cells or cell
parts, detect stimuli (i.e., changes to their environment) and send information about
the stimuli to integrators. Integrators are control points that pull together information
from one or more sensory receptors. Integrators then elicit a response from effectors.
The brain is an integrator that can send messages to muscles or glands or both. The
messages result in some type of response from the effectors. The brain receives
information about how parts of the body are operating and can compare this
to information about how parts of the body should be operating.

Positive feedback mechanisms are ones in which the initial stimulus is reinforced by
the response. There are very few examples of this in the human body since it disrupts
homeostasis. Childbirth provides one example. Pressure from the baby’s head in the
birth canal stimulates receptors in the cervix which send signals to the hypothalamus.
The hypothalamus responds to the stimulus by releasing oxytocin which enhances
uterine contractions. Uterine contractions increase in intensity and force the baby
further into the birth canal which causes additional stretching of the receptors in the
cervix. The process continues until the baby is born, the pressure on the cervical
stretch receptors ends, and the hypothalamus is no longer stimulated to release
oxytocin.

Negative feedback mechanisms result in a response that is opposite in direction to
the initiating stimulus. For example, receptors in the skin and elsewhere in the body
detect the body’s temperature. Temperature information is forwarded to the hypo-
thalamus in the brain which compares the body’s current temperature to what the
temperature should be (approximately 37°C). If the body’s temperature is too low,
messages are sent to contract the smooth muscles in blood vessels near the skin
(reducing the diameter of the blood vessels and the heat transferred through the
skin), to skeletal muscles to start contracting rapidly (shivering), and to the
arrector pili muscles (Fig. 3.16a) to erect the hairs and form ‘“‘goose bumps.” The
metabolic activity of the muscle contractions generates heat and warms the body. If
the body’s temperature is too high, messages are sent to relax the smooth muscles in
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Figure 3.39 Feedback mechanisms are used to help maintain homeostatis. A stimulus is received
by a receptor which sends a signal (messenger) to an effector or to an integrator which sends a signal to
an effector. The effector responds to the signal. The response feeds back to the receptor and modifies the
effect of the stimulus. In negative feedback, the response subtracts from the effect of the stimulus on the
receptor. In positive feedback, the response adds to the effect of the stimulus on the receptor.
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the blood vessels near the skin (increasing the diameter of the blood vessels
and the amount of heat transferred through the skin) and to sweat glands to release
moisture and thus increase evaporative cooling of the skin. When the temperature of
circulating blood changes enough in the appropriate direction that it reaches the set
point of the system, the hypothalamus stops sending signals to the effector muscles
and glands.

Another example of a negative feedback mechanism in the body involves the
regulation of glucose in the blood stream by clusters of cells, the pancreatic islets
(Fig. 3.40). There are between 2 x 10° and 2 x 10° pancreatic islets scattered
throughout the adult pancreas. When glucose levels are high, beta cells in the islets
produce insulin which facilitates glucose transport across plasma membranes and into
cells and enhances the conversion of glucose into glycogen which is stored in the liver.
During periods of fasting or whenever the concentration of blood glucose drops below
normal (70-110 mg/dl), alpha cells produce glucagon which stimulates the liver to
convert glycogen into glucose and the formation of glucose from noncarbohydrate
sources such as amino acids and lactic acid. When glucose levels return to normal, the
effector cells in the pancreatic islets stop producing their respective hormone (i.e.,
insulin or glucagon). Some biomedical engineers are working on controlled drug
delivery systems that can sense blood glucose levels and emulate the responses of the
pancreatic islet cells, whereas other biomedical engineers are trying to develop an
artificial pancreas that would effectively maintain appropriate blood glucose levels.

EXERCISES

1. Using as many appropriate anatomical terms as apply, write sentences which
describe the positional relationship between your mouth and (1) your left
ear, (2) your nose, and (3) the big toe on your right foot.

2. Using as many appropriate anatomical terms as apply, describe the position
of the stomach in the body and its position relative to the heart.

3. Search the Internet to find a transverse section of the body that was imaged
using computerized tomography (CT) or magnetic resonance imaging
(MRI). Print the image and indicate its web address.

4. Search the Internet to find a frontal section of the body that was imaged
using CT or MRI. Print the image and indicate its web address.

5. Name and give examples of the four classes of biologically important organic
compounds. What are the major functions of each of these groups?

6. What are the molarity and osmolarity of a 1-liter solution that contains half a
mole of calcium chloride? How many molecules of chloride would the
solution contain?

7. Consider a simple model cell, such as the one in Figure 3.6, that consists of
cytoplasm and a plasma membrane. The cell’s initial volume is 2 nl and
contains 0.2 M protein. The cell is placed in a large volume of 0.05 M CaCl,.
Neither Ca™ nor Cl™ can cross the plasma membrane and enter the cell. Is
the 0.05 M CaCl,; solution hypotonic, isotonic, or hypertonic relative to the
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LOW BLOOD HIGH BLOOD

GLUCOSE \ GLUCOSE
? PANCREAS
GLUCAGON RELEASED BY
ALPHA CELLS OF PANCREAS
@

LIVER RELEASES FAT CELLS TAKE IN
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Figure 3.40 Two negative feedback mechanisms help control the level of glucose in the blood.
When blood glucose levels are higher than the body’s set point (stimulus), beta cells islets (receptors) in
the pancreatic islets produce insulin (messenger) which facilitates glucose transport across plasma
membranes and enhances the conversion of glucose into glycogen for storage in the liver (effector).
This causes the level of glucose in the blood to drop. When the level equals the body’s set point, the beta
cells stop producing insulin. When blood glucose levels are lower than the body’s set point (stimulus),
alpha cells (receptors) in the pancreatic islets produce glucagon (messenger) which stimulates the liver
(effector) to convert glycogen into glucose. This causes the level of glucose in the blood to increase.
When the level equals the body’s set point, the alpha cells stop producing glucagon.

osmolarity inside the cell? Describe what happens to the cell as it achieves
equilibrium in this new environment. What will be the final osmolarity of
the cell? What will be its final volume?

8. What does the principle of electrical neutrality mean in terms of the
concentration of ions within a cell?

9. Consider the same model cell that was used in Exercise 7, but instead of
being placed in 0.05 M CaCly,, the cell is placed in 0.2 M urea. Unlike Ca™™"
and Cl™, urea can cross the plasma membrane and enter the cell. Describe
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what happens to the cell as it achieves equilibrium in this environment.
What will be the final osmolarity of the cell? What will be its final volume?
Briefly describe the path that a protein (e.g., a hormone) which is
manufactured on the rough ER would take in order to leave the cell.
What major role do mitochondria have in the cell? Why might it be
important to have this process contained within an organelle?

List and briefly describe three organelles that provide structural support
and assist with cell movement.

Find a location on the Internet that describes the Human Genome Project.
Print its home page and indicate its web address. Find and print an
ideogram of a chromosome that shows a gene that causes cystic fibrosis.
Briefly describe the major differences between replication and
transcription.

Describe how the hereditary information contained in genes within the
cell’s DNA is expressed as proteins which direct the cell’s activities.

Six different codons code for leucine while only one codes for methionine.
Why might this be important for regulating translation and producing
proteins?

Insulin (Fig. 3.41) was the first protein to be sequenced biochemically.
Assuming that there were no introns involved in the process, what are the
possible DNA sequences that produced the last four amino acids in the
molecule?

Copy the title page and abstract of five peer-reviewed journal articles that
discuss engineering applications for five different organ systems in the body
(one article per organ system). Review articles, conference proceeding
papers, copies of keynote addresses and other speeches, book chapters,
articles from the popular press and newspapers, and editorials are not
acceptable. Good places to look are the Annals of Biomedical Engineering,
the IEEE Transactions on Biomedical Engineering, the IEEE Engineering in
Medicine and Biology Magazine, and Medical and Biological Engineering
and Computing. What information in the article indicates that it was peer-
reviewed?

Trace the path of a single red blood cell from a capillary bed in your right
hand to the capillary beds of your right lung and back. What gases are
exchanged? Where are they exchanged during this process?

Draw and label a block diagram of pulmonary and systemic blood flow that
includes the chambers of the heart, valves, major veins and arteries that
enter and leave the heart, the lungs, and the capillary bed of the body. Use
arrows to indicate the direction of flow through each component.

Find on the Internet an example of an ECG representing normal sinus
rhythm and use it to demonstrate how heart rate is determined.

Why are R waves (Fig. 3.22) used to determine heart rate rather than T
waves?

How can the stroke volume be determined if a thermal dilution technique is
used to determine cardiac output?
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Bovine insulin consists of two polypeptide chains that are joined by two disulfide

bonds (-S-S-). Hydrogen bonds also exist between the chains and between segments of the same chain.
The three-letter names stand for different amino acids (see Table 3.1).

24.

25.

26.

27.

What would be the pulse pressure and mean arterial pressure for a
hypertensive person with a systolic pressure of 145 mm Hg and a diastolic
pressure of 98 mm Hg?

The total lung capacity of a patient is 5.5 liters. Find the patient’s
inspiratory reserve volume if the patient’s vital capacity was 4.2 liters, the
tidal volume was 500 ml, and the expiratory reserve volume was 1.2 liters.
What would you need to know or measure to determine the residual
volume of the patient described in Example Problem 3.10?

Briefly describe the functions and major components of the central,
peripheral, somatic, automatic, sympathetic, and parasympathetic nervous
systems. Which ones are subsets of others?
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28. Explain how sarcomeres shorten and how that results in muscle
contraction.

29. How do the muscular and skeletal systems interact to produce movement?

30. Draw a block diagram to show the negative feedback mechanisms that help
regulate glucose levels in the blood. Label the inputs, sensors, integrators,
effectors, and outputs.
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CHAPTER 4 BIOMECHANICS

At the conclusion of this chapter, students will be able to:

4.1

= Understand the application of engineering kinematic relations to biomechanical
problems.

m Understand the application of engineering kinetic relations to biomechanical problems.

m Understand the application of engineering mechanics of materials to biological
structures.

m  Use MATLAB to write and solve biomechanical static and dynamic equations.

= Use Simulink to study viscoelastic properties of biological tissues.

m Understand how kinematic equations of motion are used in clinical analysis of human
gait.

m Understand how kinetic equations of motion are used in clinical analysis of human gait.

m Explain how biomechanics applied to human gait is used to quantify pathological
conditions, to suggest surgical and clinical treatments, and to quantify their effectiveness.

= Understand basic rheology of biological fluids.
m Understand the development of models that describe blood vessel mechanics.
m Understand basic heart mechanics.

= Explain how biomechanics applied to the cardiovascular system is used to quantify the
effectiveness of the heart as a pump, to study heart-vessel interaction, and to develop
clinical applications.

INTRODUCTION

Biomechanics combines engineering and the life sciences by applying principles from
classical mechanics to the study of living systems. This relatively new field covers a
broad range of topics, including strength of biological materials, biofluid mechanics in
the cardiovascular and respiratory systems, material properties and interactions of
medical implants and the body, heat and mass transfer into biological tissues (e.g.,
tumors), biocontrol systems regulating metabolism or voluntary motion, and kin-
ematics and kinetics applied to study human gait. The great breadth of the field of
biomechanics arises from the complexities and variety of biological organisms and
systems.

The goals of this chapter are twofold—to apply basic engineering principles to
biological structures, and then to develop clinical applications. Section 4.2 provides a
review of concepts from introductory statics and dynamics. Section 4.3 presents
concepts from mechanics of material that are fundamental for engineers and access-
ible to those with only a statics/dynamics background. Section 4.4 introduces viscoe-
lastic complexities characteristic of biological materials, with the concepts further
applied in Section 4.5: Cartilage, Ligament, Tendon, and Muscle. The last two
sections bring all of this information together in two “real world” biomechanics
applications: human gait analysis and cardiovascular dynamics.
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The human body is a complex machine with the skeletal system and ligaments
forming the framework and the muscles and tendons serving as the motors and cables.
Human gait biomechanics may be viewed as a structure (skeleton) comprised of levers
(bones) with pivots (joints) that move as the result of net forces produced by pairs of
agonist and antagonist muscles. Consequently, the strength of the structure and the
action of muscles will be of fundamental importance. Using a similar functional
model, the cardiovascular system may be viewed as a complex pump (heart) pumping
a complex fluid (blood) into a complex set of pipes (blood vessels). An extensive
suggested reading list for both gait and cardiovascular dynamics permits the reader to
go beyond the very introductory nature of this textbook.

The discipline of mechanics has a long history. For lack of more ancient records,
the history of mechanics starts with the ancient Greeks and Aristotle (384-322 sc).
Hellenic mechanics devised a correct concept of statics, but those of dynamics,
fundamental in living systems, did not begin until the end of the Middle Ages and
the beginning of the modern era. Starting in the sixteenth century, the field of
dynamics advanced rapidly with work by Kepler, Galileo, Descartes, Huygens, and
Newton. Dynamic laws were subsequently codified by Euler, LaGrange, and LaPlace
(see A History of Mechanics by Dugas).

In Galileo’s Two New Sciences (1638) the subtitle Attenenti all Mecanica & i
Movimenti Locali (Pertaining to Mechanics and Local Motions) refers to force,
motion, and strength of materials. Since then, “mechanics” has been extended to
describe the forces and motions of any system, ranging from quanta, atoms, mol-
ecules, gases, liquids, solids, structures, stars, and galaxies. The biological world is
consequently a natural object for the study of mechanics.

The relatively new field of biomechanics applies mechanical principles to the study
of living systems. The eminent professor of biomechanics Dr. Y.C. Fung describes the
role of biomechanics in biology, physiology, and medicine:

Physiology can no more be understood without biomechanics than an airplane can
without aerodynamics. For an airplane, mechanics enables us to design its structure
and predict its performance. For an organ, biomechanics helps us to understand
its normal function, predict changes due to alteration, and propose methods of
artificial intervention. Thus diagnosis, surgery and prosthesis are closely associated
with biomechanics.

Clearly, biomechanics is essential to assessing and improving human health.
The following is a brief list of biomechanical milestones, especially those related to
the topics in this chapter:

Galen of Pergamon (129-199) Published extensively in medicine, including De
Motu Muscularum (On the Movements of Muscles). He realized that motion
requires muscle contraction.

Leonardo da Vinci (1452-1519) Made the first accurate descriptions of ball-and-
socket joints, such as the shoulder and hip, calling the latter the “polo dell’omo”

1Biomechanics: Mechanical Properties of Living Tissues, Y.C. Fung, 1993.
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(pole of man). His drawings depicted mechanical force acting along the line of
muscle filaments.

Andreas Vesalius (1514-1564) Published De Humani Corporis Fabrica (The Fabric of
the Human Body). Based on human cadaver dissections, his work led to a more
accurate anatomical description of human musculature than Galen’s and demon-
strated that motion results from the contraction of muscles that shorten and thicken.

Galileo Galilei (1564-1642) Studied medicine and physics, integrated measure-
ment and observation in science, and concluded that mathematics is an essential
tool of science. His analyses included the biomechanics of jumping and the gait
analysis of horses and insects, as well as dimensional analysis of animal bones.

Santorio Santorio (1561-1636) Used Galileo’s method of measurement and analy-
sis and found that the human body changes weight with time. This observation led to
the study of metabolism and, thereby, ushered in the scientific study of medicine.

William Harvey (1578-1657) Developed an experimental basis for the modern
circulation concept of a closed path between arteries and veins. The structural
basis, the capillary, was discovered by Malpighi in 1661.

Giovanni Borelli (1608-1679) A mathematician who studied body dynamics,
muscle contraction, animal movement, and motion of the heart and intestines.
He published De Motu Animalium (On the Motion of Animals) in 1680.

Jan Swammerdam (1637-1680) Introduced the nerve-muscle preparation, stimu-
lating muscle contraction by pinching the attached nerve in the frog leg. He also
showed that muscles contract with little change in volume, refuting the previous
belief that muscles contract when “animal spirits” fill them, causing bulging.

Robert Hooke (1635-1703) Devised Hooke’s Law, relating the stress and elonga-
tion of elastic materials, and used the term cell in biology.

Isaac Newton (1642-1727) Not known for biomechanics work, but he developed
calculus, the classical laws of motion, and the constitutive equation for viscous
fluid, all of which are fundamental to biomechanics.

Nicholas André (1658-1742) Coined the term orthopaedics at the age of eighty
and believed that muscular imbalances cause skeletal deformities.

Stephen Hales (1677-1761) Was likely the first to measure blood pressure, as
described in his book Statistical Essays: Containing Haemostaticks, or an Account
of some Hydraulick and Hydrostatical Experiments made on the Blood and Blood-
Vessels of Animals; etc., in 1733.

Leonard Euler (1707-1783) Generalized Newton’s laws of motion to continuum
representations that are used extensively to describe rigid body motion, and
studied pulse waves in arteries.

Thomas Young (1773-1829) Studied vibrations and voice, wave theory of light
and vision, and devised Young’s modulus of elasticity.
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Ernst Weber (1795-1878) and Eduard Weber (1806-1871) Published Die
Mechanik der meschlichen Gerwerkzeuge (On the Mechanics of the Human Gait
Tools) in 1836, pioneering the scientific study of human gait.

Hermann von Helmholtz (1821-1894) Studied an immense array of topics, includ-
ing optics, acoustics, thermodynamics, electrodynamics, physiology, and medicine,
including ophthalmoscopy, fluid mechanics, nerve conduction speed, and the heat
of muscle contraction.

Etienne Marey (1830-1904) Analyzed the motion of horses, birds, insects, fish,
and humans. His inventions included force plates to measure ground reaction
forces and the Chronophotographe a pellicule, or motion picture camera.

Wilhelm Braune and Otto Fischer (research conducted from 1895-1904) Pub-
lished Der Gang des Menschen (The Human Gait), containing the mathematical
analysis of human gait and introducing methods still in use. They invented “cyclog-
raphy” (now called interrupted-light photography with active markers), pioneered
the use of multiple cameras to reconstruct 3D motion data, and applied Newtonian
mechanics to estimate joint forces and limb accelerations.

4.2 BASIC MECHANICS

4.2.1

This section reviews some of the main points from any standard introductory mech-
anics (statics and dynamics) course. Good references abound, such as Engineering
Mechanics by Merriam and Kraige (2002). A review of vector mathematics is followed
by matrix coordinate transformations, a topic new to some students. Euler’s equa-
tions of motion (section 4.2.5) may also be new material. For both topics, Principles of
Dynamics by Greenwood provides a comprehensive reference.

Vector Mathematics

Forces may be written in terms of scalar components and unit vectors (of magnitude
equal to one), or in polar form with magnitude and direction. Figure 4.1 shows that

Figure 4.1 2-dimensional representation of vector F.
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the 2-dimensional vector F is comprised of the i component, F,, in the x direction, and
the j component, Fy, in the y direction, or

F = Fyi + Fyj (4.1)

as in 20i4+40j 1b. In this chapter vectors are set in bold type. This same vector may be
written in polar form in terms of the vector’s magnitude |F|, also called the norm, and
the vector’s angle of orientation, 6:

IF| = /F2 + F (4.2)

F
0 = arctan PTy (4.3)

X

yielding |[F| = 44.7Ib and 6 = 63.4°. Vectors are similarly represented in three dimen-
sions in terms of their i, j and k components:

F = F,i+ F,j + F.k (4.4)

with k in the z direction.

Often, a vector’s magnitude and two points along its line of action are known.
Consider the 3-dimensional vector in Figure 4.2. F has magnitude of 10 b, and its line
of action passes from the origin (0,0,0) to the point (2,6,4). F is written as the product
of the magnitude |F| and a unit vector e that points along its line of action:

F= |F‘CF
—101b (M)
V22 462+ 42
F = 2.67i +8.02j + 5.34k Ib

The quantity in parentheses is the unit vector of F, or

<2i+6j+4k
€ =

——————) =0.267i + 0.802j + 0.534k
iei

| F
B 0, |
4t
N & 1
7 7 y
e /
S L oft
6ft

Figure 4.2 3-D vector defined by its magnitude and line of action.



4.2 BASIC MECHANICS 133

and the magnitude of F is

F| = \/2.672 +8.022 + 5.342
=101Ib
The vector F in Figure 4.2 may also be defined in 3-D space in terms of the angles

between its line of action and each coordinate axis. Consider the angles 6., 6, and 6,
that are measured from the positive x, y, and z axes, respectively, to F. Then

cos B, = |F—| 4.5)
F

cos 0, = ﬁ (4.6)
F

cos 0, = ﬁ 4.7)

These ratios are termed the direction cosines of F. The unit vector e is equivalent to

eF = C0s O, + cos 0, + cos 6.k (4.8)

or, in general

F.i+F,j+ F:k

\/F2+F+F?

The angles 6y, 6,, and 6, for this example are consequently

eF = 4.9)

2.67 R
0, = arccos (W) =745

8.02 .
0, = arccos( 10 > =36.7

5.34
0, = =57.7°
2 arccos( 10 )

Vectors are added by summing their components:

A=Ad+Aj+Ak
B = B,i+ B,j + Bk
C=A+B=(A:+B)i+ (A +B)j+ (A +B)k

In general, a set of forces may be combined into an equivalent force denoted the

resultant R, where
R=Y"Fi+) Fji+y Fk (4.10)

as will be illustrated in subsequent sections. Vectors are subtracted similarly by
subtracting vector components.
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Vector multiplication consists of two distinct operations, the dot and cross prod-
ucts. The dot, or scalar, product of vectors A and B produces a scalar via

A -B=ABcosH (4.11)

where 0 is the angle between the vectors. For an orthogonal coordinate system, where
all axes are 90° apart

4.12)

For example:

A=3i+2j+kft
B = -2i+3j+10klb
A-B=3(-2)+2(3)+ 1(10) = 10 ft Ib

Note that the dot product is commutative (i.e., A-B = B - A).

The physical interpretation of the dot product A - B is the projection of A onto B,
or, equivalently, the projection of B onto A. For example, work is defined as the force
that acts in the same direction as the motion of a body. Figure 4.3 (left) shows a force
vector F dotted with a direction of motion vector d. The work W done by F is given by
F-d = Fdcos6. Dotting F with d yields the component of F acting in the same
direction as d.

The moment of a force about a point or axis is a measure of its tendency to cause
rotation. The cross, or vector, product of two vectors yields a new vector that points
along the axis of rotation. For example, Figure 4.3 (right) shows a vector F acting in
the x—y plane at a distance from the body’s coordinate center O. The vector r points
from O to the line of action of F. The cross product r x Fis a vector that points in the z
direction along the body’s axis of rotation. If F and r are 3-dimensional (k compon-
ents), their cross product will have additional components of rotation about the x and
y axes. The moment M resulting from crossing r into F is written

d X X

Figure 4.3  (left) The dot, or scalar, product of vectors F and d is equivalent to the projection of F
onto d. (right) The cross, or vector, product of vectors r and F is a vector that points along the axis of
rotation, the z axis coming out of the page.
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M = M.i + Myj + Mk (4.13)

where My, M,, and M, cause rotation of the body about the x, y, and z axes,
respectively.
Cross products may be taken by crossing each vector component term by term, for
example:
AxB=3(-2)ixi+33)ixj+3(10)i xk
+2(=2)j xi+2(3)j xj+2(10); x k
F1(=2)k xi+13)k x j + 1(10)k x k
The magnitude |A x B| = ABsin 8, where 6 is the angle between A and B. Conse-
quently, for an orthogonal coordinate system the cross products of all like terms equal
zero, and ixj=k, jxk=1i, kxi=j, ixk=—j, and so on. The previous
example yields
A x B =9k —30j+ 4k +20i — 2j — 3i
=17i—32j+ 13k Ib ft

Note that the cross product is not commutative (i.e., A x B # B x A).
Cross products of vectors are commonly computed using matrices. The previous
example A x B is given by the matrix

k

i
AxB=|A, A A,
B, B, B,
i j k
13 2 1 (4.14)
-2 3 10

= i[(2)(10) — (D3] —j[(3)(10) — ()(=2)] + k[(3)(3) — (2)(—2)]
=i(20 —3) —j(30 +2) + k(9 + 4)
=17i—32j+ 13k Ib ft

Example Problem 4.1

The vector F in Figure 4.4 has a magnitude of 10 kN and points along the dashed line
as shown. (a) Write F as a vector. (b) What is the component of F in the x-z plane? (c)
What moment does F generate about the origin (0,0,0)?

Solution

This example problem is solved using MATLAB. The >> prompt denotes input and the
percent sign, %, precedes comments (ignored by MATLAB). Lines that begin without
the > prompt are MATLAB output. Some spaces in the following output were
omitted to conserve space.
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15m F

Figure 4.4 rorce vector F has magnitude of T0kN.

> %(a) First write the direction vector d that points along F
> % as a 1D array:
>d=[12 -159]

d=12-159
> 9% Now write the unit vector of F, giving its direction:
> unit_vector = d/norm (d)

unit_vector = 0.5657 —0.7071 0.4243

> % F consists of the magnitude 10 kN times this unit vector
> F = 10=unit_vector

F=35.6569 -7.0711 4.2426

> % Or, more directly
> F = 10%(d/norm(d) )

F=35.6569 -7.0711 4.2426

> % (b) First write the vector r_xz that points in the xz plane:
>r xz=[1209]
rxz=12 0 9

> 9% The dot product is given by the sum of all the term by term
> % multiplications of elements of vectors F and r_xz

> F dot r_xz = sum(F.xr_xz)

> 9% or simply, dot(F,r_xz)

F dot r xz = 106.0660

BIOMECHANICS
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> % (c) Cross F with a vector that points from the origin to F.
> 9 The cross product is given by the cross function
> r _xz_cross_F = cross(r_xz,F)

r xz_cross F =63.6396 0 —84.8528

> 9 Note that the cross product is not commutative
> cross(F,r_xz)
ans = —63.6396 0 84.8528

> % Vectors are added and subtracted in MATLAB using the + and —
> % operations, respectively. [

4.2.2 Coordinate Transformations

3-D Direction Cosines

When studying the kinematics of human motion, it is often necessary to transform
body or body segment coordinates from one coordinate system to another. For
example, coordinates corresponding to a coordinate system determined by markers
on the body (a moving coordinate system) must be translated to coordinates with
respect to the fixed laboratory (inertial coordinate system). These 3-dimensional
transformations use direction cosines that are computed as follows.

Consider the vector A measured in terms of the uppercase coordinate system XYZ,
shown in Figure 4.5 in terms of the unit vectors I, J, K.

A=AI+AJ+AK (4.15)

The unit vectors I, J, K can be written in terms of i, j, k in the xyz system

y

Figure 4.5 Vector A, measured with respect to coordinate system XYZ is related to coordinate
system xyz via the nine direction cosines of Eq. 4.20.
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I = cos O,xi + cos B,xj + cos O.xk (4.16)
J = cos B,yi + cos 0,yj + cos O.yk 4.17)
K = cos 0,71 + cos 0,7j + cos 6,7k (4.18)

where 0,x is the angle between i and I, and similarly for the other angles.
Substituting Eqs. 4.16—4.18 into Eq. 4.15 gives
A = Ay[ cos O,xi + cos B,xj + cos 0.xk]
+ Ay[ cos B,yi + cos B,yj + cos 0,yk] (4.19)
+ A;[ cos 0,71 + cos 0,7) + cos 0.7K]

or
A = (A cos O,x + Ay cos O,y + A, cos B.2)i

+ (Ay cos B,x +A, cos B,y + A; cos B,7)j (4.20)
+ (Ax cos O.x + Ay cos Oy + A, cos 0.7)k

Consequently, A may be represented in terms of I, J, K or i, j, k.

Euler Angles

The coordinates of a body in one orthogonal coordinate system may be related to
another orthogonal coordinate system via Euler angle transformation matrices. For
example, one coordinate system might correspond to markers placed on the patient’s
pelvis and the other coordinate system might correspond to the patient’s thigh. The
two coordinate systems are related by a series of rotations about each original axis in
turn. Figure 4.6 shows the xyz coordinate axes with a y—x—z rotation sequence. First,
xyz is rotated about the y axis (top), transforming the ijk unit vectors into the i'j'k’
unit vectors, via the equations

i’ = cos 0,1 — sin 6,k (4.21)
i'=j (4.22)
k' = sin 0,1 + cos 6,k (4.23)

This new primed coordinate system is then rotated about the x axis (Fig. 4.6, middle),
giving the double-primed system:

i =1 (4.24)
j’ = cos 0, + sin 0,k’ (4.25)
k" = —sin 0,j + cos 0.k’ (4.26)

Finally, the double-primed system is rotated about the z axis, giving the triple-primed
system:

i = cos 0,i" + sin 0,j” 4.27)
i = —sin 01" + cos 0," (4.28)
K" = K (4.29)
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z
z
Oy
X
Gy
X'
z'
2"
Oy
y"
By
y
y"
6,
y"
6,
X"
X"

Figure 4.6 The unprimed coordinate system xyz undergoes three rotations: about the y axis (top),
about the x axis (middle) and about the z axis (bottom), yielding the new triple-primed coordinate

sy stem X" y/l/ 7.
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The three rotations may be written in matrix form to directly translate ijk into
i///]'///k///.

i” [ cos®, sin6, O] [1 0 0 cosf, 0 —sinb,|[1i
i | = | —sinB, cosB, 0| |0 cosB, sinb, 0 1 0 j
k" 0 0 1|10 —sinB, cos6y | |sinB, O cosb k
- . . . . . (4.30)
cosf, sin6,cosB, sinO,sin6, cos, 0 —sind, 1
= | —sinB, cos6,cos0, cosb,sinb, 0 1 0 J
| 0 — sin 0, Cos 0, sinf, 0 cosH, k
i” cos 0, cosBy +sinf,sinf,sin6, sin6,cosb, —cosb,sind,+sinb,sinb,cosO, | |1
i | = | —sinB;cos 6, +cosb,sinb,sinb, cosB,cosB, sinb,sinb, + cos6,sinb,cosb, j
k" cos 0, sin 6, —sin0, cos 0, cos 6, k
(4.31)

If the angles of coordinate system rotation (6y;, 6, 6;) are known, coordinates in the xyz

system can be transformed into the x"y"z" system. Alternatively, if both the unprimed

and triple-primed coordinates are known, the angles may be computed as follows

k" = —sin0,
o (4.32)
0, = —arcsin(k -j)
k" i = cosf,sin6,
6, = arcsin ki (*33)
ro cos 0,
i -] = sin0, cos 0,
, [1,] (4.34)
6, = arcsin
cos 0y

Example Problem 4.2

Write the Euler angle transformation matrices for the y—x—z rotation sequence using
the MATLAB symbolic math toolbox.

Solution

% eulerangles.m

%

% Euler angles for y-x-z rotation sequence

% using MATLAB symbolic math toolbox

%

% x, y and z are thetax, thetay and thetaz, respectively
% First define them as symbolic variables
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Syms Xy z
% Writing equations 4.21-23 as a matrix A
A= [ COS(Y), 0’ —Sm(Y);
0, 1, 0;
sin(y), 0,  cos(y)]

% equations 4.24-26 as matrix B

B=1]1, 0, 0;
0, cos(x), sin(x);
0, —sin(x), cos(x)]

% and equations 4.27-29 as matrix C
C=[cos(z), sin(z), O;
—sin(z), cos(z), O0;

0, 0, 1]
% The matrix equation 4.30 is created by multiplying matrices C, B
% and A
D = C=B=A

The resulting transformation matrix from the preceding m-file is

D=

[cos(z)*cos(y) +sin(z)*sin(x)*sin(y), sin(z)*cos(x), —cos(z)*sin(y)+sin(z)*sin(x)*cos(y)]
[—sin(z)*cos(y) +cos(z)*sin(x)*sin(y), cos(z)*cos(x), sin(z)*sin(y)+cos(z)*sin(x)*cos(y)]
[cos(x)*sin(y), —sin(x), cos(x)*cos(y)]

Which is the same as Eq. 4.31. [ |

The Euler transformation matrices are used differently depending on the available
data. For example, if the body coordinates in both the fixed (unprimed) and body
(triple-primed) systems are known, the body angles 6y, 6, and 6, can be computed
(e.g., Eqs. 4.32-4.34 for a y—x—z rotation sequence). Alternatively, the body’s initial
position and the angles 6,, 6,, and 6, may be used to compute the body’s final
position.

Example Problem 4.3

An aircraft undergoes 30 degrees of pitch (6,), then 20 degrees of roll (), and finally
10 degrees of yaw (0,). Write a MATLAB function that computes the Euler angle
transformation matrix for this series of angular rotations.
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Solution

Since computers use radians for trigonometric calculations, first write two simple
functions to compute cosines and sines in degrees:

function y = cosd(x)
%COSD(X) cosines of the elements of X measured in degrees.
y = cos(pi*x/180);

function y = sind(x)
%SIND(X) sines of the elements of X measured in degrees.
y = sin(pi*x/180);

Next write the x—y—z rotation sequence transformation matrix

function D = eulangle (thetax, thetay, thetaz)
%EULANGLE matrix of rotations by Euler’s angles.

% EULANGLE(thetax, thetay, thetaz) yields the matrix of
% rotation of a system of coordinates by Euler’s

% angles thetax, thetay and thetaz, measured in degrees.

% Now the first rotation is about the x axis, so we use eqs. 4.24-26

A=J1 0 0
0 cosd(thetax) sind(thetax)
0 —sind(thetax) cosd(thetax) ];

% Next is the y axis rotation (Egs. 4.21-23)

B = [ cosd(thetay) 0 —sind(thetay)
0 1 0
sind(thetay) 0 cosd(thetay) ];

% Finally, the z axis rotation (Egs. 4.27-29)

C = cosd(thetaz) sind(thetaz) 0
—sind(thetaz) cosd(thetaz) 0
0 0 1 1;

% Multiplying rotation matrices C, B and A as in Eq. 4.30 gives the solution:

D=C ::-B:%A;
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Now use this function to compute the numerical transformation matrix:

> eulangle(30,20,10)

ans =
0.9254  0.3188 —0.2049
—-0.1632  0.8232 0.5438
0.3420 —0.4698 0.8138

This matrix can be used to convert any point in the initial coordinate system (prema-
neuver) to its position after the roll, pitch, and yaw maneuvers have been executed. Il

4.2.3 Static Equilibrium

Newton’s equations of motion applied to a structure in static equilibrium reduce to
the following vector equations

Y F=0 (4.35)
> M=0 (4.36)

These equations are applied to biological systems in the same manner as standard
mechanical structures. Analysis begins with a drawing of the free-body diagram of the
body segment(s) of interest with all externally applied loads and reaction forces at the
supports. Orthopedic joints can be modeled with appropriate ideal joints (e.g., hinge,
ball-and-socket, etc.) as discussed in Chapter 3 (Fig. 3.33).

Example Problem 4.4

Figure 4.7 (top) shows a Russell’s traction rig used to apply an axial, tensile force to a
fractured femur for immobilization. (a) What magnitude weight v must be suspended
from the free end of the cable to maintain the leg in static equilibrium? (b) Compute
the average tensile force applied to the thigh under these conditions.

Solution

The free body diagram for this system is shown in the lower panel of Figure 4.7. If the
pulleys are assumed frictionless and of small radius, the cable tension T is constant
throughout. Using Eq. 4.35,

Fi+F,+Fs +Frepur —mgj=0
Writing each force in vector form,
Fi = -Fii=-Ti
F, = (—F; cos 30°)i + (F, sin 30°)j
= (=T cos 30°)i + (T'sin 30°)j
F3 = (F3 cos40°)i + (F3 sin40°)j
= (T cos 40°)i + (T sin 40°);j
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mg=0.061w
=9.21b

Figure 4.7 (top) Russell’s traction mechanism for clinically loading lower extremity limbs.
(bottom) Free-body diagram of the leg in traction (adapted from Davis 1986, Figs. 6.14 and 6.15,
pp. 206-207).

Fremur = (Fremur €08 20°) — (Fpemyr sin 20°)j
Using Table 4.1, and neglecting the weight of the thigh, the weight of the foot and leg
is 0.061 multiplied by total body weight, yielding
mgj = (0.061)(150j1b) = 9.2j1b

Summing the x components gives

—T —Tcos30° + T cos40° + Fiepyyr €08 20° = 0
Summing the y components gives

T'sin30° 4+ T'sin40° — Fiepy, Sin20° —mg = 0

The last two expressions may be solved simultaneously, giving both T, which is equal
to the required externally applied weight, and the axial tensile force, Fremur

T =1241b
Fromur = 14.51b |
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Example Problem 4.5

A 160-Ib person is holding a 10-Ib weight in his palm with the elbow fixed
at 90° flexion (Fig. 4.8, top). (a) What force must the biceps generate to hold the
forearm in static equilibrium? (b) What force(s) does the forearm exert on
the humerus?

Solution

Figure 4.8 (bottom) shows the free-body diagram of this system. Due to the increased
number of unknowns, compared to the previous example, both Egs. 4.35 and 4.36
will be used. Summing moments about the elbow at point O, the equilibrium equation
3 M = 0 can be written as

10-Ib. ball

14 in.

16.5in.

mg = 0.022w
=3.5Ib.

2in.
- 0.682L —>|

14in.

L=16.5in.

Figure 4.8 (top) The forearm held statically fixed in 90° flexion while holding a 10-Ib weight at the
hand. (bottom) Free-body diagram of the forearm system (adapted from Davis, 1986, Figs. 6.16 and
6.17, pp. 208-209).
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—rog X (—F4) 4+ rop X (—101b)] +rop X (—3.5 lb)] =0
(—2in)i x (—Fa)j + (12in)i x (—101b)j + (9.25 in)i x (—3.51b)j = 0
(2in)Fak — (1201b in)k — (32.41b in)k = 0
Solving this last expression for the one unknown, Fy4, the vertical force at the elbow:
Fy =76.21b

To find the unknown horizontal force at the elbow, F¢, and the unknown force the
biceps must generate, Fp, the other equation of equilibrium %F = 0 is used:

Fci— Fgj + (—Fpcos75°1+ Fpsin75°%) —101bj—3.51bj=0
Summing the x and y components gives
Fc —Fgcos(75°) =0
—F4 + Fpsin (75°) — 101b —3.51b =0

Solving these last two equations simultaneously and using F4 = 76.2 1b gives the force
of the biceps muscle, Fg, and the horizontal elbow force, F¢:

Fp=9291b
Fc=24.11b |

Example Problem 4.6

The force plate depicted in Figure 4.9 has four sensors, one at each corner, that read
the vertical forces Fy, F», F3, and Fj. If the plate is square with side of length ¢ and
forces F{ — F4 are known, write two expressions that will give the x and y locations of
the resultant force R.

Solution

The resultant magnitude R can be computed from the sum of forces in the z direction:

F4 F3

1 f

£ F1 F2

Figure 4.9 A square force plate with sides of length ¢ is loaded with resultant force R and detects
the vertical forces at each corner, F; — Fy.
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> F.=0
Fi+F,+F;+F4—R=0
R=F,+F,+F;+F4

The force plate remains horizontal; hence the sum of the moments about the x and y
axes must each be zero. Taking moments about the x axis,

> M, =0
F)l +F3¢{—Ry =20
(F + F3)¢
R

Similarly, summing moments about the y axis,

> M, =0
Fil+Fl—Rx=0
(F1 + F2)l
R

The coordinates x and y locate the resultant R. [ |

4.2.4 Anthropomorphic Mass Moments of Inertia

A body’s mass resists linear motion; its mass moment of inertia resists rotation. The
resistance of a body (or a body segment such as a thigh in gait analysis) to rotation is
quantified by the body or body segment’s moment of inertia I:

I:/rzdm (4.37)
where m is the body mass and 7 is the the moment arm to the axis of rotation.

The incremental mass dm can be written pdV. For a body with constant
density p the moment of inertia can be found by integrating over the body’s volume V-

I= p/rde (4.38)
1

This general expression can be written in terms of rotation about the x, y, and z
axes:

L = / (J’z +z2)pdV
\%

I, = / (x* +2%)pdV (4.39)
\4

I = / (o +y?)pdV
vV
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The radius of gyration k is the moment arm between the axis of rotation and a single
point where all of the body’s mass is concentrated. Consequently, a body segment may
be treated as a point mass with moment of inertia,

I = mk* (4.40)

where m is the body segment mass. The moment of inertia with respect to a parallel
axis [ is related to the moment of inertia with respect to the body’s center of mass I,
via the parallel axis theorem:

I=1,, +md* (4.41)

where d is the perpendicular distance between the two parallel axes. Anthropo-
morphic data for various body segments are listed in Table 4.1.

Example Problem 4.7

A 150-Ib person has a thigh length of 17 in. Find the moment of inertia of this body
segment with respect to its center of mass in SI units.

Solution

Thigh length in SI units is
Linigh = 17in = 0.432m

Table 4.1 lists ratios of segment weight to body weight for different body segments.
Starting with body mass,

Myosy = (1501b)(0.454 kg/Ib) = 68.1kg
the thigh segment mass is
Mipigh = (0.100)(68.1kg) = 6.81kg

Table 4.1 also lists body segment center of mass and radius of gyration as ratios with
respect to segment length for each body segment. Table 4.1 gives both proximal and
distal segment length ratios. Note that “proximal” for the thigh refers toward the hip
and ““distal” refers toward the knee. Consequently, the proximal thigh segment length
is the distance between the thigh center of mass and the hip, and the distal thigh
segment length is the distance between the thigh center of mass and the knee. The
moment of inertia of the thigh with respect to the hip is therefore

Lnigh/hip = mk* = (6.81kg)[(0.540)(0.432 m)]* = 0.371kgm®

The thigh’s moment of inertia with respect to the hip is related to the thigh’s moment
of inertia with respect to its center of mass via the parallel axis theorem (Eq. 4.41),

2
Ithigh/hip = Zlthigh/cm +md



TABLE 4.1 Anthropomorphic Data

Segment Definition Segment Weight/ Center Mass/ Radius Gyration/
Body Weight Segment Length Segment Length

Proximal Distal Proximal Distal

Hand Wrist axis/knuckle I middle finger 0.006 0.506 0.494 0.587 0.577

Forearm Elbow axis/ulnar styloid 0.016 0.430 0.570 0.526 0.647

Upper arm Glenohumeral axis/elbow axis 0.028 0.436 0.564 0.542 0.645

Forearm and hand Elbow axis/ulnar styloid 0.022 0.682 0.318 0.827 0.565

Total arm Glenohumeral joint/ulnar styloid 0.050 0.530 0.470 0.645 0.596

Foot Lateral malleolus/head metatarsal II 0.0145 0.50 0.50 0.690 0.690

Leg Femoral condyles/medial malleolus 0.0465 0.433 0.567 0.528 0.643

Thigh Greater trochanter/femoral condyles 0.100 0.433 0.567 0.540 0.653

Foot and leg Femoral condyles/medial malleolus 0.061 0.606 0.394 0.735 0.572

Total leg Greater trochanter/medial malleolus 0.161 0.447 0.553 0.560 0.650

Head and neck C7-T1 and 1st rib/ear canal 0.081 1.000 1.116

Shoulder mass Sternoclavicular joint/glenohumeral axis 0.712 0.288

Thorax C7-T1/T12-L1 and diaphragm 0.216 0.82 0.18

Abdomen T12-L1/L4-LS 0.139 0.44 0.56

Pelvis L4-L5/greater trochanter 0.142 0.105 0.895

Thorax and abdomen C7-T1/L4-LS 0.355 0.63 0.37

Abdomen and pelvis T12-L1/greater trochanter 0.281 0.27 0.73

Trunk Greater trochanter/glenohumeral joint 0.497 0.50 0.50

Trunk, head, neck Greater trochanter/glenohumeral joint 0.578 0.66 0.34 0.830 0.607

Head, arm, trunk Greater trochanter/glenohumeral joint 0.678 0.626 0.374 0.798 0.621

Adapted from Winter, 1990, Table 3.1, pp. 56-57.

SOINVHDIN DISvd v

6vL
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SO

Linigh/em = Lthigh/hip — md”
In this case, distance d is given by the proximal segment length data:
d =(0.432m)(0.433) = 0.187m

and the final result is

Lihigh/em = 0.371kg m” — (6.81kg)(0.187 m)? = 0.133 kg m” n

4.2.5 Equations of Motion

Vector equations of motion are used to describe the translational and rotational
kinetics of bodies.
Newton’s Equations of Motion

Newton’s second law relates the net force F and the resulting translational motion as
F =ma (4.42)

where a is the linear acceleration of the body’s center of mass for translation. For
rotation

M= I« (4.43)

where I is the body’s angular momentum. Hence, the rate of change of a body’s
angular momentum is equal to the net moment M acting on the body. These two
vector equations of motion are typically written as a set of six x, y, and z component
equations.

Euler’s Equations of Motion

Newton’s equations of motion describe the motion of the center of mass of a body.
More generally, Euler’s equations of motion describe the motion of a rigid body with
respect to its center of mass. For the special case where the xyz coordinate axes are
chosen to coincide with the body’s principal axes,

ZMx = Lo + (I; — Iyy)wywz (4.44)
> My =Iyoy + (L — Lo)wews (4.45)
D Mo = Lo + (I — La)wrwy (4.46)

M; is the net moment, I; is the body’s moment of inertia with respect to the principal
axes, and o; and w; are the body’s angular acceleration and angular velocity, respect-
ively. Euler’s equations require angular measurements in radians. Their derivation is
outside the scope of this chapter, but may be found in any intermediate dynamics
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book. Equations 4.44-4.46 will be used in Section 4.6 to compute intersegmental or
joint moments.

4.3 MECHANICS OF MATERIALS

Just as kinematic and kinetic relations may be applied to biological bodies to describe
their motion and its associated forces, concepts from mechanics of materials may be
used to quantify tissue deformation, to study distributed orthopedic forces, and to
predict the performance of orthopedic implants and prostheses and of surgical cor-
rections. Since this topic is very broad, some representative concepts will be illus-
trated with the following examples.

An orthopedic bone plate is a flat segment of stainless steel used to screw two failed
sections of bone together. The bone plate in Figure 4.10 has a rectangular cross-
section, A, measuring 4.17 mm by 12 mm and made of 316L stainless steel. An applied
axial load, F, of 500 N produces axial stress, o, (force/area):

F

o = —

A
500N
- — 10 MP
@17 x 105 m2 x 105m) _ [0MPa

(4.47)

A

Ve
,ﬂx// 77

[+12.00>

F

Figure 4.10 Bone plate used to fix bone fractures, with applied axial load. Dimensions are in mm
(adapted from Burstein and Wright, 1994, pp. 104-108).
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The maximum shear stress, Tmax, Occurs at a 45° angle to the applied load
g pp

e = Fas
max A453
(500N) cos45°

= [(0.00417m)(0.012m)] = 5 MPa

cos45°

(4.48)

which is 0.50, as expected from mechanics of materials principles. Prior to loading,
two points were punched 15 mm apart on the long axis of the plate, as shown. After
the 500N load is applied, those marks are an additional 0.00075 mm apart. The
plate’s strain, ¢, relates the change in length, A¢ to the original length, ¢:

A

14
(4.49)
_ 0.00075 mm 50 % 10-5

€

15 mm

often reported as 50 p where p denotes microstrain (107°).

The elastic modulus, E, relates stress and strain and is a measure of a material’s
resistance to distortion by a tensile or compressive load. For linearly elastic
(Hookean) materials, E is a constant, and a plot of ¢ as a function of € is a straight
line with slope E:

=2 (4.50)
e

For the bone plate,

10 x 10° Pa
E = 50 % 10-¢ = 200 GPa

Materials such as metals and plastics display linearly elastic properties only in limited
ranges of applied loads. Biomaterials have even more complex elastic properties.
Figure 4.11 shows tensile stress—strain curves measured from longitudinal and trans-
verse sections of bone. Taking the longitudinal curve first, from 0-7000p bone
behaves as a purely elastic solid with E ~ 12 GPa. At a tensile stress of approximately
90 MPa, the stress—strain curve becomes nonlinear, yielding into the plastic region of
deformation. This sample ultimately fails at 120 MPa. Table 4.2 shows elastic moduli,
yield stresses, and ultimate stresses for some common orthopedic materials, both
natural and implant.

Figure 4.11 also shows that the elastic properties of bone differ depending on
whether the sample is cut in the longitudinal or transverse direction (i.e., bone is
anisotropic). Bone is much weaker and less stiff in the transverse compared to the
longitudinal direction, as is illustrated by the large differences in the yield and
ultimate stresses and the slopes of the stress—strain curves for the two samples.

Figure 4.12 shows that the elastic properties of bone also vary depending on
whether the load is being applied or removed, displaying hysteresis. From a thermo-
dynamic view, the energy stored in the bone during loading is not equal to the energy
released during unloading. This energy difference becomes greater as the maximum
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TABLE 4.2 Tensile Yield and Ultimate Stresses and Elastic Moduli (E) for Some
Common Orthopedic Materials

Material Oyieta [MPa] G ultimate L[MPa] E [GPa]
Stainless steel 700 850 180
Cobalt alloy 490 700 200
Titanium alloy 1100 1250 110
Bone 85 120 18
PMMA (fixative) 35 5
UHMWPE (bearing) 14 27 1
Patellar ligament 58

Data from Burstein and Wright, 1994, Table 4.2, p. 122.
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Figure 4.11 Tensile stress—strain curves for longitudinal and transverse sections of bone (adapted
from Burstein and Wright, 1994, Fig. 4.12, p. 116).

load increases (curves A to B to C). The “missing” energy is dissipated as heat due to
internal friction and damage to the material at high loads.

The anisotropic nature of bone is sufficient that its ultimate stress in compression is
200 MPa while in tension it is only 140 MPa and in torsion 75 MPa. For torsional
loading the shear modulus or modulus of rigidity, denoted G, relates the shear stress
to the shear strain. The modulus of rigidity is related to the elastic modulus via
Poisson’s ratio, v, where

V= gtransverse (4.5 1)

€longitudinal

Typically, v & 0.3, meaning that longitudinal deformation is three times greater than
transverse deformation. For linearly elastic materials, E, G, and v are related by
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130
120
110
100
90
80
70
60
50
40
30
20
10

Stress [MPa]

5000 10000 15000
Strain [u]

Figure 4.12 Bone shows hysteresis and shifting of stress—strain curves with repeated loading and
unloading (adapted from Burstein and Wright, 1994, Fig. 4.15, p. 119).

E

Ty (4.52)
One additional complexity of predicting biomaterial failure is the complexity of
physiological loading. For example, bone is much stronger in compression than in
tension. This property is demonstrated in “boot-top” fractures in skiing. Since the
foot is fixed, the skier’s forward momentum causes a moment over the ski boot top
and produces three-point bending of the tibia. In this bending mode the anterior tibia
undergoes compression, while the posterior is in tension and potentially in failure.
Contraction of the triceps surae muscle produces high compressive stress at the
posterior side, reducing the amount of bone tension. The following example shows
how topics from statics and mechanics of materials may be applied to biomechanical
problems.

Example Problem 4.8

Figure 4.13 (left) shows an orthopedic nail-plate used to fix an intertrochanteric
fracture. The hip applies an external force of 400N during static standing, as
shown. The nail-plate is rectangular stainless steel with cross-sectional dimensions
of 10 mm (width) by 5 mm (height), and is well fixed with screws along its vertical axis
and friction fit into the trochanteric head (along the x axis). What forces, moments,
stresses, and strains will develop in this orthopedic device?

Solution

As for any statics problem, the first task is constructing a free-body diagram, including
all applied forces and moments and all reaction forces and moments that develop at
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Figure 4.13 (left) An intertrochanteric nail-plate used in bone repair (adapted from Burstein and
Wright, 1994, Fig. 5.5, p. 141). To the right is the free-body diagram of the upper section of this device
and below it is the free-body diagram of a section of this beam cut at a distance x from the left hand
support.

the supports. Because of the instability at the fracture site the nail-plate may be
required to carry the entire 400 N load. Consequently, one reasonable model of the
nail-plate is a cantilever beam of length 0.06 m with a combined loading, as depicted
in Figure 4.13 (right, top). The applied 400N load consists of both axial and
transverse components:

F, =400N cos20° =376 N
F, =400N sin20° = 137N

The axial load produces compressive normal stress; from Eq. 4.47,

376 N
_ — 7.52MP
(0005 m)(0.01my /22 MPpa

in compression, which is only about 1% of the yield stress for stainless steel (Table
4.2). The maximum shear stress due to the axial load is

Toax = % — 3.76 MPa

and occurs at 45° from the long axis. The axial strain can be computed using the
elastic modulus for stainless steel,

o F/A

e Al
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giving an expression for strain:

_F
“TEA
376N

~ 180 x 10°Pa (0.005 m)(0.01 m)

=418 x10°°

From this strain the axial deformation can be computed:
Alpia =€0=251x10"°m

which is negligible.

The transverse load causes the cantilever section to bend. The equations describing
beam bending can be found in any mechanics of materials text (e.g., Roark 1989).
Consider the beam in the left panel of Figure 4.14. If this beam is fixed at the left hand
side and subjected to a downward load on the right, it will bend with the top of the
beam elongating and the bottom shortening. Consequently, the top of the beam is in
tension and the bottom in compression. The point of transition, where there is no
bending force, is denoted the neutral axis, located at distance ¢. For a symmetric
rectangular beam of height 4, ¢ is located at the midline /2. The beam resists bending
via its area moment of inertia I. For a rectangular cross section of width b and height
h, I =5 bh?, depicted in the right panel of Figure 4.14.

Beam tip deflection 8y is equal to

Fx?
% = GEl

where x is the axial distance along the beam, L is the total beam length, and I is the
beam’s cross-sectional area moment of inertia. For this example,

GL — x) (4.53)

1
= E(10 x 1073 m)(5 x 1073 m)® = 10.42 x 10°m*

Maximum deflection will occur at x = L,

I

I =1/12 bh3

c Tension

Y Compression

b

Figure 4.14 (left) A beam fixed on the left and subjected to a downward load on the right
undergoes bending, with the top of the beam in tension and the bottom in compression. The position
where tension changes to compression is denoted the neutral axis, located at c. (right) A beam of
rectangular cross section with width b and height h resists bending via the area moment of inertia
I =Lbh.
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dy = IE
M 3ET
137 N(0.06 m)® (4.54)
3(180 x 109 N/m2)(10.42 x 109 m#)

=526 x10"*m = 0.526 mm

which is also negligible.
Computation of maximum shear and bending stresses require maximum
shear force Vand bending moment M. Starting by static analysis of the entire free-

body
> Fe @ Ac—=376N=0
> F i A —137N=0
> Ma @ M, —137N(0.06m) =0

Solving these equations gives A, = 376 N, A, = 137N, and M, = 8.22 N m. Taking a
cut at any point x to the right of A and isolating the left-hand section gives the free-
body in Figure 4.13 (right, bottom). Applying the equations of static equilibrium to
this isolated section yields

> Fe : 376N-N=0

N(x) = 376N
> F @ 137N-V=0
V(x) = 137N

ZMA : 822N m-— (137N)(xm) +M =0
M) = (137N m)x—822Nm

These last equations can be plotted easily using MATLAB, giving the axial force, shear
force, and bending moment diagrams shown in Figure 4.15.

% Use MATLAB to plot axial force, shear force, and bending moment diagrams
% for Example Problem 4.8

X =1[0:0.01:0.06];
N =x.#0 + 376;

V =x.x0 + 137;

M = 137.xx — 8.22;

figure

subplot (3,1,1), plot(x,N,x,N, ’x’)
xlabel (x [m]’)

ylabel N [N]%)

title CAxial Force N?)
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Axial Force N
377 T T T T T
_ 3765 R
£ 376
p=d
3755 i
375 1 1 1 1 1
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Shear Force V
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= 137
>
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Bending Moment M
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=
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X [m]

Figure 4.15 Axial force N (top), shear force V (middle), and bending moment M (bottom)
computed for the nail-plate in Fig. 4.13 as functions of the distance x along the plate.

subplot(3,1,2), plot(x,V,x,V,’x’)
xlabel’x [m]’)

ylabel(CV [NT)

title(’Shear Force V?)
subplot(3,1,3), plot(x,M,x,M,’x’)
xlabel(’x [m]’)

ylabelCM [N—m]’)

title "Bending Moment M’)

The maximum bending and shear stresses follow as

Mpaxce

Tpax = T (4.55)

where c, the distance to the beam’s neutral axis, is /2 for this beam:
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—8.22Nm[0.5(5 x 103 m)]
Tbmax 1042 x 10-° m? 97 MPa

Vmaxhz
Thmax = g7 (4.56)
_ 137N(S x 1073 m)?

T 8(10.42 x 109 m?)

=4.11MPa

All of these stresses are well below G yiejg = 700 MPa for stainless steel. [ ]

4.4 VISCOELASTIC PROPERTIES

The Hookean elastic solid is a valid description of materials only within a
narrow loading range. For example, an ideal spring that relates force and elongation
by a spring constant k is invalid in nonlinear low-load and high-load regions.
Further, if this spring is coupled to a mass and set into motion, the resulting
perfect harmonic oscillator will vibrate forever, which experience shows does
not occur. Missing is a description of the system’s viscous or damping properties.
In this case, energy is dissipated as heat in the spring and air friction on the
moving system.

Similarly, biomaterials all display viscoelastic properties. Different models of vis-
coelasticity have been developed to characterize materials with simple constitutive
equations. For example, Figure 4.16 shows three such models that consist of a series
ideal spring and dashpot (Maxwell), a parallel spring and dashpot (Voight), and a
series spring and dashpot with a parallel spring (Kelvin). Each body contains a
dashpot, which generates force in proportion to the derivative of its elongation.
Consequently, the resulting models exhibit stress and strain properties that vary in

time.
()

(b)
e
——1

Maxwell Voight Kelvin

— |

Figure 4.16 Three simple viscoelastic models: (a) the Maxwell model, (b) the Voight model, and
(c) the Kelvin body or standard linear solid model.
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The dynamic response of each model can be quantified by applying a step change in
force F and noting the model’s resulting change in length, or position x, denoted the
creep response. The converse experiment applies a step change in x and measures the
resulting change in F, denoted stress relaxation. Creep and stress relaxation tests for
each dynamic model can be carried out easily using the Simulink program. Figure 4.17
shows a purely elastic material subjected to a step change in applied force F. The
material’s subsequent position x follows the change in force directly. This material
exhibits no creep. Figure 4.18 shows the purely elastic material subjected to a step
change in position x. Again, the material responds immediately with a step change in F
(i.e., no stress relaxation is observed).

James Clerk Maxwell (1831-1879) used a series combination of ideal spring and
dashpot to describe the viscoelastic properties of air. Figure 4.19 shows the Maxwell
viscoelastic model subjected to a step change in applied force, and Fig. 4.20 shows the
Maxwell model’s stress relaxation response. The latter exhibits an initial high stress
followed by stress relaxation back to the initial stress level. The creep response,
however, shows that this model is not bounded in displacement since an ideal dashpot
may be extended forever.

Elastic Model - simple spring

Creep ] —>I>—> (-

F 1/K X

Displacement x

-10 05 1 15 2 25 3 35 4 45 5
Time t [s]

Figure 4.17 Simulink model of the creep test for a purely elastic material (an ideal
spring). This model solves the equation x = F/K where x is displacement, F is applied force, and
K is the spring constant. Below is the elastic creep response to a step increase in applied
force Fwith K = 1 and force changed from 0 to 5 (arbitrary units). The displacement x linearly follows
the applied force.
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Elastic Model — simple spring

Stress Relaxation II b E
K F

X

Force F

0 05 1 15 2 25 3 35 4 45 5
Time t [s]

Figure 4.18 Ssimulink model (top) and stress relaxation test of the purely elastic model which
solves F = Kx. Applied step displacement x = 5 and spring constant K = 1. Force linearly follows dis-
placement.

Maxwell Model of Viscoelasticity - series spring and dashpot

x1 x1 +F/K=x

x = F/K + integral(F/B)

30

25

20

Displacement x

0

0 05 1 15 2 25 3 35 4 45 5
Time t [s]

Figure 4.19 Creep of the Maxwell viscoelastic model, a series combination of ideal spring and
dashpot (Fig. 4.16a). The spring constant K = T and dashpot damping coefficient B = 1 (arbitrary units).
This system is subjected to a step change in force and displacement x arises by solving x = F/K + [ F/B.
The spring instantly responds, followed by creep of the ideal dashpot, which may extend as long as force
is applied.
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Maxwell Model of Viscoelasticity — series spring and dashpot

Stress Relaxation

x—x1 K(x-x1) =F
P+
— »- 1 g
X Sum K E
x1 3 F/B = dx1/dt F
s ¢ 1 |<—
Integrator 1/B

7.5

Force F

25¢

5

0 05 1 15 2 25 3 35 4 45 5
Time t [s]

Figure 4.20 Stress relaxation of the Maxwell viscoelastic model. This model solves
F = K[x — [ F/B], again with K = B = 1 and arbitrary units. The ideal spring instantly responds followed
by stress relaxation via the dashpot to the steady-state force level.

Woldemar Voight (1850-1919) used the parallel combination of an ideal spring
and dashpot in his work with crystallography. Figure 4.21 shows the creep test of the
Voight viscoelastic model. Figure 4.22 shows that this model is unbounded in force.
That is, when a step change in length is applied, force goes to infinity since the dashpot
cannot immediately respond to the length change.

William Thompson (Lord Kelvin, 1824-1907) used the three-element viscoelastic
model (Figure 4.16¢) to describe the mechanical properties of different solids in the
form of a torsional pendulum. Figure 4.23 shows the three-element Kelvin model’s
creep response. This model has an initial rapid jump in position with subsequent slow
creep. Figure 4.24 shows the Kelvin model stress relaxation test. Initially, the material
is very stiff with subsequent stress decay to a non zero steady-state level that is due to
the extension of the dashpot. The three-element Kelvin model is the simplest lumped
viscoelastic model that is bounded both in extension and force.

The three-element viscoelastic model describes the basic features of stress relax-
ation and creep. Biological materials often exhibit more complex viscoelastic proper-
ties. For example, plotting hysteresis as a function of frequency of applied strain gives
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Voight Model of Viscoelasticity — parallel spring and dashpot

Creep
F/B
+ [ ] B D
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Figure 4.21 Creep of the Voight viscoelastic model, a parallel combination of ideal spring
and dashpot (Fig. 4.16b). This model solves the differential equation dx/dt = 1/B[F — Kx] for
Xx. K=B=1 and the step applied force is 5 arbitrary units. Displacement slowly creeps toward
its steady-state value.

discrete curves for the lumped viscoelastic models. Biological tissues demonstrate
broad, distributed hysteresis properties. One solution is to describe biomaterials with
a distributed network of three-element models. A second method is to use the
generalized viscoelastic model of Westerhof and Noordergraaf (1990) to describe
the viscoelastic wall properties of blood vessels. Making the elastic modulus (math-
ematically) complex yields a model that includes the frequency dependent elastic
modulus, stress relaxation, creep, and hysteresis exhibited by arteries. Further, the
Voight and Maxwell models emerge as special (limited) cases of this general approach.

4.5 CARTILAGE, LIGAMENT, TENDON, AND MUSCLE

The articulating surfaces of bones are covered with articular cartilage, a biomaterial
composed mainly of collagen. Collagen is the main structural material of hard and
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Voight Model of Viscoelasticity — parallel spring and dashpot
Stress Relaxation

X p x dot B x dot
P du/dt +
| 4>| > : =

X Derivative B v
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Figure 4.22 Stress relaxation of the Voight viscoelastic model. This model solves the equation
F = Kx + Bdx/dt. Since the dashpot is in parallel with the spring, and since it cannot respond immedi-
ately to a step change in length, the model force goes to infinity.

soft tissues in animals. Isolated collagen fibers have high tensile strength that is
comparable to nylon (50-100 MPa) and an elastic modulus of approximately 1 GPa.
Elastin is a protein found in vertebrates and is particularly important in blood vessels
and the lungs. Elastin is the most linearly elastic biosolid known, with an elastic
modulus of approximately 0.6 MPa. It gives skin and connective tissue their elasticity.

4.5.1 Cartilage

Cartilage serves as the bearing surfaces of joints. It is porous and its complex mech-
anical properties arise from the motion of fluid in and out of the tissue when subjected
to joint loading. Consequently, articular cartilage is strongly viscoelastic with stress
relaxation times in compression on the order of 1 to § seconds. Cartilage is aniso-
tropic and displays hysteresis during cyclical loading. Ultimate compressive stress of
cartilage is on the order of § MPa.
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Figure 4.23 Creep of the Kelvin three-element viscoelastic model. This model’s equations of
motion are left to the reader to derive. After a step change in force, this model has an initial immediate
increase in displacement, with a subsequent slow creep to a steady-state level.
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Figure 4.24 stress relaxation of the Kelvin viscoelastic model. This model has an initial immediate
increase in force followed by slower stress relaxation to a steady-state force level.

4.5.2 Ligaments and Tendons

Ligaments join bones together and consequently serve as part of the skeletal frame-
work. Tendons join muscles to bones and transmit forces generated by contracting
muscles to cause movement of the jointed limbs. Tendons and ligaments primarily
transmit tension; hence they are composed mainly of parallel bundles of collagen
fibers and have similar mechanical properties. Human tendon has an ultimate stress of
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50-100 MPa and exhibits very nonlinear stress—strain curves. The middle stress—
strain range is linear with an elastic modulus of approximately 1-2 GPa. Both tendons
and ligaments exhibit hysteresis, viscoelastic creep, and stress relaxation. These
materials may also be “preconditioned,” whereby initial tensile loading can affect
subsequent load-deformation curves. The material properties shift due to changes in
the internal tissue structure with repeated loading.

4.5.3 Muscle Mechanics

Chapter 3 introduced muscle as an active, excitable tissue that generates force by
forming cross-bridge bonds between the interdigitating actin and myosin myofila-
ments. The quantitative description of muscle contraction has evolved into two
separate foci—lumped descriptions based on A. V. Hill’s contractile element, and
cross-bridge models based on A.F. Huxley’s description of a single sarcomere (Palla-
dino and Noordergraaf, 1998). The earliest quantitative descriptions of muscle are
lumped whole muscle models with the simplest mechanical description being a purely
elastic spring. Potential energy is stored when the spring is stretched, and shortening
occurs when it is released. The idea of muscle elastance can be traced back to Ernst
Weber (1846) who considered muscle as an elastic material that changes state during
activation via conversion of chemical energy. Subsequently, investigators retained the
elastic description but ignored metabolic alteration of muscle stiffness. A purely
elastic model of muscle can be refuted on thermodynamic grounds since the potential
energy stored during stretching is less than the sum of the energy released during
shortening as work and heat. Still, efforts to describe muscle by a combination of
traditional springs and dashpots continued. In 1922, Hill coupled the spring with a
viscous medium, thereby reintroducing viscoelastic muscle descriptions that can be
traced back to the 1840s.

Quick stretch and release experiments show that muscle’s viscoelastic properties
are strongly time dependent. In general, the faster a change in muscle length occurs,
the more severely the contractile force is disturbed. Muscle contraction clearly arises
from a more sophisticated mechanism than a damped elastic spring. In 1935, Fenn
and Marsh added a series elastic element to Hill’s damped elastic model and con-
cluded that “muscle cannot properly be treated as a simple mechanical system.”
Subsequently, Hill embodied the empirical hyperbolic relation between load and
initial velocity of shortening for skeletal muscle as a model building block, denoted
the contractile element. Hill’s previous viscoelastic model considered muscle to
possess a fixed amount of potential energy whose rate of release is controlled by
viscosity. Energy is now thought to be controlled by some undefined internal mech-
anism rather than by friction. This new feature of muscle dynamics varying with load
was a step in the right direction; however, subsequent models, including heart studies,
built models based essentially on the hyperbolic curve that was measured for tetanized
skeletal muscle. This approach can be criticized on two grounds, (1) embodiment of
the contractile element by a single force-velocity relation sets a single, fixed relation
between muscle energetics and force, and (2) it yields no information on the contrac-
tile mechanism behind this relation. Failure of the contractile element to describe
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a particular loading condition led investigators to add passive springs and dashpots
liberally with the number of elements reaching at least nine by the late 1960s.
Distributed models of muscle contraction, to date, have been conservative in design
and have depended fundamentally on the Hill contractile element. Recent models are
limited to tetanized, isometric contractions or to isometric twitch contractions.

A second, independent focus of muscle contraction research works at the ultra-
structural level with the sliding filament theory serving as the most widely accepted
contraction mechanism. Muscle force generation is viewed as the result of cross-
bridge bonds formed between thick and thin filaments at the expense of biochemical
energy. The details of bond formation and detachment are under considerable debate,
with the mechanism for relaxation particularly uncertain. Prior to actual observation
of cross-bridges, A. F. Huxley (1957) devised the cross-bridge model based on
structural and energetic assumptions. Bonds between myofilaments are controlled
via rate constants f and g that dictate attachment and detachment, respectively. One
major shortcoming of this idea was the inability to describe transients resulting from
rapid changes in muscle length or load, similar to the creep and stress relaxation tests
previously discussed.

Subsequent models adopt increasingly complex bond attachment and detachment
rate functions and are often limited in scope to description of a single pair of
myofilaments. Each tends to focus on description of a single type of experiment
(e.g., quick release). No model has been shown to broadly describe all types of
contractile loading conditions. Cross-bridge models have tended to rely on increas-
ingly complex bond attachment and detachment rate functions. This trend has
reversed the issue of describing complex muscle dynamics from the underlying
(simpler) cross-bridges to adopting complex cross-bridge dynamics to describe a
particular experiment.

Alternatively, Palladino and Noordergraaf (1998) proposed a large-scale, distrib-
uted muscle model that manifests both contraction and relaxation as the result of
fundamental mechanical properties of cross-bridge bonds. As such, muscle’s complex
contractile properties emerge from the underlying ultrastructure dynamics (i.e., func-
tion follows from structure). Bonds between myofilaments, which are biomaterials,
are described as viscoelastic material. The initial stimulus for contraction is electrical.
Electrical propagation through cardiac muscle occurs at finite speed, implying spatial
asynchrony of stimulation. Furthermore, Ca™* release from the sarcoplasmic reticu-
lum depends on diffusion for availability at the myosin heads. These effects, as well as
nonuniformity of structure, strongly suggest that contraction is asynchronous
throughout the muscle. Recognition of muscle’s distributed properties by abandoning
the assumption of perfect synchrony in contraction and consideration of myofilament
mass allow for small movements of thick with respect to thin filaments. Such move-
ments lead to bond detachment and heat production. Gross movement (e.g., muscle
shortening) exacerbates this process. Quick transients in muscle length or applied
load have particularly strong effects and have been observed experimentally. Muscle
relaxation is thereby viewed as a consequence of muscle’s distributed properties.

The new distributed muscle model is built from the following main features:
sarcomeres consist of overlapping thick and thin filaments connected by cross-bridge
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Figure 4.25 Schematic diagram of a muscle fiber built from a distributed network of N sarco-
meres. Each sarcomere has M parallel pairs of cross-bridge bonds (adapted from Palladino and Noorder-
graaf, 1998, Fig. 3.4, p. 44).

bonds which form during activation and detach during relaxation. Figure 4.25 shows
a schematic of a muscle fiber (cell) comprised of a string of series sarcomeres. Cross-
bridge bonds are each described as three-element viscoelastic solids, and myofila-
ments as masses. Force is generated due to viscoelastic cross-bridge bonds that form
and are stretched between the interdigitating matrix of myofilaments. The number of
bonds formed depends on the degree of overlap between thick and thin filaments and
is dictated spatially and temporally due to finite electrical and chemical activation
rates. Asynchrony in bond formation and unequal numbers of bonds formed in each
half sarcomere, as well as mechanical disturbances such as muscle shortening and
imposed length transients, cause small movements of the myofilaments. Since myofila-
ment masses are taken into account, these movements take the form of damped
vibrations with a spectrum of frequencies due to the distributed system properties.
When the stress in a bond goes to zero, the bond detaches. Consequently, myofilament
motion and bond stress relaxation lead to bond detachment and produce relaxation
without assumption of bond detachment rate functions. In essence, relaxation
results from inherent system instability. Although the model is built from linear,
time-invariant components (springs, dashpots, and masses), the highly dynamic struc-
ture of the model causes its mechanical properties to be highly nonlinear and time-
varying, as is found in muscle fibers and strips.

Sensitivity of the model to mechanical disturbances is consistent with experimental
evidence from muscle force traces, aequorin measurements of free calcium ion, and
high speed X-ray diffraction studies which all suggest enhanced bond detachment.
The model is also consistent with sarcomere length feedback studies in which reduced



4.6 CLINICAL GAIT ANALYSIS 169

internal motion delays relaxation, and it predicted muscle fiber (cell) dynamics prior
to their experimental measurement.

This model proposes a structural mechanism for the origin of muscle’s complex
mechanical properties and predicts new features of the contractile mechanism (e.g., a
mechanism for muscle relaxation and prediction of muscle heat generation). This new
approach computes muscle’s complex mechanical properties from physical descrip-
tion of muscle anatomical structure, thereby linking subcellular structure to organ-
level function.

This chapter describes some of the high points of biological tissues’ mechanical
properties. More comprehensive references include Fung’s Biomechanics: Mechanical
Properties of Living Tissues, Nigg and Herzog’s Biomechanics of the Musculo-Skeletal
System, and Mow and Hayes’ Basic Orthopaedic Biomechanics. Muscle contraction
research has a long history, as chronicled in the book Machina Carnis by Needham.
For a more comprehensive history of medicine see Singer and Underwood’s
(1962) book. The next two sections apply biomechanics concepts introduced in
Sections 4.2—4.5 to human gait analysis and to the quantitative study of the cardio-
vascular system.

4.6 CLINICAL GAIT ANALYSIS

An example of applied dynamics in human movement analysis is clinical gait analysis.
Clinical gait analysis involves the measurement of the parameters that characterize a
patient’s gait pattern, the interpretation of the collected and processed data, and the
recommendation of treatment alternatives. It is a highly collaborative process that
requires the cooperation of the patient and the expertise of a multidisciplinary team
that typically includes a physician, a physical therapist or kinesiologist, and an engineer
or technician. The engineer is presented with a number of challenges. The fundamental
objective in data collection is to monitor the patient’s movements accurately and with
sufficient precision for clinical use without altering the patient’s typical performance.
While measurement devices for clinical gait analysis are established to some degree
(i.e., commercially available) the protocols for the use of the equipment continue to
develop. The validity of these protocols and associated models and the care with which
they are applied ultimately dictate the meaning and quality of the resulting data
provided for interpretation. This is one area in which engineers in collaboration with
their clinical partners can have a significant impact on the clinical gait analysis process.

Generally, data collection for clinical gait analysis involves the placement of highly
reflective markers on the surface of the patient’s skin. These external markers then
reflect light to an array of video-based motion cameras that surround the measure-
ment volume. The instantaneous location of each of these markers can then be
determined stereometrically based on the images obtained simultaneously from two
or more cameras. Other aspects of gait can be monitored as well, including ground
reactions via force platforms embedded in the walkway and muscle activity via
electromyography with either surface or intramuscular fine wire electrodes,
depending on the location of the particular muscle.
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In keeping with the other material presented in this chapter, the focus of this
section will pertain to the biomechanical aspects of clinical gait analysis and includes
an outline of the computation of segmental and joint kinematics and joint kinetics and
a brief illustration of how the data are interpreted.

4.6.1 The Clinical Gait Model

The gait model is the algorithm that transforms the data collected during walking
trials into the information required for clinical interpretation. For example, the gait
model uses the data associated with the three-dimensional displacement of the
markers on the patient to compute the angles that describe how the patient’s body
segment and lower extremity joints are moving. The design of the gait model is
predicated on a clear understanding of the needs of the clinical interpretation team
(e.g., the specific aspects of gait dynamics of interest). To meet these clinical specifi-
cations, gait model development is constrained both by the technical limitations of the
measurement system and by the broad goal of developing protocols that may be
appropriate for a wide range of patient populations that vary in age, gait abnormality,
walking ability, etc. An acceptable model must be sufficiently general to be used for
many different types of patients (e.g., adults and children with varying physical and
cognitive involvement), be sufficiently sophisticated to allow detailed biomechanical
questions to be addressed, and be based on repeatable protocols that are feasible in a
clinical setting.

4.6.2 Kinematic Data Analysis

Reflective markers placed on the surface of the patient’s skin are monitored or
tracked in space and time by a system of video-based cameras. These marker trajec-
tories are used to compute coordinate systems that are anatomically aligned and
embedded in each body segment under analysis. These anatomical coordinate systems
provide the basis for computing the absolute spatial orientation (or attitude) of the
body segment or the angular displacement of one segment relative to another (e.g.,
joint angles). For this analysis, at least three non-colinear markers or points of
reference must be placed on or identified for each body segment included in the
analysis. These markers form a plane from which a segmentally fixed coordinate
system may be derived. Any three markers will allow the segment motion to be
monitored, but unless these markers are referenced to the subject’s anatomy, such
kinematic quantification is of limited clinical value. Markers must either be placed
directly over palpable bony landmarks on the segment or at convenient (i.e., visible to
the measurement cameras) locations on the segment that are referenced to the
underlying bone(s). An examination of the pelvic and thigh segments illustrates
these two alternatives.

Pelvic Anatomical Coordinate System

For the pelvis, markers placed over the right and left anterior—superior—iliac-spine
(ASIS) and either the right or left posterior—superior—iliac—spine (PSIS) will allow for



4.6 CLINICAL GAIT ANALYSIS 171

the computation of an anatomically aligned coordinate system, as described in the
following example.

Example Problem 4.9

Given the following three-dimensional locations in meters for a set of pelvic markers
expressed relative to an inertially fixed laboratory coordinate system (Figure 4.26),

Right ASIS : RASIS = —0.850i — 0.802j + 0.652k
Left ASIS : LASIS = —0.831i — 0.651j 4+ 0.652k
PSIS = —1.015i— 0.704j + 0.686k

compute an anatomical coordinate system for the pelvis.

Solution

These three anatomical markers form a plane. The line between the right ASIS and left
ASIS represents one coordinate system axis. Another coordinate axis is perpendicular to
the pelvic plane. The third coordinate axis is computed to be orthogonal to the first two:

|
LASIS
LASIS

Figure 4.26 Kinematic markers used to define pelvis and thigh coordinate systems. For the pelvis,
PSIS denotes posterior—superior-iliac-spine, H is hip center, and RASIS and LASIS denote right and left
anterior-superior—iliac—spine markers, respectively. For the thigh, TW is thigh wand, K is knee center, and
MK and LK are medial and lateral knee (femoral condyle) markers, respectively.
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1. Subtract vector RASIS from vector LASIS,

LASIS — RASIS = (—0.831 — (—0.850))i + (—0.651 — (—0.802))j
1 (0.652 — 0.652)k

to find
ry = 0.0190i + 0.15105 + 0.0000k

and its associated unit vector:

0.019i + 0.151j + 0.000k

= V0.0192 + 0.1512 + 0.0002
e = 0.125i + 0.992j + 0.000k

€r1

Unit vector e, represents the medial-lateral direction or y axis for the pelvic
anatomical coordinate system epay (Fig. 4.26).

. A second vector in the pelvic plane is required to compute the coordinate axis

that is perpendicular to the plane. Consequently, subtract vector RASIS from
vector PSIS to find

r; = —0.165i + 0.098j + 0.034k

. Take the vector cross product epay X 13 to yield

i j k
r3=| 0.125 0.992 0.000
—0.165 0.098 0.034
=1[(0.992)(0.034) — (0.000)(0.098)]1
+[(0.000)(—0.165) — (0.125)(0.034)];
+1(0.125)(0.098) — (0.992)(—0.165)1k
=0.034i—0.004j+0.176k
and its associated unit vector:

€3 = €paz, = 0.1881 — 0.024j + 0.982k

Unit vector e;3 represents the anterior—superior direction or z axis of the pelvic
anatomical coordinate system ep,, (Fig. 4.26).

. The third coordinate axis is computed to be orthogonal to the first two. Take the

vector cross product epay X €pa, to compute the fore—aft direction, or x axis, of
the pelvic anatomical coordinate system:

€pax = 0.974i — 0.123j — 0.190k

For this example, the anatomical coordinate system for the pelvis can be
expressed as follows:
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Cpax 0974 —0.123 —0.1907 [i
{epa) = | €pay | = [ 0.125 0992 0.000 | | j
Cpaz 0.188 —0.024 0982 ] |k

Note that the coefficients associated with these three axes represent the direction
cosines that define the orientation of the pelvic coordinate system relative to the
laboratory coordinate system. [ |

In summary, by monitoring the motion of the three pelvic markers, the instantan-
eous orientation of an anatomical coordinate system for the pelvis, {epa}, comprised
of axes epax, €pay, and e€paz, can be determined. The absolute angular displacement of
this coordinate system can then be computed via Euler angles as pelvic tilt, obliquity,
and rotation using Egs. 4.32-4.34. An example of these angle computations is
presented later in this section.

Thigh Anatomical Coordinate System

The thigh presents a more significant challenge than the pelvis since three bony
anatomical landmarks are not readily available as reference points during gait.
A model based on markers placed over the medial and lateral femoral condyles and
the greater trochanter is appealing but plagued with difficulties. A marker placed over
the medial femoral condyle is not always feasible during gait (e.g., with patients whose
knees make contact while walking). A marker placed over the greater trochanter is
often described in the literature but should not be used as a reference because of its
significant movement relative to the underlying greater trochanter during gait (skin
motion artifact).

In general, the approach used to quantify thigh motion (and the shank and foot) is
to place additional anatomical markers on the segment(s) during a static subject
calibration process so that the relationship between these static anatomical markers
(that are removed before gait data collection) and the motion markers (that remain on
the patient during gait data collection) may be calculated. It is assumed that this
mathematical relationship remains constant during gait (i.e., the instrumented body
segments are assumed to be rigid). This process is illustrated in the following example.

Example Problem 4.10

Given the following marker coordinate data that have been acquired while the patient
stands quietly (also in meters),

lateral femoral condyle marker LK = —0.881i — 0.858j + 0.325k
medial femoral condyle marker MK = —0.855i — 0.767j + 0.318k

compute an anatomical coordinate system for the thigh.

Solution

A thigh plane is formed based on three anatomical markers or points: the hip center,
the lateral femoral condyle marker LK, and the medial femoral condyle marker MK.
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The knee center location can then be estimated as the midpoint between LK and MK.
With these points, the vector from the knee center to the hip center represents the
longitudinal axis of the coordinate system. A second coordinate axis is perpendicular
to the thigh plane. The third coordinate axis is computed to be orthogonal to the first
two.

The location of the knee center of rotation may be approximated as the midpoint
between the medial and lateral femoral condyle markers,

LK+ MK (-0.881) + (—0.855)i+ (—0.858) + (—0.767)

2 2 2 J
| (0325) ; 0.318)

yielding
knee center location K = —0.868i — 0.812j + 0.321k

The location of the center of the head of the femur, referred to as the hip center, is
commonly used in this calculation by approximating its location based on patient
anthropometry and a statistical model of pelvic geometry that is beyond the scope of
this chapter. In this case, it can be located at approximately (Davis et al., 1991)

hip center location H = —0.906i — 0.763j + 0.593k
Now the anatomical coordinate system for the thigh may be computed as follows.
1. Subtract the vector K from H, giving
ry = —0.0381+ 0.0495 + 0.272k
and its associated unit vector
€4 = € = —0.1371 4+ 0.175j + 0.975k

Unit vector eq4 represents the longitudinal direction, or z axis, of the thigh
anatomical coordinate system e,;,.

2. As with the pelvis, a second vector in the thigh plane is required to compute the

coordinate axis that is perpendicular to the plane. Consequently, subtract vector
LK from MK:

rs = 0.026i + 0.091j — 0.007k
3. Form the vector cross product r5 X e, to yield
res = 0.090i — 0.024j + 0.017k
and its associated unit vector
€6 = €rax = 0.949i — 0.258j + 0.180k

Unit vector e, represents the fore-aft direction, or x axis, of the thigh anatom-
ical coordinate system e,y.
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4. Again, the third coordinate axis is computed to be orthogonal to the first two.
Determine the medial-lateral or y axis of the thigh anatomical coordinate
system, e€ay, from the cross product e, X €y:

€y = 0.284i + 0.950j — 0.131k

For this example, the anatomical coordinate system for the thigh can be expressed as

€tax 0.949 —-0.258 0.180 i
{eat = |eay | = | 0284 0950 —0.131 j
€taz —-0.137  0.175 0.975 k

This defines an anatomical coordinate system fixed to the thigh, {e,}, comprised of
axes €ax, €ray, aNd €. Its basis, however, includes an external marker (medial femoral
condyle MK) that must be removed before the walking trials. Consequently, the
location of the knee center cannot be computed as described in the preceeding
example. This dilemma is resolved by placing another marker on the surface of the
thigh such that it also forms a plane with the hip center and lateral knee marker. These
three reference points can then be used to compute a “‘technical” coordinate system
for the thigh to which the knee center location may be mathematically referenced.ll

Example Problem 4.11

Continuing Example Problem 4.10, and given the coordinates of another marker
placed on the thigh but not anatomically aligned,

thigh wand marker TW = —0.890i — 0.937j + 0.478k

compute a technical coordinate system for the thigh.

Solution
A technical coordinate system for the thigh can be computed as follows.

1. Compute the longitudinal direction, or z axis, of the technical thigh coordinate
system ey,. Start by subtracting vector LK from the hip center H to form

r; = —0.025i + 0.094j + 0.268k
and its associated unit vector
€7 = ey, = —0.0881+ 0.330j + 0.940k
Unit vector e,7 represents the z axis of the thigh technical coordinate system, ey;.

2. To compute the axis that is perpendicular to the plane formed by LK, H and
TW, subtract vector LK from TW to compute

rg = —0.009i — 0.079j + 0.153k

3. Calculate the vector cross product r7 x rg to yield
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ro = 0.036i+ 0.001j + 0.003k
with its associated unit vector
€9 = eux = 0.996i + 0.040j + 0.079k

Unit vector e,9 represents the fore—aft direction, or x axis, of the thigh technical
coordinate system €.

4. The third coordinate axis is computed to be orthogonal to the first two axes.
Compute the vector cross product ey, X eyx to determine the media-lateral
direction, or y axis, of the thigh technical coordinate system:

ey = —0.012i 4 0.943j + 0.333k

For this example, the technical coordinate system for the thigh can be expressed as

Crex 0.996 0.040 0.079| |1
{ew} = ey | = | —0.012 0.943 0.333 | | j
€tz —0.088 0.330 0940 | k

Note that this thigh technical coordinate system {ey} computed during the standing
subject calibration can also be computed after each walking trial. That is, its compu-
tation is based on markers (the lateral femoral condyle and thigh wand markers)
and an anatomical landmark (the hip center) that are available for both the standing
and walking trials. Consequently, the technical coordinate system {e;} becomes
the embedded reference coordinate system to which other entities can be related.
The thigh anatomical coordinate system {eg} can be related to the thigh technical
coordinate system {ey} by using either direction cosines or Euler angles as
described in Section 4.2.2. Also, the location of markers that must be removed after
the standing subject calibration (e.g., the medial femoral condyle marker MK), or
computed anatomical locations (e.g., the knee center), can be transformed into the
technical coordinate system {e.} and later retrieved for use in walking trial data
reduction. ]

Segment and Joint Angles

Tracking the anatomical coordinate system for each segment allows for the determin-
ation of either the absolute angular orientation (or attitude) of each segment in
space or the angular position of one segment relative to another. In the preceding
example, the three pelvic angles that define the position of the pelvic anatomical
coordinate system {ep,} relative to the laboratory (inertially fixed) coordinate
system can be computed from the Euler angles as described in Section 4.2.2 with
Egs. 4.32-4.34. Note that in these equations the laboratory coordinate system repre-
sents the proximal (unprimed) coordinate system and the pelvic anatomical coordin-
ate system {ep,} represents the distal (triple primed) coordinate system.
Consequently, Eq. 4.32

0, = —arcsin(k” - j)
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becomes

Similarly, Eq. 4.33

becomes

and Eq. 4.34

becomes

0, = —arcsin(epaz - J)
= —arcsin((0.188i — 0.024j + 0.982Kk) - j)
= —arcsin(—0.024)
= 1°of pelvic obliquity

0, = arcsin (km 1)
yo cos 0,

6, = arcsin (M)

cos 0,
. ((0.188i —0.024j + 0.982Kk) - i>
= arcsin
cos 1°
. (0.188)
= arcsin
cos 1°

= 11°of anterior pelvic tilt

(i/// A ')
0, = arcsin< J )
Cos 0,

0, = arcsin (M>

cos 0,
. ((O.974i —0.123j — 0.190k) -j)
arcsin

cos 1°
. (—0.123)
= arcsin
cos 1°

= —7°0f pelvic rotation
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This Euler angle computation may be repeated to solve for the three hip angles that
define the position of the thigh anatomical coordinate system {e,} relative to the
pelvic anatomical coordinate system {ey,}. For the hip angles, the proximal (un-
primed) coordinate system is the pelvis and the distal (triple-primed) coordinate
system is the thigh. Substituting the values of {eya} and {e,} from Example Problems
4.9 and 4.10 into Eq. 4.32 yields:

0, = —arcsin(€; - €pay)

= —arcsin((—0.137i + 0.175j + 0.975K) - (0.125i + 0.992j + 0.000Kk))

= —arcsin(0.156)
= —9°f hip abduction-adduction
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The negative sign is associated with hip adduction of the left thigh or hip abduction of
the right thigh.
Further substitution of values of {eya} and {e.} into Eqs. 4.33 and 4.34 yields

hip flexion-extension 6, = 20°

hip internal-external rotation 6, = —8°

For hip internal-external rotation, the negative sign is associated with hip internal
rotation of the left thigh or hip external rotation of the right thigh. A negative hip
flexion—extension angle corresponds to hip extension, independent of side. This
process may be repeated for other body segments such as the shank (or lower leg),
foot, trunk, arms, and head with the availability of properly defined anatomical
coordinate systems.

4.6.3 Kinetic Data Analysis

The marker displacement or motion data provide an opportunity to appreciate
segment and joint kinematics. Kinematic data can be combined with ground
reaction data (i.e., forces and torque) and their points of application, referred to as
the centers of pressure. Combined with estimates of segment mass and mass moments
of inertia, the net joint reactions (i.e., joint forces and moments) may then be
computed.

To illustrate the details of this computational process, consider the
following determination of the reactions at the ankle (Fig. 4.27) for an individual
with mass of 25.2 kg. Data for one instant in the gait cycle are shown in the following
table.

Figure 4.27 Ankle A and toe T marker data are combined with ground reaction force data f; and
segment mass and mass moment of inertia estimates to compute the net joint forces and moments.
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Symbol  Units Xlab Yiab Zjgp
ankle center location A [m] 0.357 0.823 0.056
toe marker location T [m] 0.421 0.819 0.051
center of pressure location Ccp [m] 0.422 0.816 0.000
ground reaction force vector F, [N] 3.94 —15.21 242.36
ground reaction torque vector T, [N-m] 0.000 0.000 0.995
foot anatomical coordinate system  eg 0.977 —0.0624 -0.202

€fay 0.0815 0.993 0.0877

€faz 0.195 —0.102 0.975
foot linear acceleration vector Afgor [m/s?] 2.09 -0.357 —0.266
foot angular velocity vector Ofoot [rad/s] 0.0420 2.22 —0.585
foot angular acceleration vector Qfoor [rad/sec?] -0.937 8.85 -5.16
ankle angular velocity vector ®ankle [rad/s] —0.000759 1.47 0.0106

Anthropomorphic relationships presented in Table 4.1 are used to estimate the
mass and mass moments of inertia of the foot as well as the location of its center of
gravity. The mass of the foot, m1¢,,, may be estimated to be 1.45% of the body mass,
or 0.365 kg, and the location of the center of gravity is approximated as 50% of the
foot length. The length of the foot ¢, may be approximated as the distance between
the ankle center and the toe marker, determined as follows:

T—-A=(0421—-0.357)i + (0.819 — 0.823)j + (0.051 — 0.056)k
= 0.064i — 0.004j — 0.005k
Ligor = |T - A‘

= \/(0.064)2 +(—0.004)* + (—0.005)* = 0.064 m

Then the location of the center of gravity can be determined relative to the ankle

center as
lioor (T — A) . . 0.064] [0.064i — 0.004j — 0.005k
A+ T A~ (0.357i + 0.823j + 0.056k) + | = 0064

giving the location of the center of gravity:
CG = 0.389i + 0.821j + 0.054k

which allows computation of position vectors r; and r; (Fig. 4.27). With a foot length
of 0.064 m, a foot mass of 0.365 kg, and a proximal radius of gyration per segment
length of 0.690, the mass moment of inertia relative to the ankle center may be
estimated with Eq. 4.40 as

oot /ankle = (0.365 kg)[(0.690)(0.064 m)]*
=7.12 x 10~* kg m*

The centroidal mass moment of inertia, located at the foot’s center of mass, may then
be estimated using the parallel axis theorem (Eq. 4.41):
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2
Ifoot/cm = Ifoot/ankle - mfootd

Note that the center of mass is equivalent to the center of gravity in a uniform
gravitational field. In this case, d is the distance between the foot’s center of mass
and the ankle. Table 4.1 shows the ratio of the foot center of mass location relative to
its proximal end to be 0.5, so d = 0.5(¢;o;) = 0.032 m. Therefore,

Ttoojem = (7.12 x 107 kg m*) — (0.365 kg)(0.032 m)*
=3.38 x 10 *kg m”

Ifoot/cm represents the centroidal mass moment of inertia about the transverse princi-
pal axes of the foot (¥’ and 2’ in Fig. 4.27). Consequently,

Iy = 3.38 x 10~* kg m*

Ly =3.38 x 10 *kg m*
The foot is approximated as a cylinder with a length to radius ratio of 6. The ratio of
transverse to longitudinal (x') mass moments of inertia can be shown to be approxi-

mately 6.5. Then the longitudinal mass moment of inertia (about x’ in Fig. 4.27) may
be estimated as

Loy =5.20 x 105 kg m?

Having estimated the anthropomorphic values for the foot, the kinetic analysis may
now begin. The unknown ankle reaction force, Fa, may be found by using Newton’s
Second Law, or X F = ma:

Fy + Fa — M0 8k = Migoorasoot
FA = Miootdfoot — Fg + mfootgk
= (0.365 kg)[2.091 — 0.357j — 0.266k] m/s
—(3.94i — 15.215 + 242.4k) N

+(0.365kg)(9.81 m/s*)k
= —3.18i + 15.08j — 238.9k N

Euler’s equations of motion (Egs. 4.44-4.46) are then applied to determine the
unknown ankle moment reaction My. Euler’s equations are defined relative to the
principal axes fixed to the segment (i.e., x’, y’, and 2’ fixed to the foot). It is noted,
however, that the data required for the solution presented previously (e.g., 0 and
Qfoor) are expressed relative to the laboratory coordinate system (x, y, z). Conse-
quently, vectors required for the solution of Euler’s equations must first be trans-
formed into the foot coordinate system. In the preceding data set, the foot anatomical
coordinate system was given as

etax = 0.977i — 0.0624j — 0.202k
efay = 0.0815i + 0.993 + 0.0877k
efny = 0.195i — 0.102j + 0.975k
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where gy, €fay, and eg, correspond to X/, y/, and Z/, or i/, j, and k'. Recall from the
discussion in Section 4.2.2 that coefficients in the expression for eg,, represent the
cosines of the angles between x” and x, " and y, and x’ and z, respectively. Similarly,
the coefficients in the expression for eg,, represent the cosines of the angles between y’
and x, y’ and y, and y’ and z, and the coefficients in the expression for eg,, represent
the cosines of the angles between z’ and x, 2z’ and y, and 2’ and z. Consequently, these
relationships can be transposed as

i = 0.977{ + 0.0815j + 0.195K'
j = —0.0624i' +0.993j — 0.102k'
k = —0.202i +0.0877j + 0.975K’

In this form, these relationships can be used to transform vectors expressed in terms of
lab coordinates:

A = Ai+Aj+Ak
into foot coordinates:
A = Ad +A)j +AK
To demonstrate this process, consider the foot angular velocity vector
Ofo0r = 0.042i + 2.22j — 0.585k rad/s

Substituting the relationships for the lab coordinate system in terms of the foot
coordinate system wg,,; becomes,

Ofooc = 0.042(0.977i + 0.0815j' + 0.195k")
+2.22(—0.0624i' + 0.993j' — 0.102Kk")
—0.585(—0.202i' 4+ 0.0877j' 4 0.975K’)

= 0.0210i' +2.16j — 0.789K’ rad/s

In a similar manner, the other vectors required for the computation are transformed
into the foot coordinate system:

ri = —0.032i+ 0.002j + 0.002k
—0.032i' — 0.004k' m

r; = 0.033i— 0.005j — 0.054k
0.0435i — 0.007j' — 0.0457k'm

F, = 3.94i — 15.21j + 242.36k

— —44.16i + 6.47 +238.62k' N
T, = 0.995k

= —0.201i + 0.0873j + 0.970k' N m
Fao = —3.18i+ 15.1j — 239k

= 442 — 6.23j — 235K'N
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Ofoc = 0.0420i +2.22j — 0.585k
0.021i + 2.16j' — 0.789K’ rad/s
Qoo = —0.937i + 8.85j — 5.16k

= —0.425i +8.26j — 6.116k’ rad/s

Expanding Euler’s equations of motion (Egs. 4.44-4.46),
May + (r1 x FA)x’ + (1'2 X Fg)x’ + Tgx’ = Loyoy + (Iz’z’ - Iy’y’)my’wz’
May + (r1 x FA)y’ + (r2 x Fg)y’ + Ty = Iyyay + (lyy — Liy)oywy
May + (rl X FA)z’ + (1'2 X Fg)z’ + ng’ = Iz’z’az’ + (Iy’y’ - Ix’x’)wx’wy’
where (rq x Fy), represents the x’ component of ry x Fy, (r2 x Fg), represents the x/

component of ry x F,, and so forth.
Substitution of the required values and arithmetic reduction yields

My = 1.50i +15.9§' — 1.16k' Nm
which can be transformed back into fixed lab coordinates,
Mj =2.54i+15.95 — 0.037k Nm

By combining the ankle moment with the ankle angular velocity, the instantaneous
ankle power may be computed as

My - e = (2.54i+ 15.95 — 0.037k Nm) - (—0.000759i 4+ 1.47j + 0.0106k rad/s)
= 23.3 Watts

or

My - @guge = (1.501 +15.9§ — 1.16k" Nm) - (—0.0946i" + 1.46§ — 0.140K’ rad/s)
= 23.3 Watts

which is thought to represent a quantitative measure of the ankle’s contribution to
propulsion.

4.6.4 (Clinical Gait Interpretation

The information and data provided for treatment decision making in clinical
gait analysis include not only the quantitative variables described previously
(i.e., 3-D kinematics such as angular displacement of the torso, pelvis, hip, knee,
and ankle/foot, and 3-D kinetics such as moments and power of the hip, knee, and
ankle) but also

Clinical examination measures

Biplanar video recordings of the patient walking

Stride and temporal gait data such as step length and walking speed
Electromyographic (EMG) recordings of selected lower extremity muscles
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Generally, the interpretation of gait data involves the identification of abnormalities,
the determination of the causes of the apparent deviations, and the recommendation
of treatment alternatives. As each additional piece of data is incorporated, a coherent
picture of the patient’s walking ability is developed by correlating corroborating data
sets and resolving apparent contradictions in the information. Experience allows the
team to distinguish a gait anomaly that presents the difficulty for the patient from a
gait compensatory mechanism that aids the patient in circumventing the gait impedi-
ment to some degree.

To illustrate aspects of this process, consider the data presented in Figures
4.28-4.30 which were measured from a 9-year-old girl with cerebral palsy spastic
diplegia. Cerebral palsy is a nonprogressive neuromuscular disorder that is caused by
an injury to the brain during or shortly after birth. The neural motor cortex is most
often affected. In the ambulatory patient, this results in reduced control of the muscles
required for balance and locomotion, causing overactivity, inappropriately timed
activity, and muscle spasticity. Treatment options include physical therapy, bracing
(orthoses), spasmolytic medications such as botulinum toxin and Baclofen, and
orthopedic surgery and neurosurgery.

The sagittal plane kinematics for the left side of this patient (Fig. 4.28)
indicate significant involvement of the hip and knee. Her knee is effectively “locked”
in an excessively flexed position throughout stance phase (0-60% of the gait
cycle) when her foot is contacting the floor. Knee motion in swing phase
(60-100%) is also limited, with the magnitude and timing of peak knee flexion in
swing reduced and delayed. The range of motion of her hip during gait is less than
normal, failing to reach full extension at the end of stance phase. The motion of her
pelvis is significantly greater than normal, tilting anteriorly in early stance coincident
with extension of the hip and tilting posteriorly in swing coincident with flexion of
the hip.

The deviations noted in these data illustrate neuromuscular problems commonly
seen in this patient population. Inappropriate hamstring tightness, observed during
the clinical examination, and inappropriate muscle activity during stance, seen in
Figure 4.29, prevent the knee from properly extending. This flexed knee position also
impedes normal extension of the hip in stance due to hip extensor weakness (also
observed during the clinical examination). Hip extension is required in stance to
allow the thigh to rotate under the advancing pelvis and upper body. To compensate
for her reduced ability to extend the hip, she rotates her pelvis anteriorly in early
stance to help move the thigh through its arc of motion. The biphasic pattern of the
pelvic curve indicates that this is a bilateral issue to some degree.

The limited knee flexion in swing combines with the plantar flexed ankle position
to result in foot clearance problems during swing phase. The inappropriate activity of
the rectus femoris muscle (Fig. 4.29) in midswing suggests that spasticity of that
muscle, a knee extensor (also observed during clinical examination), impedes knee
flexion. Moreover, the inappropriate activity of the ankle plantar flexor, primarily the
gastrocnemius muscle, in late swing suggests that it is overpowering the pretibial
muscles, primarily the anterior tibialis muscle, resulting in plantar flexion of the ankle
or “foot drop.”
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Figure 4.28 sagittal plane kinematic data for the left side of a 9-year-old patient with cerebral
palsy spastic diplegia (solid curves). Shaded bands indicate +/— one standard deviation about the
performance of children with normal ambulation. Stance phase is 0-60% of the gait cycle and swing
phase is 60-100%, as indicated by the vertical solid lines.

The sagittal joint kinetics for this patient (Fig. 4.30) demonstrate asymmetrical
involvement of the right and left sides. Of special note is that her right knee and hip
are compensating for some of the dysfunction observed on the left side. Specifically,
the progressively increasing right knee flexion beginning at midstance (1st row,
center) and continuing into swing aids her contralateral limb in forward advancement
during swing (i.e., her pelvis can rock posteriorly along with a flexing hip to advance
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Figure 4.29 Electromyogram (EMG) data for the same cerebral palsy patient as in Fig. 4.28.
Plotted are EMG activity signals for each of six left lower extremity muscles, each plotted as functions
of percent of gait cycle. Gray bars represent mean normal muscle activation timing.

the thigh). One potentially adverse consequence of this adaptation is the elevated
knee extensor moment in late stance that increases patella—femoral loading with
indeterminate effects over time. The asymmetrical power production at the hip also
illustrates clearly that the right lower extremity, in particular the muscles that cross
the hip, provides the propulsion for gait with significant power generation early in
stance to pull the body forward and elevate its center of gravity. Moreover, the
impressive hip power generation, both with respect to magnitude and timing, at
toe-off accelerates the stance limb into swing and facilitates knee flexion in spite of
the elevated knee extensor moment magnitude. This is important to appreciate given
the bilateral spastic response of the plantar flexor muscles, as evidenced by the
premature ankle power generation and the presentation of a spastic stretch reflex in
the clinical examination. This girl uses her hip musculature, right more than left, to a
much greater degree than her ankle plantar flexors to propel herself forward during
gait.

This cursory case examination illustrates the process whereby differences from
normal gait are recognized and the associated biomechanical etiology is explored.
Some of the effects on gait of neuromuscular pathology in the sagittal plane have been
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Figure 4.30 sagittal joint kinetic data for the same cerebral palsy patient of Fig. 4.28. For the hip,
knee, and ankle, joint rotation, joint moment, and joint power are plotted as functions of percent of gait
cycle. Dark and light solid curves denote right and left sides, respectively. Bands indicate +/— one
standard deviation of the normal population.

considered in this discussion. Clinical gait analysis can also document and elucidate
gait abnormalities associated with static bony rotational deformities. It also is useful
in areas of clinical research by documenting treatment efficacy associated with
bracing, surgery, etc. It should be noted, however, that although engineers and applied
physicists have been involved in this work for well over a hundred years, there
remains significant opportunity for improvement in the biomechanical protocols
and analytical tools used in clinical gait analysis—there remains much to learn.

4.7 CARDIOVASCULAR DYNAMICS

One major organ system benefiting from the application of mechanics principles is
cardiovascular system dynamics, or hemodynamics, the study of the motion of blood.
From a functional point of view, the cardiovascular system is comprised of a complex
pump, the heart, that generates pressure resulting in the flow of a complex fluid,
blood, through a complex network of complex pipes, the blood vessels. Cardiovascu-
lar dynamics focuses on the measurement and analysis of blood pressure, volume, and
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flow within the cardiovascular system. The complexity of this elegant system is such
that mechanical models, typically formulated as mathematical equations, are relied on
to understand and integrate experimental data, to isolate and identify physiological
mechanisms, and to lead ultimately to new clinical measures of heart performance and
health and to guide clinical therapies.

As described in Chapter 3, the heart is a four-chambered pump connected to two
main collections of blood vessels, the systemic and pulmonary circulations. This
pump is electrically triggered and under neural and hormonal control. One-way
valves control blood flow. Total human blood volume is approximately 5.2 liters.
The left ventricle, the strongest chamber, pumps 5 liters per minute at rest, almost the
body’s entire blood volume. With each heartbeat, the left ventricle pumps 70 ml, with
an average of 72 beats per minute. During exercise, left ventricular output may
increase sixfold and heart rate more than doubles. The total length of the circulatory
system vessels is estimated at 100,000 km, a distance two and one half times around
the earth. The left ventricle generates approximately 1.7 watts of mechanical power at
rest, increasing threefold during heavy exercise. One curious constant is the total
number of heartbeats in a lifetime, around one billion in mammals (Vogel, 1992).
Larger animals have slower heart rates and live longer lives, and vice versa for small
animals.

4.7.1 Blood Rheology

Blood is comprised of fluid, called plasma, and suspended cells, including erythrocytes
(red blood cells), leukocytes (white cells), and platelets. From a mechanical point of
view, a fluid is distinguished from a solid as follows. Figure 4.31 shows a two-
dimensional block of solid material (left panel) subjected to two opposite, parallel,
transverse external forces, depicted by the solid arrows at the top and bottom
surfaces. This applied shear force is resisted by the solid via internally generated
reaction forces, depicted by the dashed arrows. When applied to a fluid (right
panel), the fluid cannot resist the applied shear but rather flows.

The applied shear forces lead to shear stresses (force per area) and the measure of
flow can be quantified by the resulting shear strain rate. In essence, the harder one
pushes on a fluid (higher shear stress) the faster the fluid flows (higher shear strain
rate). The relationship between shear stress () and shear strain rate (7) is the fluid’s
viscosity (). Viscosity is often written as 1 in biomedical applications. As shown in

—_— —_—
PR —— P -7
// . /
Solid " Fluid /
/|
————— > , 7

Figure 4.31 (left) A solid material resists applied external shear stress (solid vectors) via internally
generated reaction shear stress (dashed vectors). (right) A fluid subjected to applied shear stress is unable
to resist and instead flows (dashed lines).
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Figure 4.32 Newtonian fluids exhibit a constant viscosity, arising from the linear relation between
shear stress and shear strain rate. Non-Newtonian fluids are nonlinear. Blood is often characterized with a
Casson equation, but under many conditions may be described as Newtonian.

Figure 4.32, many fluids, including water, are characterized by a constant (linear)
viscosity and are called Newtonian. Others possess nonlinear shear stress—strain rate
relations, and are non-Newtonian fluids. For example, fluids that behave more
viscously as shear strain rate increases (shear thickening) are called dilatant.
One example of dilatant behavior is Dow Corning 3179 dilatant compound, a silicone
polymer commonly known as “Silly Putty.” When pulled slowly, this fluid stretches
(plastic deformation); when pulled quickly it behaves as a solid and fractures. Fluids
that appear less viscous with higher shear strain rates (shear thinning) are called
pseudo-plastic. For example, no-drip latex paint flows when applied with a brush or
roller (applied shear stress) but does not flow after application.

Biological fluids are typically non-Newtonian. Blood plasma is Newtonian and is
very similar in physical properties to water. Whole blood behaves as a Bingham
plastic, whereby a nonzero shear stress (yield stress) is required before this fluid begins
to flow. Blood is often characterized by a power law function, of the form

T = ki 4.57)

where k and 7 are constants derived from a straight-line fit of In 7 plotted as a function
of In ¥y, since

Int = Ink+nlny

Another common description of blood’s viscosity is the Casson equation:
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&=+ ki (4.58)

From a Casson plot, the yield stress 79 can be measured. Rheology, the study of
deformation and flow of fluids, focuses on these often complex viscous properties
of fluids. Textbooks with rheological data for biofluids include Biofluid Mechanics by
Mazumdar (1992) and Basic Transport Phenomena in Biomedical Engineering by
Fournier (1999).

Example Problem 4.12

The following rheological data were measured on a blood sample:

Shear Strain Rate [s~1]  Shear Stress [dyne/cm?]

1.5 12.5
2.0 16.0
3.2 25.2
6.5 40.0
11.5 62.0
16.0 80.5
25.0 120
50.0 140
100 475

Fit the data to a power law function using a MATLAB m-file.

Solution

% Power Law Fit of Blood Data

%

% Store shear strain rate and stress data in arrays

alpha = [1.5,2,3.2,6.5,11.5,16,25,50,100] ;

T = [12.5,16,25.2,40,62,80.5,120,240,475] ;

9% Take natural logs of both

x = log(alpha) ;

y = log(T) ;

% Use MATLAB’s polyfit function to do linear curve fit
coeff = polyfit (x,y,1)

% Write curve fit coefficients as a new x-y function for plotting
x1=[0;0.01;5]

yl=polyval (coeff,x1)

% Plot the original data as ’0’ points

plot(x,y, ’0’)

hold on

% Overlay a plot of the curve-fit line

plot(x1,y1)

grid on
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Figure 4.33 The power law curve-fit using MATLAB of the rheological blood data in Example
Problem 4.12.

title CPower Law Function’)

xlabel(CIn Strain Rate [In (1/s)]’)

ylabel(’In Shear Stress [In dyne/cm2]’)

%

The resulting plot appears in Figure 4.33. [ |

When subjected to very low shear rates blood’s apparent viscosity is higher than
expected. This is due to the aggregation of red blood cells, called rouleaux. Such low
shear rates are lower than those typically occurring in major blood vessels or in
medical devices. In very small tubes (<1 mm diameter), blood’s apparent viscosity
at high shear rates is smaller than in larger tubes, known as the Fahraeus-Lindquist
effect, arising from plasma-red cell dynamics. Beyond these two special cases, blood
behaves as a Newtonian fluid and is widely accepted as such in the scientific commu-
nity. We shall see that the assumption of Newtonian fluid greatly simplifies mechanical
description of the circulation.

4.7.2 Arterial Vessels

Mechanical description of blood vessels has a long and somewhat complicated history.
Much of the advanced mathematics and applied mechanics associated with this work
is beyond the scope of this textbook. This section will therefore give an overview of
some of the main developments and will present a simplified, reduced arterial system
model for use in the following subsection. The reader is referred to the following
textbooks for more in-depth coverage: Circulatory System Dynamics (1978) by
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Noordergraaf, Hemodynamics (1989) by Milnor, and Biofluid Mechanics (1992) by
Mazumdar, and for basic fluid mechanics, Fluid Mechanics (2003) by White.

Study of the mechanical properties of the heart as a pump requires the computation
of pressures and flows arising from forces and motion of the underlying heart muscle.
Consequently, general equations of motion in the cardiovascular system typically arise
from the conservation of linear momentum. The Reynold’s transport theorem, a
conservation equation from fluid mechanics, applied to linear momentum yields the
following general equation of motion for any fluid:

_dv
P
where p is fluid density (mass/volume), p is pressure, 7; are viscous forces, and V is
velocity. V is the differential operator

V:iE aJrk9
0z

.
ox ) Jy
The general velocity V is a vector function of position and time and is written

pg— Yyt V- (4.59)

Vix, y, 2, t) =ulx, y, z, )i+ o(x, y, 2, t)j +wlx, y, z, )k

where u, v, and w are the local velocities in the x, v, and z directions, respectively.

Equation 4.59 is comprised of four terms: gravitational, pressure, and viscous
forces, plus a time-varying term. Note that this is a vector equation and so can be
expanded in x, v, and z components as the set of three equations:

Op  OTxx | OTyx | OTex ou ou ou ou
pgx — 3 -+t 7. N % P §+ua+v@+w§ (4.60)
Op Oty 01y 01y v ov ov v
_F T = (a0l 4.61
Byt m Ty T PlaTt ey e (4.61)
Op Oty 01y Oty ow ow ow ow
_P Y e P had 4.62
T Ty T A\t ety T (4.62)

This set of nonlinear, partial differential equations is general but not solvable; solu-
tion requires making simplifying assumptions. For example, if the fluid’s viscous
forces are neglected Eq. 4.59 reduces to Euler’s equation for inviscid flow. The latter,
when integrated along a streamline, yields the famous Bernoulli equation relating
pressure and flow. In application, Bernoulli’s inviscid, and consequently frictionless,
origin is sometimes forgotten.

If flow is steady, the right-hand term of Eq. 4.59 goes to zero. For incompressible
fluids, including liquids, density p is constant, which greatly simplifies integration of
the gravitational and time-varying terms that contain p. Similarly, for Newtonian
fluids, viscosity p is constant. In summary, although we can write perfectly general
equations of motion, the difficulty of solving these equations requires making reason-
able simplifying assumptions.
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Two reasonable assumptions for blood flow in major vessels are that of Newtonian
and incompressible behavior. These assumptions reduce Eq. 4.59 to the Navier-Stokes

equations:
p&—Z—ZH@%@’@%@#%) = % (4.63)
pgyg—’; u@% %%27;’) = (4.64)
pgz—g—zz’+u(%27f+227f+%%f) = pii—L: (4.65)

Blood vessels are more easily described using a cylindrical coordinate system rather
than a rectangular one. Hence the coordinates x, y, and z may be transformed to radius
1, angle 0, and longitudinal distance x. If we assume irrotational flow, 8 = 0 and two
Navier-Stokes equations suffice:

_Q— d_w+ d_w+ d_w — clz_w+1d_w+cﬂ_w (466)
 P\at @ Y Ma? "7 dr a2 ’
_d_P— d_u+ d_u_|_ d_l/t _ dz_u ld_u dz_u_ﬁ (467)
a P\ " Y M "7 dr  dx* ? '

where w is longitudinal velocity dx/df, and u is radial velocity dr/dt. Most arterial
models also make use of the continuity equation, arising from the conservation of
mass:

du Lry dw

dr v dx
In essence, the net rate of mass storage in a system is equal to the net rate of mass
influx minus the net rate of mass efflux.

Noordergraaf and his colleagues (1969) rewrote the Navier-Stokes Equation 4.66
as

0 (4.68)

dp dQ

o RO +L 7 (4.69)
where P is pressure, Q is the volume rate of flow, R is an equivalent hydraulic resist-
ance, and L is fluid inertance. The Navier-Stokes equations describe fluid mechanics
within the blood vessels. Since arterial walls are elastic, equations of motion for
the arterial wall are also required. The latter have evolved from linear elastic,
linear viscoelastic, to complex viscoelastic (see Noordergraaf, 1978). The most gen-
eral mechanical description of linear anisotropic arterial wall material requires 21
parameters (see Fung’s 1977 text), most of which have never been measured. Noor-
dergraaf et al. divided the arterial system into short segments and combined the fluid
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mechanical equation (Eq. 4.69) with the continuity equation for each vessel segment.
The arterial wall elasticity leads to a time-varying amount of blood stored in the vessel
as it bulges with each heartbeat. For a segment of artery, the continuity equation
becomes

do dP

o~
where G is leakage through the blood vessel wall. This pair of hydraulic equations
(Egs. 4.69 and 4.70) was used to describe each of 125 segments of the arterial system
and was the first model sufficiently detailed to explain arterial pressure and flow wave
reflection. Arterial branching leads to reflected pressure and flow waves that
interact in this pulsatile system. Physical R-L-C circuits were constructed and built
into large transmission line networks with measured voltages and currents corres-
ponding to hydraulic pressures and flows, respectively. If distributed arterial proper-
ties such as pulse wave reflection are not of interest, the arterial system load seen by
the heart can be much reduced, as an electrical network may be reduced to an
equivalent circuit.

The most widely used arterial load is the three-element model shown in Figure
4.34. The model appears as an electrical circuit due to its origin prior to the advent of
the digital computer. Zy is the characteristic impedance of the aorta, in essence the
aorta’s flow resistance. C; is transverse arterial compliance, the inverse of elastance,
and describes stretch of the arterial system in the radial direction. Rq is the peripheral
resistance, describing the systemic arteries’ flow resistance downstream of the aorta.
This simple network may be used to represent the systemic arterial load seen by the
left ventricle. The following ordinary differential equation relates pressure at the left-
hand side, p(z), to flow, Q(z):

Csd—p +1%p(t) =0(@) (1 +%) +Z0Csd—Q (4.71)

(4.70)

dt dt

Example Problem 4.13

Using basic circuit theory, derive the differential equation Eq. 4.71 from Figure 4.34.

Cs - § Rs

Figure 4.34 Equivalent systemic arterial load. Circuit elements are described in the text.
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Figure 4.35 Nodal analysis of three-element arterial load.

Solution

BIOMECHANICS

Define node 1 as shown in Figure 4.35. By Kirchoff’s current law, the flow Q going
into node 1 is equal to the sum of the flows Q1 and Q; coming out of the node:

0=01+02
We can write Q1 and O, as
_ ¢ dp
Ql = CSW
Q=%
$O
. dp1 | P
Q= CSI R
From Ohm’s law,
p=p1=0%

Solving the last expression for p; and substituting back into the flow expression:

d 1
QZCsE[P—QZo]-FE[P—QZO]

. dp dQ 1 Zy
= CSE_ZOCSE"_KP _EQ
Grouping terms for Q on the left and p on the right gives Eq. 4.71.

4.7.3 Heart Mechanics

Mechanical performance of the heart, more specifically the left ventricle, is typically
characterized by estimates of ventricular elastance. The heart is an elastic bag that
stiffens and relaxes with each heartbeat. Elastance is a measure of stiffness, classically

defined as the differential relation between pressure and volume:
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_apy
T v,

Here, p, and V,, denote ventricular pressure and volume, respectively. For any instant
in time, ventricular elastance E,, is the differential change in pressure with respect to
volume. Mathematically, this relation is clear. Measurement of E, is much less clear.

In the 1970s Kennish et al. tried to estimate the differential relation of Eq. 4.72
using the ratio of finite changes in ventricular pressure and volume:

_Apy
T A,

This approach leads to physically impossible results. For example, before the aortic
valve opens, the left ventricle is generating increasing pressure while there is not yet
any change in volume. The ratio in Eq. 4.73 gives an infinite elastance when the
denominator is zero. Suga and Sagawa (1974) used the ratio of pressure to volume
itself, rather than differential or discrete changes, to estimate elastance:

pu(?)
Vv (t) - Vd

In this equation, V; is a dead volume that remains constant. Now all other terms are
allowed to be varying with time. Ventricular elastance measured in this way leads to
elastance curves, as depicted in Figure 4.36. These curves show wide variation, as
suggested by the large error bars. The distinctive asymmetric shape leads to a major
contradiction. A simple experiment involves clamping the aorta, thereby preventing
the left ventricle from ejecting blood, denoted an isovolumic beat. Equation 4.74
shows that under isovolumic conditions (V, is constant) ventricular pressure p, must
have the same shape as elastance E, (t). However, experiments show that isovolumic

E,

4.72)

E,

4.73)

E,@) = (4.74)

% os) L
| %W.}{{{ | | Htﬂh

Normalized Time

Figure 4.36 Time-varying ventricular elastance curves measured using the definition in Eq. 4.74.
Measured elastance curves are distinctive in shape (adapted from Suga and Sagawa, 1974).
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pressure curves are symmetric, unlike Figure 4.36. A further complication is the
requirement of ejecting beats for measuring E, (), which requires not only the heart
(a ventricle) but also a circulation (blood vessels). Hence, time-varying elastance
curves, such as those in Figure 4.36, are measures of both a particular heart (the
source) combined with a particular circulation (its load). Experiments show that
elastance curves measured in this way are subject to vascular changes, as well as the
desired ventricular properties. As such, this approach cannot uniquely separate out
ventricular from vascular properties. Consequently, a new measure of the heart’s
mechanical properties is required.

The problems just described (i.e., inconsistent isovolumic and ejecting behavior
and the combined heart-blood vessel properties) led to the development of a new
mechanical description of the left ventricle (Mulier, 1994; Palladino et al., 1997).
This model should be simple and versatile, and should have direct physiological
significance, in contrast with simulations which merely mimic physiological behavior.
The model was developed using isolated canine heart experiments, as depicted in
Figure 4.37. The left ventricle was filled with an initial volume of blood, subjected to

Figure 4.37 Isolated canine left ventricle used to develop a new biomechanical model of the heart
(photo courtesy of Dr. Jan Mulier, Leuven, Belgium).
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different loading conditions, stimulated, and allowed to beat. Ventricular pressure,
and in some experiments ventricular outflow, was then measured and recorded.

Experiments began with measurement of isovolumic ventricular pressure. For each
experiment the isolated left ventricle was filled with an initial volume (end-diastolic)
and the aorta was clamped to prevent outflow of blood. The ventricle was stimulated
and generated ventricular pressure was measured and recorded. The ventricle was
then filled to a new end-diastolic volume and the experiment repeated. As in the
famous experiments of Otto Frank (c. 1895), isovolumic pressure is directly related to
filling. Figure 4.38 shows a set of isovolumic pressure curves measured on a normal
canine left ventricle.

These isovolumic pressure curves were then described by the following equation.
Ventricular pressure p, is a function of time ¢ and ventricular volume V, according to

(1 —e &)Y &)

po=aV, — b)z +(cV, — d) (4.75)

tp prtb)“

(1—e®e (5
or written more compactly,
pult, Vi) =a(V, —b)* + (cV, — d)f (t) (4.76)

where f(t) is the activation function in square brackets in Eq. 4.75. The constants a, b,
¢, d, tp, T, T, and o were derived from the isolated canine ventricle experiments.
Physiologically, Eq. 4.76 says that the ventricle is a time- and volume-dependent

mmHg

0-F T T T
0.0 0.2 0.4 sec 0.6

Figure 4.38 Isovolumic ventricular pressure curves. For each curve, the left ventricle is filled with a
fixed initial volume, the heart is stimulated, and generated ventricular pressure is measured. Other curves
arise from different fixed initial volumes.
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pressure generator. The term to the left of the plus sign (including constants a and b)
describes the ventricle’s passive elastic properties. The term to the right (including ¢
and d) describes its active elastic properties, arising from the active generation of force
in the underlying heart muscle. Representative model quantities measured from
canine experiments are given in Table 4.3. This model was adapted to describe

the human left ventricle using quantities in the right-hand column (Palladino et al.,
1997).

Example Problem 4.14

Solve Eq. 4.75 and plot ventricular pressure p,(¢) for one human heartbeat. Use initial
ventricular volume of 150 ml and the parameter values in Table 4.3.

Solution

The following MATLAB m-file will perform the required computation and plot the
results, shown in Figure 4.39.

% ventricle.m

%

% MATLAB m-file to compute isovolumic pressure using Mulier ventricle model

%

% Initial conditions:

%

delt = 0.001; % The interation time step delta t
a="7e4;

b =20.;

c=2.5;

d=80.;

tc = 0.264;

tp = 0.371;

TABLE 4.3 Ventricle Model Quantities Measured from Animal Experiments and
Adapted for the Human Analytical Model

Quantity Dog (measured) Human (adapted)
a 0.003 [mmHg/ml?] 0.0007

b 1.0 [ml] 20.0

c 3.0 [mmHg/ml] 2.5

d 20.0 [mmHg] 80.0

e 0.164 [s] 0.264

tp 0.271 [s] 0.371

7 0.199 [s] 0.299

tp 0.233 [s] 0.258

o 2.88 2.88
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Figure 4.39 Isovolumic ventricular pressure computed for a human heartbeat.

tr = 0.299;

tb = 0.258;

alpha = 2.88;

Vv0 = 150; % Initial (end-diastolic) ventricular volume
%

% Compute an intermediate term denom

% to simplify computations:

%
denom = ((1. — exp ( — (tp/tc)~alpha) ) x exp ( — ((tp — tb)/tr)~alpha) );
%
% Compute for initial time t = 0 (MATLAB does not allow 0 index)
%
t (1) =0.;
Vv (1) = Vv0;

edp =ax* ((Vv0 —b))"2;

pdp = c* Vv0 — d;

pp = pdp/denom;

t1l = 0.; % Time step for first exponential

t2 = 0.; % Time step for second exponential
el = exp (— (t1/tc)"alpha);

e2 = exp (— (t2/tr)"alpha);
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pv0 = edp + pp * ((1. — el) x €2);
%
% Main computation loop:
%
for j=2:1000
t(G) =t — 1) + delt;
V(i) = Vv — 1);
%
edp =ax ((Vv(j) — b)) "2;
pdp = ¢ x Vv(j) — d;
pp = pdp/denom;
tl = t(j);
% Second exponential begins at t > tb
t2 = t(j) — tb;
if (122 < 0.);
t2 =10
end
el = exp (— (t1/tc) "alpha);
e2 = exp (— (t2/tr) ~alpha);
pv(j) = edp + pp + (1. — e1) * €2);
end
%
plot (t,pv)
grid on
title (‘Isovolumic Ventricular Pressure’)
xlabel (‘Time [s]’)
ylabel (‘Ventricular Pressure Pv [mmHg]’) [ |

4.7.4 Cardiovascular Modeling

This concise model of the left ventricle was coupled to the reduced arterial load model
of Figure 4.34 and allowed to eject blood. Model parameter values for a normal
arterial load are given in Table 4.4. Figure 4.40 shows results for a normal canine left

TABLE 4.4 Representative Systemic Arterial Model Element Values

Model Element Symbol Control Value

Characteristic aorta Zo 0.1 mmHg-s/ml
impedance

Systemic arterial C; 1.5 ml/mmHg
compliance

Peripheral arterial R, 1.0 mmHg-s/ml

resistance
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Figure 4.40 Ventricular and root aortic pressures (solid curves, left ordinate) and ventricular
outflow (dashed curve, right ordinate) computed using the model of Eq. 4.75 for a normal canine left
ventricle pumping into a normal arterial circulation. The topmost solid curve corresponds to a clamped
aorta (isovolumic). The ventricle has initial volume of 45 ml and pumps out 30 ml, for an ejection fraction
of 66%, about normal.

ventricle ejecting into a normal arterial system. The solid curves (left ordinate) describe
ventricular pressure p, and root aortic pressure as functions of time. Clinically, arterial
pressure is reported as two numbers (e.g., 110/60). This corresponds to the maximum
and minimum root arterial pulse pressures, in this case about 120/65 mmHg. The
dashed curve (right ordinate) shows ventricular outflow. The ventricle was filled with
an end-diastolic volume of 45 ml and it ejected 30 ml (stroke volume), giving an
ejection fraction of 66%, which is about normal for this size animal.

The same ventricle may be coupled to a pathological arterial system, for
example, one with doubled peripheral resistance R;. This change is equivalent
to narrowed blood vessels. As expected, increased peripheral resistance raises
arterial blood pressure (to 140/95 mmHg) and impedes the ventricle’s ability to
eject blood (Fig. 4.41). The ejection fraction decreases to 50% in this experiment.
Other experiments, such as altered arterial stiffness, may be performed. The
model’s flexibility allows description of heart pathology as well as changes in blood
vessels. This one ventricular equation with one set of measured parameters is able to
describe the wide range of hemodynamics observed experimentally (Palladino et al.,
1997).

The previous expressions for ventricular elastance defined in Egs. 4.73 and 4.74
have the same units as elastance defined classically as Eq. 4.72, but are mathematically
not the same. Since ventricular pressure is now defined as an analytical function (Eq.
4.75), ventricular elastance, E,, defined in the classical sense as 0p,/0V,, may be
calculated as
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Figure 4.41 Thesamenormalccanineventricle of Fig. 4.40 now pumping into an arterial system with
doubled peripheral (flow) resistance. As expected, increased resistance, corresponding to narrowed
vessels, leads to increased arterial pulse pressure. Stroke volume is reduced from 66% to 50%.

(1 - e_(é)a)e_(t::b)y

(1—e @) (1)

E, (¢, V,) =2a(V, — b) +¢ 4.77)

or
E (¢, V,) = 2a(V, — b) + cf(t) 4.78)

Figure 4.42 shows ventricular elastance curves computed using the new model’s
analytical definition of elastance (Eq. 4.77). Elastance was computed for a wide
range of ventricular and arterial states, including normal and pathological ventricles,
normal and pathological arterial systems, and isovolumic and ejecting beats. These
elastance curves are relatively invariant and cluster in two groups—either normal or
weakened ventricle contractile state. Consequently, this new measure of elastance
may now effectively assess the health of the heart alone, separate from blood vessel
pathology.

Experiments showed that when the left ventricle ejects blood, ventricular pressure
is somewhat different than expected. As depicted in Figure 4.43, early during ejection
the ventricle generates less pressure than expected, denoted pressure deactivation.
Later in systole the heart generates greater pressure, denoted hyperactivation.
These two variations with flow have been termed the ejection effect (Danielsen et al.,
2000). The ejection effect was incorporated into the ventricle model of Eq. 4.76 by
adding a flow-dependent term:
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Figure 4.42 Ventricular elastance curves computed using the new analytical function of Eq. 4.77.
Elastance curves computed in this way are representative of the ventricle’s contractile state-its ability to

pump blood.
po(t; Vi Q) = a(V, = b)* + (eV, — dF(, Q,) (4.79)
with F replacing the time function fin Eq. 4.76:
F@t, Q)) =f(t) — k1O, (1) + k2O (t — 1), T =kt (4.80)

and ky, k;, and k are additional model constants. In summary, the ventricle is a time-
volume- and flow-dependent pressure generator. Figure 4.44 shows computed pres-
sures and flows for this formulation at left, compared to the results minus the ejection
effect at right for comparison. The ejection effect tends to change the shape of both
pressure and flow curves to more closely resemble experimental curves.

Addition of the ejection effect modifies the computed ventricular elastance curves,
as depicted in Figure 4.45. All curves are computed using the new function of Eq. 4.77.
The dashed curve, minus the ejection effect, is symmetric, as in Figure 4.42. Addition
of the ejection effect (solid) makes ventricular elastance asymmetrically skewed to the
right, much like the measured curves of Suga and Sagawa depicted in Figure 4.36. As
expected, the mechanical process of ejecting blood has a direct effect on the heart’s
elastance.

In summary, the left ventricle may be described as a time-, volume-, and flow-
dependent pressure generator. A small number of experimentally derived parameters
is sufficient to describe the wide range of observed cardiovascular dynamics. This
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Figure 4.43 The ejection effect, showing that early during blood ejection (systole), the heart
generates somewhat less pressure than expected, denoted deactivation (down arrows). Later in systole,
the heart generates greater pressure, denoted hyperactivation. Curves 1 and 2 are ventricular pressures
for initial and ejected volumes, respectively. Curve 3 is the measured ejecting pressure curve. Curve 4 is
root aortic pressure.
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0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
t[s] t[s]
Figure 4.44 The ejection effect incorporated in the ventricle model (left) with the uncorrected
ventricular pressure and outflow curves for the same conditions at right for comparison. Ventricular
outflow Q, is normalized by 1/5 to use the same numeric scale as for ventricular pressure.
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Figure 4.45 Ventricular elastance curves computed using Eq. 4.77 without (dashed) and with the
ejection effect (solid).

approach links experiment and theory, leading to new ideas and experiments. Work is
currently underway to devise a new measure of cardiovascular health using this
model. In essence, it is thought that the magnitude of the observed ejection effect
for a particular heart should be directly related to its health.

The left ventricle model of Eq. 4.75 was used to describe each of the four chambers
of the human heart, depicted in Figure 4.46 (Palladino et al., 2000). This complete
model of the circulatory system displays a remarkable range of cardiovascular physi-
ology with a small set of equations and parameters. For example, plotting ventricular
pressure as a function of ventricular volume shows the mechanical work performed by
the ventricle, denoted pressure—volume work loops. The area within each loop corres-
ponds to external work performed by the heart. Figure 4.47 shows left and right
ventricle work loops for the normal heart ejecting into the normal (control) circula-
tory system, depicted by solid curves. The right ventricle work loop is smaller, as
expected, than the left. Figure 4.47 also shows the same two work loops for a
weakened left ventricle (dashed curves). As expected, the left ventricle work loop is
diminished in size. This work loop also shifts to the right on the volume axis. Since
the weaker ventricle ejects less blood, more remains to fill the heart more for the
subsequent beat (EDV of 194 instead of 122ml). This increased filling partially
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Systemic Circulation Pulmonary Circulation
LA = Left Atrium RA = Right Atrium
Rua = Left Atrial Resistance Rra = Right Atrial Resistance
MV = Mitral Valve TV = Tricuspid Valve
LV = Left Ventricle RV = Right Ventricle
AV = Aortic Valve PV = Pulmonic Valve
Zso = Systemic Characteristic Impedance Zpo = Pulmonic Characteristic Impedance
Csa = Systemic Arterial Compliance Crpa = Pulmonic Arterial Compliance
Rsa = Systemic Peripheral Resistance Rra = Pulmonic Peripheral Resistance
Csv = Systemic Venous Compliance Crv = Pulmonic Venous Compliance
Rsv = Systemic Venous Resistance Rpv = Pulmonic Venous Resistance

Figure 4.46 Application of the canine left ventricle model to hemodynamic description of the
complete human cardiovascular system. Adapted from Palladino et al., 2000.
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Figure 4.47 Computed work loops for the left and right ventricles under control conditions (solid
curves) and for the case of a weakened left ventricle (dashed curves).

compensates for the weakened ventricle via Starling’s law (increased pressure for
increased filling).

Changing only one model constant, ¢, in Eq. 4.75 is sufficient to vary chamber
contractile state. For example, Table 4.5 shows examples of congestive heart
failure, resulting from decreases in ¢ for the left ventricle and for the right ventricle.
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TABLE 4.5 Cardiovascular Performance for a Normal Heart, and Weakened Left
and Right Ventricles

sV EDV EF Pao Ppu
[ml] [ml] [%] [mmHg] [mmHg]
Lv RV LV RV Lv RV

Control 64 64 122 141 53 46 133/70 49/15
Weak LV 48 48 194 129 25 38 93/52 49/21
Weak RV 44 44 102 164 49 24 109/59 29/12

SV denotes stroke volume, EDV denotes end-diastolic volume, EF is ejection fraction and PAO and PPU are
root aorta and root pulmonary artery pressures, respectively, for the left (LV) and right (RV) ventricles. Note
that SV left and right are equal under all conditions.

Decreasing left ventricular contractile state to one third of the control value (c = 1.0)
lowers left ventricular ejection fraction from 53% to 25%, and root aortic pulse
pressure decreases from 133/70 to 93/52 mmHg. Left ventricular stroke volume
decreases less, from 64 to 48 ml, since it is compensated for by the increased left
end-diastolic volume (194 ml) via Starling’s law. Decreasing left ventricular contrac-
tile state is equivalent to left congestive heart failure. Consequently, pulmonary
venous volume increases from 1347 ml to 1981 ml (not shown), indicating pulmonary
congestion for this case.

Similar changes are noted when the right ventricle’s contractile state is halved
(¢ =0.5). The right ventricular ejection fraction drops from 46% to 24%, root
pulmonary artery pulse pressure decreases from 49/15 to 29/12 mmHg, and right
stroke volume decreases from 64 to 44 ml, with an increased end-diastolic volume of
164 ml, from 141 ml. Conversely, ¢ can be increased in any heart chamber to depict
administration of an inotropic drug. Although not plotted, pressures, flows, and
volumes are available at any circuit site, all as functions of time.

Changes in blood vessel properties may be studied alone or in combination with
altered heart properties. Other system parameters such as atrial performance, as well
as other experiments, may be examined. The modular form of this model allows its
expansion for more detailed studies of particular sites in the circulatory system.

The field of biomechanics applies physical principles to living systems using the
language of mathematics. Hemodynamics studies the human cardiovascular system,
which is comprised of an interesting pump moving interesting fluid around a compli-
cated network of interesting pipes. In developing hemodynamic principles, experi-
ments and analysis go hand-in-hand, ensuring the validity of principles with
experiments and with analysis clarifying, modifying, and often preceding experi-
ments. In this fashion, interpretations of cardiovascular health are further defined.

EXERCISES

1. Write all the vector expressions of Egs. 4.1 through 4.14 using MATLAB.
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Repeat Example Problem 4.2 using a z—x—y rotation sequence.

Write the free-body diagrams for each of the three orientations of the
humerus in Figure 3.36. For a particular load and fixed position, write
and solve the equations of static equilibrium.

Solve Example Problem 4.5 for forearm orientations angled 6 from the
horizontal position. Let 6 vary from 0—70° (down) from the horizontal in
15° increments. Using MATLAB, plot the required biceps muscle force Fg
for static equilibrium as a function of 6. By how much does this force vary
over this range?

. Repeat Problem 4, this time plotting forces Fa, Fp, and F¢ over the same

range of angles 0.

Considering the previous problem, explain why Nautilus weight machines
at the gym use asymmetric pulleys.

The force plate in Figure 4.9 is 70 cm by 70 cm square. At a particular
instant of the gait cycle each transducer reads F; = 210N, F, = 220N,
F; = 150N, and F4 = 180 N. Compute the resultant force and its location.
For your own body, compute the mass moment of inertia of each body
segment in Table 4.1 with respect to its center of mass.

Repeat Example Problem 4.8 using a titanium rod with circular cross-
sectional diameter of 9 mm.

Write the Simulink models of the three-element Kelvin viscoelastic descrip-
tion and perform the creep and stress relaxation tests, the results of which
appear in Figures 4.23 and 4.24.

Use the three-element Kelvin model to describe the stress relaxation of a
biomaterial of your choice. Using a stress response curve from the litera-
ture, compute the model spring constants K; and K, and the viscous
damping coefficient .

Write and solve the kinematic equations defining an anatomically refer-
enced coordinate system for the pelvis, {epa}, using MATLAB.

Using the kinematic data of Section 4.6.2, compute the instantaneous ankle
power of the 25.2 kg patient using MATLAB.

Given the pelvis and thigh anatomical coordinate systems defined in
Example Problems 4.9 and 4.10, compute the pelvis tilt, obliquity, and
rotation angles using an x—y—z rotation sequence.

Repeat Problem 14 (using an x—y—z rotation sequence) solving for hip
flexion/extension, hip abduction/adduction, and internal/external hip ro-
tation. Hint: {e.,} is the triple-primed coordinate system and {epa} is the
unprimed system in this case.

Using MATLAB, determine the effect that a 12-mm perturbation in each
coordinate direction would have on ankle moment amplitude (Section
4.6.3).

Fit the blood rheological data of Example Problem 4.12 to a Casson model
and find the yield stress 7o for blood.
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18. Solve Eq. 4.71 for pressure p(¢) when the aortic valve is closed. Using the
parameter values in Table 4.4, plot p as a function of time for one heart beat
(t =0 — 1sec).

19. Compute isovolumic ventricular pressure p,(¢) for the canine heart with
initial volumes V,, = 30, 40, 50, 60, 70 ml. Overlay these plots as in Figure
4.38.

20. Write a MATLAB m-file to compute ventricular elastance using Eq. 4.77.
Compute and plot E,, (¢) for the parameter values in Example Problem 4.14.
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At the conclusion of this chapter, students will:

m Understand the role played by rehabilitation engineers and assistive technologists in the
rehabilitation process.
= Be aware of the major activities in rehabilitation engineering.

m Be familiar with the physical and psychological consequences of disability.
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= Know the principles of assistive technology assessment and its objectives and pitfalls.
m Discuss key engineering and ergonomic principles of the field.

m Describe career opportunities and information sources.

INTRODUCTION

Since the late 1970s, there has been major growth in the application of technology to
ameliorate the problems faced by people with disabilities. Various terms have been
used to describe this sphere of activity, including prosthetics/orthotics, rehabilitation
engineering, assistive technology, assistive device design, rehabilitation technology,
and even biomedical engineering applied to disability. With the gradual maturation of
this field, several terms have become more widely used, bolstered by their use in some
federal legislation.

The two most frequently used terms today are assistive technology and rehabili-
tation engineering. Although they are used somewhat interchangeably, they are not
identical. In the words of James Reswick (1982), a pioneer in this field, “rehabilitation
engineering is the application of science and technology to ameliorate the handicaps
of individuals with disabilities.”” In contrast, assistive technology can be viewed as a
product of rehabilitation engineering activities. Such a relationship is analogous to
health care being the product of the practice of medicine.

One widely used definition for assistive technology is found in Public Law 100-407.
It defines assistive technology as ““any item, piece of equipment or product system
whether acquired commercially off the shelf, modified, or customized that is used to
increase or improve functional capabilities of individuals with disabilities.”” Notice that
this definition views assistive technology as a broad range of devices, strategies, and/or
services that help an individual to better carry out a functional activity. Such devices can
range from low-technology devices that are inexpensive and simple to make to high-
technology devices that are complex and expensive to fabricate. Examples of low-tech
devices include dual-handled utensils and mouth sticks for reaching. High-tech
examples include computer-based communication devices, reading machines with
artificial intelligence, and externally powered artificial arms (Fig. 5.1).

Several other terms often used in this field include rehabilitation technology and
orthotics and prosthetics. Rehabilitation technology is that segment of assistive technol-
ogy that is designed specifically to rehabilitate an individual from his or her present set of
limitations due to some disabling condition, permanent or otherwise. In a classical sense,
orthotics are devices that augment the function of an extremity, whereas prosthetics
replace a body part both structurally and functionally. These two terms now broadly
represent all devices that provide some sort of functional replacement. For example, an
augmentative communication system is sometimes referred to as a speech prosthesis.

5.1.1 History

A brief discussion of the history of this field will explain how and why so many
different yet similar terms have been used to denote the field of assistive technology
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and rehabilitation. Throughout history, people have sought to ameliorate the impact
of disabilities by using technology. This effort became more pronounced and con-
certed in the United States after World War II. The Veterans Administration (VA)
realized that something had to be done for the soldiers who returned from war with
numerous and serious handicapping conditions. There were too few well-trained
artificial limb and brace technicians to meet the needs of the returning soldiers. To
train these much-needed providers, the federal government supported the establish-
ment of a number of prosthetic and orthotic schools in the 1950s.
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The VA also realized that the state of the art in limbs and braces was primitive and
ineffectual. The orthoses and prostheses available in the 1940s were uncomfortable,
heavy, and offered limited function. As a result, the federal government established
the Veterans Administration Prosthetics Research Board, whose mission was to im-
prove the orthotics and prosthetic appliances that were available. Scientists and
engineers formerly engaged in defeating the Axis powers now turned their energies
toward helping people, especially veterans with disabilities. As a result of their efforts,
artificial limbs, electronic travel guides, and wheelchairs that were more rugged,
lighter, cosmetically appealing, and effective were developed.

The field of assistive technology and rehabilitation engineering was nurtured by a
two-pronged approach in the federal government. One approach directly funded
research and development efforts that would utilize the technological advances
created by the war effort toward improving the functioning and independence of
injured veterans. The other approach helped to establish centers for the training of
prosthetists and orthotists, forerunners of today’s assistive technologists.

In the early 1960s, another impetus to rehabilitation engineering came from birth
defects in infants born to expectant European women who took thalidomide to
combat “morning sickness.” The societal need to enable children with severe deform-
ities to lead productive lives broadened the target population of assistive technology
and rehabilitation engineering to encompass children as well as adult men. Subse-
quent medical and technical collaboration in research and development produced
externally powered limbs for people of all sizes and genders, automobiles that could
be driven by persons with no arms, sensory aids for the blind and deaf, and various
assistive devices for controlling a person’s environment.

Rehabilitation engineering received formal governmental recognition as an engin-
eering discipline with the landmark passage of the federal Rehabilitation Act of 1973.
The act specifically authorized the establishment of several centers of excellence in
rehabilitation engineering. The formation and supervision of these centers were put
under the jurisdiction of the National Institute for Handicapped Research, which later
became the National Institute on Disability and Rehabilitation Research (NIDRR). By
1976, about 15 Rehabilitation Engineering Centers (RECs), each focusing on a
different set of problems, were supported by grant funds totaling about $9 million
per year. As the key federal agency in the field of rehabilitation, NIDRR also supports
rehabilitation engineering and assistive technology through its Rehabilitation Re-
search and Training Centers, Field Initiated Research grants, Research and Demon-
stration program, and Rehabilitation Fellowships (NIDRR, 1999).

The REC grants initially supported university-based rehabilitation engineering
research and provided advanced training for graduate students. Beginning in the
mid-1980s, the mandate of the RECs was broadened to include technology transfer
and service delivery to persons with disabilities. During this period, the VA also
established three of its own RECs to focus on some unique rehabilitation needs of
veterans. Areas of investigation by VA and non-VA RECs include prosthetics and
orthotics, spinal cord injury, lower and upper limb functional electrical stimulation,
sensory aids for the blind and deaf, effects of pressure on tissue, rehabilitation
robotics, technology transfer, personal licensed vehicles, accessible telecommunica-
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tions, applications of wireless technology, and vocational rehabilitation. Another
milestone, the formation of the Rehabilitation Engineering Society of North America
(RESNA) in 1979, gave greater focus and visibility to rehabilitation engineering.
Despite its name, RESNA is an inclusive professional society that welcomes everyone
involved with the development, manufacturing, provision, and usage of technology
for persons with disabilities. Members of RESNA include occupational and physical
therapists, allied health professionals, special educators, and users of assistive tech-
nology. RESNA has become an adviser to the government, a developer of standards
and credentials, and, via its annual conferences and its journal, a forum for exchange
of information and a showcase for state-of-the art rehabilitation technology. In
recognition of its expanding role and members who were not engineers, RESNA
modified its name in 1995 to the Rehabilitation Engineering and Assistive Technology
Society of North America.

Despite the need for and the benefits of providing rehabilitation engineering
services, reimbursement for such services by third-party payers (e.g., insurance com-
panies, social service agencies, and government programs) remained very difficult to
obtain during much of the 1980s. Reimbursements for rehabilitation engineering
services often had to be subsumed under more accepted categories of care such as
client assessment, prosthetic/orthotic services, or miscellaneous evaluation. For this
reason, the number of practicing rehabilitation engineers remained relatively static
despite a steadily growing demand for their services.

The shortage of rehabilitation engineers with suitable training and experience was
specifically addressed in the Rehab Act of 1986 and the Technology-Related Assis-
tance Act of 1988. These laws mandated that rehabilitation engineering services had
to be available and funded for disabled persons. They also required an individualized
work and rehabilitation plan (IWRP) for each vocational rehabilitation client. These
two laws were preceded by the original Rehab Act of 1973 which mandated reason-
able accommodations in employment and secondary education as defined by a least
restrictive environment (LRE). Public Law 95-142 in 1975 extended the reasonable
accommodation requirement to children 5-21 years of age and mandated an individ-
ual educational plan (IEP) for each eligible child. Table 5.1 summarizes the major
United Stated Federal legislation that has affected the field of assistive technology and
rehabilitation engineering.

In concert with federal legislation, several federal research programs have at-
tempted to increase the availablity of rehabilitation engineering services for persons
with disabilities. The National Science Foundation (NSA), for example, initiated a
program called Bioengineering and Research to Aid the Disabled. The program’s goals
were (1) to provide student-engineered devices or software to disabled individuals
that would improve their quality of life and degree of independence, (2) to enhance
the education of student engineers through real-world design experiences, and (3) to
allow the university an opportunity to serve the local community. The Office of
Special Education and Rehabilitation Services in the U.S. Department of Education
funded special projects and demonstration programs that addressed identified needs
such as model assessment programs in assistive technology, the application of technol-
ogy for deaf-blind children, interdisciplinary training for students of communicative
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TABLE 5.1 Recent Major U.S. Federal Legislation Affecting Assistive Technologies

Legislation

Major Assistive Technology Impact

Rehabilitation Act of 1973, as
amended

Individuals with Disabilities
Education Act Amendments of
1997

Assistive Technology Act of 1998
(replaced Technology Related
Assistance for Individuals with
Disabilities Act of 1998)

Developmental Disabilities
Assistance and Bill of Rights Act

Americans with Disabilities Act
(ADA) of 1990

Medicaid

Early Periodic Screening,
Diagnosis, and Treatment
Program

Medicare

Mandates reasonable accommodation and least restricted environment in federally
funded employment and higher education; requires both assistive technology devices
and services be included in state plans and Individualized Written Rehabilitation
Plans (IWRP) for each client; Section 508 mandates equal access to electronic office
equipment for all federal employees; defines rehabilitation technology as
rehabilitation engineering and assistive technology devices and services; mandates
rehabilitation technology as primary benefit to be included in IWRP

Recognizes the right of every child to a free and appropriate education; includes
concept that children with disabilities are to be educated with their peers; extends
reasonable accommodation, least restrictive environment (LRE), and assistive
technology devices and services to age 3-21 education; mandates Individualized
Educational Plan for each child, to include consideration of assistive technologies;
also includes mandated services for children from birth to 2 and expanded emphasis
on educationally related assistive technologies

First legislation to specifically address expansion of assistive technology devices and
services; mandates consumer-driven assistive technology services, capacity
building, advocacy activities, and statewide system change; supports grants to
expand and administer alternative financing of assistive technology systems

Provides grants to states for developmental disabilities councils, university-affiliated
programs, and protection and advocacy activities for persons with developmental
disabilities; provides training and technical assistance to improve access to assistive
technology services for individuals with developmental disabilities

Prohibits discrimination on the basis of disability in employment, state and local
government, public accommodations, commercial facilities, transportation, and
telecommunications, all of which affect the application of assistive technology; use
of assistive technology impacts requirement that Title II entities must communicate
effectively with people who have hearing, vision, or speech disabilities; addresses
telephone and television access for people with hearing and speech disabilities

Income-based (““means-tested”) program; eligibility and services differ from state to
state; federal government sets general program requirements and provides financial
assistance to the states by matching state expenditures; assistive technology benefits
differ for adults and children from birth to age 21; assistive technology for adults
must be included in state’s Medicaid plan or waiver program

Mandatory service for children from birth through age 21; includes any required or
optional service listed in the Medicaid Act; service need not be included in the
state’s Medicaid plan

Major funding source for assistive technology (durable medical equipment); includes

individuals 65 or over and those who are permanently and totally disabled;
federally administered with consistent rules for all states

From Cook and Hussey (2002).

disorders (speech pathologists), special education, and engineering. In 1993, NIDRR
committed $38.6 million to support Rehabilitation Engineering Centers that would
focus on the following areas: adaptive computers and information systems, augmenta-
tive and alternative communication devices, employability for persons with low
back pain, hearing enhancement and assistive devices, prosthetics and orthotics,
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quantification of physical performance, rehabilitation robotics, technology transfer
and evaluation, improving wheelchair mobility, work site modifications and accom-
modations, geriatric assistive technology, personal licensed vehicles for disabled
persons, rehabilitation technology services in vocational rehabilitation, technological
aids for blindness and low vision, and technology for children with orthopedic
disabilities. In fiscal year 1996, NIDRR funded 16 Rehabilitation Engineering Re-
search Centers at a total cost of $11 million dollars and 45 Rehabilitation Research
and Training Centers at a cost of $23 million dollars (NIDRR, 1999).

5.1.2 Sources of Information

Like any other emerging discipline, the knowledge base for rehabilitation engineer-
ing was scattered in disparate publications in the early years. Owing to its interdis-
ciplinary nature, rehabilitation engineering research papers appeared in such diverse
publications as the Archives of Physical Medicine & Rehabilitation, Human Factors,
Annals of Biomedical Engineering, IEEE Transactions on Biomedical Engineering,
and Biomechanics. Some of the papers were very practical and application specific,
whereas others were fundamental and philosophical. In the early 1970s, many
important papers were published by the Veterans Administration in its Bulletin of
Prosthetic Research, a highly respected and widely disseminated peer-reviewed peri-
odical. This journal was renamed the Journal of Rehabilitation R&D in 1983. In
1989, RESNA began Assistive Technology, a quarterly journal that focused on the
interests of practitioners engaged in technological service delivery rather than the
concerns of engineers engaged in research and development. The IEEE Engineering
in Medicine and Biology Society founded the IEEE Transactions on Rehabilitation
Engineering in 1993 to give scientifically based rehabilitation engineering research
papers a much-needed home. This journal, which was renamed IEEE Transactions on
Neural Systems and Rebabilitation Engineering, is published quarterly and covers the
medical aspects of rehabilitation (rehabilitation medicine), its practical design con-
cepts (rehabilitation technology), its scientific aspects (rehabilitation science), and
neural systems.

5.1.3 Major Activities in Rehabilitation Engineering

The major activities in this field can be categorized in many ways. Perhaps the simplest
way to grasp its breadth and depth is to categorize the main types of assistive
technology that rehabilitation engineering has produced (Table 5.2). The develop-
ment of these technological products required the contributions of mechanical,
material, and electrical engineers, orthopedic surgeons, prosthetists and orthotists,
allied health professionals, and computer professionals. For example, the use of voice
in many assistive devices, as both inputs and outputs, depends on digital signal
processing chips, memory chips, and sophisticated software developed by electrical
and computer engineers. Figures 5.2 through 5.4 illustrate some of the assistive
technologies currently available. As explained in subsequent sections of this chapter,
the proper design, development, and application of assistive technology devices
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TABLE 5.2 Categories of Assistive Devices

Prosthetics and Orthotics
Artificial hand, wrist, and arms
Artificial foot and legs
Hand splints and upper limb braces
Functional electrical stimulation orthoses
Assistive Devices for Persons with Severe Visual Impairments
Devices to aid reading and writing (e.g., closed circuit TV magnifiers, electronic Braille, reading
machines, talking calculators, auditory and tactile vision substitution systems)
Devices to aid independent mobility (e.g., Laser cane, Binaural Ultrasonic Eyeglasses, Handheld
Ultrasonic Torch, electronic enunciators, robotic guide dogs)
Assistive Devices for Persons with Severe Auditory Impairments
Digital hearing aids
Telephone aids (e.g., TDD and TTY)
Lipreading aids
Speech to text converters
Assistive Devices for Tactile Impairments
Cushions
Customized seating
Sensory substitution
Pressure relief pumps and alarms
Alternative and Augmentative Communication Devices
Interface and keyboard emulation
Specialized switches, sensors, and transducers
Computer-based communication devices
Linguistic tools and software
Manipulation and Mobility Aids
Grabbers, feeders, mounting systems, and page turners
Environmental controllers
Robotic aids
Manual and special-purpose wheelchairs
Powered wheelchairs, scooters, and recliners
Adaptive driving aids
Modified personal licensed vehicles
Recreational Assistive Devices
Arm-powered cycles
Sports and racing wheelchairs
Modified sit-down mono-ski

require the combined efforts of engineers, knowledgeable and competent clinicians,
informed end users or consumers, and caregivers.

5.2 THE HUMAN COMPONENT

To knowledgeably apply engineering principles and fabricate devices that will
help persons with disabling conditions, it is necessary to have a perspective on the



5.2 THE HUMAN COMPONENT 219

Add-On
Power Drive System

Add-On
Proportional Joystick

Manual Wheelchair

Figure 5.2 Add-on wheelchair system (from Church and Glennen, 1992).

RF receivers can also be
configured to send
control signals through
existing house wiring

Radio signals can
travel through walls and cellings
o control indoor lights

Remote RF transmitters
have distance limitations on
how far signals can travel Radio Frequency

Radio signals use
through-the-air transmission
to control devices

Radio frequency (RF) remote control
with button keypad

Figure 5.3

Environmental control unit using radio frequency (RF) control (from Church and
Glennen, 1992).



220

CHAPTER 5 REHABILITATION ENGINEERING AND ASSISTIVE TECHNOLOGY

human component and the consequence of various impairments. One way to view
a human being is as a receptor, processor, and responder of information (Fig. 5.5).
The human user of assistive technology perceives the environment via senses and res-
ponds or manipulates the environment via effectors. Interposed between the sensors
and effectors are central processing functions that include perception, cognition, and
movement control. Perception is the way in which the human being interprets the
incoming sensory data. The mechanism of perception relies on the neural circuitry
found in the peripheral nervous system and central psychological factors such as
memory of previous sensory experiences. Cognition refers to activities that underlie
problem solving, decision making, and language formation. Movement control utilizes
the outcome of the processing functions described previously to form a motor pattern
that is executed by the effectors (nerves, muscles, and joints). The impact of the
effectors on the environment is then detected by the sensors, thereby providing
feedback between the human and the environment. When something goes wrong in
the information processing chain, disabilities often result. Table 5.3 lists the prevalence
of various disabling conditions in terms of anatomic locations.

Interestingly, rehabilitation engineers have found a modicum of success when
trauma or birth defects damage the input (sensory) end of this chain of information
processing. When a sensory deficit is present in one of the three primary sensory
channels (vision, hearing, and touch), assistive devices can detect important environ-
mental information and present it via one or more of the other remaining senses. For
example, sensory aids for severe visual impairments utilize tactile and/or auditory
outputs to display important environmental information to the user. Examples of
such sensory aids include laser canes, ultrasonic glasses, and robotic guide dogs.
Rehabilitation engineers also have been modestly successful at replacing or aug-
menting some motoric (effector) disabilities (Fig. 5.6). As listed in Table 5.2, these
include artificial arms and legs, wheelchairs of all types, environmental controllers,
and, in the future, robotic assistants.

However, when dysfunction resides in the “‘higher information processing centers”
of a human being, assistive technology has been much less successful in ameliorating
the resultant limitations. For example, rehabilitation engineers and speech patholo-
gists have been unsuccessful in enabling someone to communicate effectively when
that person has difficulty formulating a message (aphasia) following a stroke. Despite
the variety of modern and sophisticated alternative and augmentative communication
devices that are available, none has been able to replace the volitional aspects of the
human being. If the user is unable to cognitively formulate a message, an augmentative
communication device is often powerless to help.

An awareness of the psychosocial adjustments to chronic disability is desirable
because rehabilitation engineering and assistive technology seek to ameliorate the
consequences of disabilities. Understanding the emotional and mental states of the
person who is or becomes disabled is necessary so that offers of assistance and
recommendations of solutions can be appropriate, timely, accepted, and, ultimately,
used.

One of the biggest impacts of chronic disability is the minority status and socially
devalued position that a disabled person experiences in society. Such loss of social
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Figure 5.4 Alternative keyboards can replace or operate in addition to the standard keyboard. (a)
Expanded keyboards have a matrix of touch-sensitive squares that can be grouped together to form
larger squares. (b) Minikeyboards are small keyboards with a matrix of closely spaced touch-sensitive
squares. (c) The small size of a minikeyboard ensures that a small range of movement can reach the
entire keyboard. (d) Expanded and minikeyboards use standard or customized keyboard overlays. (e)
Some alternative keyboards plug directly into the keyboard jack of the computer, needing no special
interface or software (from Church and Glennen, 1992).
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Figure 5.5 Aninformation processing model of the human operator of assistive technologies. Each
block represents a group of functions related to the use of technology.

TABLE 5.3 Prevalence of Disabling Conditions in the United States

45-50 million persons have disabilities that slightly limit their activities
32% hearing
21% sight
18% back or spine
16% leg and hip
5% arm and shoulder
49% speech
39 paralysis
1% limb amputation
7-11 million persons have disabilities that significantly limit their activities
309% back or spine
26% leg and hip
13% paralysis
9% hearing
8% sight
7% arm and shoulder
49 limb amputation
3% speech

Data from Stolov and Clowers (1981).

status may result from the direct effects of disability (social isolation) and the indirect
effects of disability (economic setbacks). Thus, in addition to the tremendous drop in
personal income, a person who is disabled must battle three main psychological
consequences of disability: the loss of self-esteem, the tendency to be too dependent
on others, and passivity.

For individuals who become disabled through traumatic injuries, the adjustment to
disability generally passes through five phases: shock, realization, defensive retreat or
denial, acknowledgment, and adaptation or acceptance. During the first days after the
onset of disability, the individual is usually in shock, feeling and reacting minimally



5.2 THE HUMAN COMPONENT 223

a .
Skin surface
electrode
Computer Microcomputer EtMG signal
decision to .
activate a Amputation site —» -
particular
motor -/ Elbow motor
Artificial arm
Grasp motor
Wrist motor
b To stim.
electrode
Pinch| Strain Voltage [Modulating| 3 kHz
—{ gage controlled - P square-wave
force | bridge oscillator signal generator
Transformer
Gate TFeedba% S_VSt_emT_ ______
————————————— signal” | Myoelectric control systeml
\/
Y
Full Low Motor To hand
Sample/| 3-state|f 4 >
wave B=1pass B rive. prr—
rectifier hold filter swite 7c1rcuns P
Myoelectric
signal

Figu re 5.6 (a) This system generates temporal signatures from one set of myoelectric electrodes to
control multiple actuators. (b) Electrical stimulaton of the forearm to provide force feedback may be
carried out using a system like this one (from Webster et al., 1985).

with the surroundings and showing little awareness of what has happened. Counsel-
ing interventions or efforts of rehabilitation technologists are typically not very
effective at this time.

After several weeks or months, the individual usually begins to acknowledge the
reality and seriousness of the disability. Anxiety, fear, and even panic may be the
predominant emotional reactions. Depression and anger may also occasionally appear
during this phase. Because of the individual’s emotional state, intense or sustained
intervention efforts are not likely to be useful during this time.
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In the next phase, the individual makes a defensive retreat in order to not be
psychologically overwhelmed by anxiety and fear. Predominant among these defenses
is denial—claiming that the disability is only temporary and that full recovery will
occur. Such denial may persist or reappear occasionally long after the onset of
disability.

Acknowledgment of the disability occurs when the individual achieves an accurate
understanding of the nature of the disability in terms of its limitations and likely
outcome. Persons in this phase may exhibit a thorough understanding of the disability
but may not possess a full appreciation of its implications. The gradual recognition of
reality is often accompanied by depression and a resultant loss of interest in many
activities previously enjoyed.

Adaptation, or the acceptance phase, is the final and ultimate psychological goal of
a person’s adjustment to disability. An individual in this phase has worked through the
major emotional reactions to disability. Such a person is realistic about the likely
limitations and is psychologically ready to make the best use of his or her potential.
Intervention by rehabilitation engineers or assistive technologists during the acknow-
ledgment and acceptance phases of the psychosocial adjustment to disability is usually
appropriate and effective. Involvement of the disabled individual in identifying needs,
planning the approach, and choosing among possible alternatives can be very benefi-
cial both psychologically and physically.

5.3 PRINCIPLES OF ASSISTIVE TECHNOLOGY ASSESSMENT

Rehabilitation engineers not only need to know the physical principles that govern
their designs, but they also must adhere to some key principles that govern the
applications of technology for people with disabilities. To be successful, the needs,
preferences, abilities, limitations, and even environment of the individual seeking the
assistive technology must be carefully considered. There are at least five major
misconceptions that exist in the field of assistive technology:

Misconception #1. Assistive technology can solve all the problems. Although
assistive devices can making accomplishing tasks easier, technology alone cannot
mitigate all the difficulties that accompany a disability.

Misconception #2. Persons with the same disability need the same assistive
devices. Assistive technology must be individualized because similarly disabled
persons can have very different needs, wants, and preferences (Wessels et al.,
2003).

Misconception #3. Assistive technology is necessarily complicated and expensive.
Sometimes low-technology devices are the most appropriate and even preferred for
their simplicity, ease of use and maintenance, and low cost.

Misconception #4. Assistive technology prescriptions are always accurate and
optimal. Experiences clearly demonstrate that the application of technology for
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persons with disabilities is inexact and will change with time. Changes in the
assistive technology user’s health, living environment, preferences, and circum-
stances will require periodic reassessment by the user and those rehabilitation
professionals who are giving assistance (Philips and Zhao, 1993).

Misconception #35. Assistive technology will always be used. According to data
from the 1990 U.S. Census Bureau’s National Health Interview Survey, about one-
third of the assistive devices not needed for survival are unused or abandoned just 3
months after they were initially acquired.

In addition to avoiding common misconceptions, a rehabilitation engineer and tech-
nologist should follow several principles that have proven to be helpful in matching
appropriate assistive technology to the person or consumer. Adherence to these
principles will increase the likelihood that the resultant assistive technology will be
welcomed and fully utilized.

Principle #1. The user’s goals, needs, and tasks must be clearly defined, listed, and
incorporated as early as possible in the intervention process. To avoid overlooking
needs and goals, checklists and premade forms should be used. A number of helpful
assessment forms can be found in the references given in the suggested reading list
at the end of this chapter.

Principle #2. Involvement of rebabilitation professionals with differing skills and
know-how will maximize the probability for a successful outcome. Depending on the
purpose and environment in which the assistive technology device will be used, a
number of professionals should participate in the process of matching technology to
a person’s needs. Table 5.4 lists various technology areas and the responsible profes-
sionals.

Principle #3. The user’s preferences, cognitive and physical abilities and limitations,
living situation, tolerance for technology, and probable changes in the future
must be thoroughly assessed, analyzed, and quantified. Rehabilitation engineers
will find that the highly descriptive vocabulary and qualitative language used by
nontechnical professionals needs to be translated into attributes that can be meas-
ured and quantified. For example, whether a disabled person can use one or more
upper limbs should be quantified in terms of each limb’s ability to reach, lift, and
grasp.

Principle #4. Careful and thorough consideration of available technology for
meeting the user’s needs must be carried out to avoid overlooking potentially useful
solutions. Electronic databases (e.g., assistive technology websites and websites of
major technology vendors) can often provide the rehabilitation engineer or assis-
tive technologist with an initial overview of potentially useful devices to prescribe,
modify, and deliver to the consumer.

Principle #35. The user’s preferences and choice must be considered in the selection
of the assistive technology device. Surveys indicate that the main reason assistive
technology is rejected or poorly utilized is inadequate consideration of the user’s
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TABLE 5.4 Professional Areas in Assistive Technology

Technology Area

Responsible Professionals*

Academic and vocational skills

Augmentative communication
Computer access
Daily living skills

Specialized adaptations

Mobility
Seating and positioning

Written communication

Special education
Vocational rehabilitation
Psychology
Speech-language pathology
Special education
Computer technology
Vocational rehabilitation
Occupational therapy
Rehabilitation technology
Rehabilitation engineering
Computer technology
Prosthetics/orthotics
Occupational therapy
Physical therapy
Occupational therapy
Physical therapy
Speech-language pathology
Special education

*Depending on the complexity of technical challenges encountered, an assistive technologist or a
rehabilitation engineer can be added to the list of responsible professionals.

needs and preferences. Throughout the process of searching for appropriate tech-
nology, the ultimate consumer of that technology should be viewed as a partner and
stakeholder rather than as a passive, disinterested recipient of services.

Principle #6. The assistive technology device must be customized and installed in
the location and setting where it primarily will be used. Often seemingly minor or
innocuous situations at the usage site can spell success or failure in the application
of assistive technology.

Principle #7. Not only must the user be trained to use the assistive device, but also
the attendants or family members must be made aware of the device’s intended
purpose, benefits, and limitations. For example, an augmentative communication
device usually will require that the communication partners adopt a different mode
of communication and modify their behavior so that the user of this device can
communicate a wider array of thoughts and even assume a more active role in the
communication paradigm, such as initiating a conversation or changing the con-
versational topic. Unless the attendants or family members alter their ways of
interacting, the newly empowered individual will be dissuaded from utilizing the
communication device, regardless of how powerful it may be.

Principle #8. Follow-up, readjustment, and reassessment of the user’s usage pat-
terns and needs are necessary at periodic intervals. During the first 6 months
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following the delivery of the assistive technology device, the user and others in that
environment learn to accommodate to the new device. As people and the environ-
ment change, what worked initially may become inappropriate, and the assistive
device may need to be reconfigured or reoptimized. Periodic follow-up and adjust-
ments will lessen technology abandonment and the resultant waste of time and
resources.

5.4 PRINCIPLES OF REHABILITATION ENGINEERING

Knowledge and techniques from different disciplines must be utilized to design
technological solutions that can alleviate problems caused by various disabling condi-
tions. Since rehabilitation engineering is intrinsically multidisciplinary, identifying
universally applicable principles for this emerging field is difficult. Often the most
relevant principles depend on the particular problem being examined. For example,
principles from the fields of electronic and communication engineering are para-
mount when designing an environmental control system that is to be integrated
with the user’s battery-powered wheelchair. However, when the goal is to develop
an implanted functional electrical stimulation orthosis for an upper limb impaired by
spinal cord injury, principles from neuromuscular physiology, biomechanics, bio-
materials, and control systems would be the most applicable.

Whatever the disability to be overcome, however, rehabilitation engineering is
inherently design oriented. Rehabilitation engineering design is the creative process
of identifying needs and then devising an assistive device to fill those needs.
A systematic approach is essential to successfully complete a rehabilitation project.
Key elements of the design process involve the following sequential steps: analysis,
synthesis, evaluation, decision, and implementation.

Analysis

Inexperienced but enthusiastic rehabilitation engineering students often respond to a
plea for help from someone with a disability by immediately thinking about possible
solutions. They overlook the important first step of doing a careful analysis of the
problem or need. What they discover after much ineffectual effort is that a thorough
investigation of the problem is necessary before any meaningful solution can be
found. Rehabilitation engineers first must ascertain where, when, and how often the
problem arises. What is the environment or the task situation? How have others
performed the task? What are the environmental constraints (size, speed, weight,
location, physical interface, etc.)? What are the psychosocial constraints (user prefer-
ences, support of others, gadget tolerance, cognitive abilities, and limitations)? What
are the financial considerations (purchase price, rental fees, trial periods, maintenance
and repair arrangements)? Answers to these questions will require diligent investi-
gation and quantitative data such as the weight and size to be lifted, the shape and
texture of the object to be manipulated, and the operational features of the desired
device. An excellent endpoint of problem analysis would be a list of operational
features or performance specifications that the ““ideal” solution should possess.
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Such a list of performance specifications can serve as a valuable guide for choosing the
best solution during later phases of the design process.

Example Problem 5.1

Develop a set of performance specifications for an electromechanical device to raise
and lower the lower leg of a wheelchair user (to prevent edema).

Solution

A sample set of performance specifications about the ideal mechanism might be
written as follows:

Be able to raise or lower leg in §'s

Independently operable by the wheelchair occupant

Have an emergency stop switch

Compatible with existing wheelchair and its leg rests

Quiet operation

Entire adaptation weighs no more than five pounds [ |

Synthesis

A rehabilitation engineer who is able to describe in writing the nature of the problem
is likely to have some ideas for solving the problem. Although not strictly sequential,
the synthesis of possible solutions usually follows the analysis of the problem. The
synthesis of possible solutions is a creative activity that is guided by previously learned
engineering principles and supported by handbooks, design magazines, product cata-
logs, and consultation with other professionals. While making and evaluating the list
of possible solutions, a deeper understanding of the problem usually is reached and
other, previously not apparent, solutions arise. A recommended endpoint for the
synthesis phase of the design process includes sketches and technical descriptions of
each trial solution.

Evaluation

Depending on the complexity of the problem and other constraints such as time and
money, the two or three most promising solutions should undergo further evaluation,
possibly via field trials with mockups, computer simulations, and/or detailed mechan-
ical drawings. Throughout the evaluation process, the end user and other stakeholders
in the problem and solution should be consulted. Experimental results from field trials
should be carefully recorded, possibly on videotape, for later review. One useful
method for evaluating promising solutions is to use a quantitative comparison chart
to rate how well each solution meets or exceeds the performance specifications and
operational characteristics based on the analysis of the problem.

Decision

The choice of the final solution is often made easier when it is understood that the
final solution usually involves a compromise. After comparing the various promising
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solutions, more than one may appear equally satisfactory. At this point, the final
decision may be made based on the preference of the user or some other intangible
factor that is difficult to anticipate. Sometimes choosing the final solution may involve
consulting with someone else who may have encountered a similar problem. What is
most important, however, is careful consideration of the user’s preference (principle
5 of assistive technology).

Implementation

To fabricate, fit, and install the final (or best) solution requires additional project
planning that, depending on the size of the project, may range from a simple list of
tasks to a complex set of scheduled activities involving many people with different

skills.

Example Problem 5.2

List the major technical design steps needed to build the automatic battery-powered
leg raiser described in Example Problem 5.1.

Solution

The following are some of the key design steps:

Mechanical design of the linkages to raise the wheelchair’s leg rests

Static determination of the forces needed to raise the occupant’s leg
Determination of the gear ratios and torque needed from the electric motor
Estimation of the power drain from the wheelchair batteries

Purchase of the electromechanical components

Fabrication of custom parts and electronic components

Assembly, testing, and possible redesign

Field trials and evaluation of prototype device [ ]

5.4.1 Key Engineering Principles

Each discipline and subdiscipline that contributes to rehabilitation engineering has its
own set of key principles that should be considered when a design project is begun.
For example, a logic family must be selected and a decision whether to use synchro-
nous or asynchronous sequential circuits must be made at the outset in digital design.
A few general hardware issues are applicable to a wide variety of design tasks,
including worst-case design, computer simulation, temperature effects, reliability,
and product safety. In worst-case design, the electronic or mechanical system must
continue to operate adequately even when variations in component values degrade
performance. Computer simulation and computer-aided design (CAD) software often
can be used to predict how well an overall electronic system will perform under
different combinations of component values or sizes.

The design also should take into account the effects of temperature and environ-
mental conditions on performance and reliability. For example, temperature extremes
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can reduce a battery’s capacity. Temperature also may affect reliability, so proper
venting and use of heat sinks should be employed to prevent excessive temperature
increases. For reliability and durability, proper strain relief of wires and connectors
should be used in the final design.

Product safety is another very important design principle, especially for rehabili-
tative or assistive technology. An electromechanical system should always incorporate
a panic switch that will quickly halt a device’s operation if an emergency arises. Fuses
and heavy-duty gauge wiring should be employed throughout for extra margins of
safety. Mechanical stops and interlocks should be incorporated to ensure proper
interconnections and to prevent dangerous or inappropriate movement.

When the required assistive device must lift or support some part of the body, an
analysis of the static and dynamic forces (biomechanics) that are involved should be
performed. The simplest analysis is to determine the static forces needed to hold the
object or body part in a steady and stable manner. The basic engineering principles
needed for static and dynamic analysis usually involve the following steps: (1) Deter-
mine the force vectors acting on the object or body part, (2) determine the moment
arms, and (3) ascertain the centers of gravity for various components and
body segments. Under static conditions, all the forces and moment vectors sum to
zero. For dynamic conditions, the governing equation is Newton’s second law of
motion in which the vector sum of the forces equals mass times an acceleration vector
(F = ma).

Example Problem 5.3

Suppose a 125-Ib person lies supine on a board resting on knife edges spaced 72 in.
apart (Fig. 5.7). Assume that the center of gravity of the lower limb is located through
the center line of the limb and 1.5 in. above the knee cap. Estimate the weight of this
person’s right leg.

Figure 5.7 Method of weighing body segments with board and scale (from Le Veau, 1976).
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Solution

Record the scale reading with both legs resting comfortably on the board and when
the right leg is raised almost straight up. Sum the moments about the left knife edge
pivot to yield the following static equation:

WD = L(S1 — $2)

where W is the weight of the right limb, L is the length of the board between the
supports, S; is the scale reading with both legs resting on the board, S, is the scale
reading with the right leg raised, and D is the horizontal distance through which the
limb’s center of gravity was moved when the limb was raised. Suppose the two scale
readings were 58 Ibs for §1 and 56 Ibs for S, and D = 7 in. Substituting these values into
the equations would yield an estimate of 20.6 lbs as the weight of the right leg. [ |

Example Problem 5.4

A patient is exercising his shoulder extensor muscles with wall pulleys (Fig. 5.8).
Weights of 20, 10, and § Ibs are loaded on the weight pan, which weighs 4 lbs. The
patient is able to exert 45 lbs on the pulley. What is the resultant force of the entire
system? What are the magnitude and direction of acceleration of the weights?

Solution

All the weights and the pan act straight down, whereas the 45 Ibs of tension on the
pulley’s cable exerts an upward force. The net force (F) is 6 lbs upward. Using
Newton’s second law of motion, F = ma, where m is the mass of the weights and
the pan and a is the acceleration of the weights and pan. The mass, m, is found by
dividing the weight of 39 Ibs by the acceleration of gravity (32.2 ft/s*) to yield m =
1.21 slugs. Substituting these values into 2 = F / m yields an acceleration of 4.96 ft/s*
in the upward direction.

5.4.2 Key Ergonomic Principles

Ergonomics or human factors is another indispensable part of rehabilitation engineer-
ing and assistive technology design. Applying information about human behavior,
abilities, limitations, and other characteristics to the design of tools, adaptations,
electronic devices, tasks, and interfaces is especially important when designing assistive
technology because persons with disabilities generally will be less able to accommodate
poorly designed or ill-fitted assistive devices. Several ergonomic principles that are
especially germane to rehabilitation engineering are discussed in the following sections.

Principle of Proper Positioning

Without proper positioning or support, an individual who has lost the ability to
maintain a stable posture against gravity may appear to have greater deformities
and functional limitations than truly exist. For example, the lack of proper arm
support may make the operation of even an enlarged keyboard unnecessarily slow
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Sib.
10lb.

20ib
{ J40ib

Figure 5.8 Patient exercising his shoulder extensor muscles with wall pulleys (from Le Veau,
1976).

or mistake prone. Also, the lack of proper upper trunk stability may unduly limit the
use of an individual’s arms because the person is relying on them for support.

During all phases of the design process, the rehabilitation engineer must ensure
that whatever adaptation or assistive technology is being planned, the person’s trunk,
lower back, legs, and arms will have the necessary stability and support at all times
(Fig. 5.9). Consultation with a physical therapist or occupational therapist familiar
with the focus individual during the initial design phases should be considered if
postural support appears to be a concern. Common conditions that require consider-
ations of seating and positioning are listed in Table 5.5.

Principle of the Anatomical Control Site

Since assistive devices receive command signals from the users, users must be able to
reliably indicate their intent by using overt, volitional actions. Given the variety of
switches and sensors that are available, any part of the body over which the user has
reliable control in terms of speed and dependability can serve as the anatomical
control site. Once the best site has been chosen, an appropriate interface for that
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Lateral Trunk Support

Pelvic Guide or
Lateral Support

Abductor Support

Figure 5.9 Chair adaptations for proper positioning (from Church and Glennen, 1992).

TABLE 5.5 Conditions That Require Consideration of Seating and Positioning

Condition

Description and
Characteristics

Seating Considerations

Cerebral palsy
Increased tone (high
tone)

Decreased tone (low
tone)

Athetoid (mixed tone)

Muscular dystrophies
Duchenne

Multiple sclerosis

Spina bifida

Spinal cord injury

Osteogenesis imperfecta

Orthopedic impairments

Nonprogressive neuromuscular

Fixed deformity, decreased
movements, abnormal patterns

Subluxations, decreased active
movement, hypermobility

Excessive active movement,
decreased stability

Degenerative neuromuscular

Loss of muscular control proximal
to distal

Series of exacerbations and
remissions

Congenital anomaly consisting of a
deficit in one or more of the
vertebral arches, decreased or
absent sensation

Insult to spinal cord, partial or
complete loss of function below
level of injury, nonprogressive
once stabilized, decreased or
absent sensation, possible
scoliosis/kyphosis

Connective tissue disorder, brittle
bone disease, limited functional
range, multiple fractures

Fixed or flexible

Correct deformities, improve
alignment, decrease tone

Provide support for upright
positioning, promote
development of muscular control

Provide stability, but allow
controlled mobility for function

Provide stable seating base, allow
person to find balance point

Prepare for flexibility of system to
follow needs

Reduce high risk for pressure
concerns, allow for typically
good upper extremity and head
control

Reduce high risk for pressure
concerns, allow for trunk
movements used for function

Provide protection

If fixed, support, if flexible, correct

(continued)
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TABLE 5.5 Conditions That Require Consideration of Seating and Positioning

(Continued)
Condition Description and Seating Considerations
Characteristics
Traumatic brain injury Severity dependent on extent of Allow for functional improvement
central nervous system damage, as rehabilitation progresses,
may have cognitive component, establish a system that is flexible
nonprogressive once stabilized to changing needs
Elderly
Typical aged Often, fixed kyphosis, decreased Provide comfort and visual
bone mass, and decreased orientation, moisture-proof,
strength, incontinence accommodate kyphosis
Aged secondary to Example—older patients with Provide comfort, support
primary disability cerebral palsy may have fixed deformities

deformities

Adapted with permission from Evaluating, Selecting, and Using Appropriate Assistive Technology, J. C.
Galvin, M. ]. Scherer, p. 66, © 1996 Aspen Publishers, Inc.

site can be designed by using various transducers, switches, joysticks, and keyboards.
In addition to the obvious control sites such as the finger, elbow, shoulder, and knee,
subtle movements such as raising an eyebrow or tensing a particular muscle can also
be employed as the control signal for an assistive device. Often, the potential control
sites can and should be analyzed and quantitatively compared for their relative speed,
reliability, distinctiveness, and repeatability of control actions. Field trials using mock-
ups, stopwatches, measuring tapes, and a video camera can be very helpful for
collecting such performance data.

When an individual’s physical abilities do not permit direct selection from among a
set of possible choices, single switch activation by the anatomical control site in
combination with automated row-column scanning of a matrix is often used. In
row-column scanning, each row of a matrix lights up sequentially from the top to
the bottom. When the row containing the desired item is highlighted, the user selects
it using a switch. Then each item in that row is scanned (from left to right) until the
desired item is chosen by a second switch activation. The speed with which a two-
dimensional array can be used to compose messages depends on the placement of the
letters in that array. Two popular arrangements of alphanumeric symbols—the alpha-
betic arrangement and the frequency of occurrence arrangement of the alphabet—are
shown in Example Problem 5.5.

Example Problem 5.5

Assume that a communication device has either an alphabetical arrangement of letters
or a frequency arrangement and does row-column scanning as follows: (1) Two switch
activations are needed to select a particular item in the array; (2) The dwell time for
each row (starting at the top) is 1.5 s; (3) The dwell time along a selected row (starting
from the left) is 1.5 s; and (4) The scan begins at the top row after a successful selection.
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For both arrangements, calculate the predicted time needed to generate the phrase
“T'WANT TO GO TO SEA WORLD.” Assume zero errors or missed opportunities.

Alphabetical Arrangement of Letters

SPACE A B C D E F
G H I J K L M
N o) P Q R S T
U v w X Y z TH
IN ER RE AN HE ,
Frequency Arrangement of Letters
SPACE E A I L HE Y
T (@] S D P AN ER
N R C F IN ES Q
H TH M B v X Z
U W G K J s
Solution

The time needed to compose the target sentence is equal to the number of steps needed
to select each letter and space in that sentence. For the alphabetically arranged array, 5
dwell steps (2nd row plus 3rd column) at 1.5 s per step are needed to reach the letter I.
For the frequency of occurrence array, 5 dwell steps (1st row plus 4th column) also are
needed to reach the letter I. To insert a space, both arrays require 2 dwell steps (1st row
plus 1st column). For the letter W, the same number of dwell steps (7) are needed in both
arrays. For the letter T, however, 10 dwell steps are needed in the alphabetical array but
just 3 dwell steps are needed in the frequency of occurrence array. Each time the letter T
is used, 7 dwell steps (or 10.5 s) are saved with the frequency of occurrence array. Thus,
the time needed to produce the sample sentence, assuming no errors, is 213 s when
using the alphabetical array and 180 s when using the frequency array. Notice that even
for a 7-word sentence, over half a minute can be saved with the faster frequency
arrangement array and that additional time was saved by using the double letter
combination AN rather than selecting the single letters A and N separately. [ ]

Principle of Simplicity and Intuitive Operation

The universal goal of equipment design is to achieve intuitively simple operation, and
this is especially true for electronic and computer-based assistive devices. The key to
intuitively simple operation lies in the proper choice of compatible and optimal
controls and displays. Compatibility refers to the degree to which relationships be-
tween the control actions and indicator movements are consistent, respectively, with
expectations of the equipment’s response and behavior. When compatibility relation-
ships are incorporated into an assistive device, learning is faster, reaction time is
shorter, fewer errors occur, and the user’s satisfaction is higher. Although people can
and do learn to use adaptations that do not conform to their expectations, they do so at
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a price (producing more errors, working more slowly, and/or requiring more atten-
tion). Hence, the rehabilitation engineer needs to be aware of and follow some
common compatibility relationships and basic ergonomic guidelines, such as:

m The display and corresponding control should bear a physical resemblance to
each other.

m The display and corresponding control should have similar physical arrange-
ments and/or be aided by guides or markers.

m The display and corresponding control should move in the same direction and
within the same spatial plane (e.g., rotary dials matched with rotary displays,
linear vertical sliders matched with vertical displays).

m The relative movement between a switch or dial should be mindful of population
stereotypic expectations (e.g., an upward activation to turn something on, a
clockwise rotation to increase something, and scale numbers that increase from
left to right).

Additional guidelines for choosing among various types of visual displays are given in
Table 5.6.

Principle of Display Suitability

In selecting or designing displays for transmission of information, the selection of the
sensory modality is sometimes a foregone conclusion, such as when designing a
warning signal for a visually impaired person. When there is an option, however,
the rehabilitation engineer must take advantage of the intrinsic advantages of one
sensory modality over another for the type of message or information to be conveyed.
For example, audition tends to have an advantage over vision in vigilance types of
warnings because of its attention-getting qualities. A more extensive comparison of
auditory and visual forms of message presentation is presented in Table 5.7.

Principle of Allowance for Recovery from Errors

Both rehabilitation engineering and human factors or ergonomics seek to design
assistive technology that will expand an individual’s capabilities while minimizing
errors. However, human error is unavoidable no matter how well something is
designed. Hence, the assistive device must provide some sort of allowance for errors
without seriously compromising system performance or safety. Errors can be classified
as errors of omission, errors of commission, sequencing errors, and timing errors.

A well-designed computer-based electronic assistive device will incorporate one or
more of the following attributes:

m The design makes it inherently impossible to commit the error (e.g., using jacks
and plugs that can fit together only one way or the device automatically rejects
inappropriate responses while giving a warning).

m The design makes it less likely, but not impossible to commit the error (e.g.,
using color-coded wires accompanied by easily understood wiring diagrams).

m The design reduces the damaging consequences of errors without necessarily
reducing the likelihood of errors (e.g., using fuses and mechanical stops that
limit excessive electrical current, mechanical movement, or speed).



TABLE 5.6 General Guide to Visual Display Selection

To Display Select Because Example

Go, no go, start, stop, on, off Light Normally easy to tell if it is on or off. ' O

Identification Light Easy to see (may be coded by spacing, al > __g 2
color, location, or flashing rate; may (il -
also have label for panel applications). \l/

Warning or caution Light Attracts attention and can be seen at great = o
distance if bright enough (may flash /I \

Verbal instruction (operating
sequence)

Exact quantity

Approximate quantity

Set-in quantity

Tracking

Vehicle attitude

Enunciator light

Digital counter

Moving pointer against fixed
scale

Moving pointer against fixed
scale

Single pointer or cross pointers
against fixed index

Either mechanical or electronic
display of position of vehicle
against established reference
(may be graphic or pictorial)

intermittently to increase conspicuity).
Simple “action instruction” reduces time
required for decision making.

Only one number can be seen, thus
reducing chance of reading error.

General position of pointer gives rapid
clue to the quantity plus relative rate of
change.

Natural relationship between control and
display motions.

Provides error information for easy
correction.

Provides direct comparison of own
position against known reference or
base line.

Abstracted from Human Factors in Engineering and Design, 7th Ed., by Sanders and McCormick, 1993.
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TABLE 5.7 Choosing Between Auditory and Visual Forms of Presentation

Use Auditory Presentation if Use Visual Presentation if

The message is simple. The message is complex.

The message is short. The message is long.

The message will not be referred to later. The message will be referred to later.

The message deals with events in time. The message deals with location in space.

The message calls for immediate action. The message does not call for immediate action.

The visual system of the person is overburdened. The auditory system of the person is

overburdened.

The message is to be perceived by persons not in The message is to be perceived by someone very
the area. close by.

Use artificially generated speech if the listener Use visual display if the message contains
cannot read. graphical elements.

Adapted and modified from Saunders and McCormick (1993, p. 53, Table 3-1).

PRI

m The design incorporates an “undo,” “escape,” or “‘go-back” command in
devices that involve the selection of options within menus.

Principle of Adaptability and Flexibility

One fundamental assumption in ergonomics is that devices should be designed to
accommodate the user and not vice versa. As circumstances change and/or as the user
gains greater skill and facility in the operation of an assistive device, its operational
characteristics must adapt accordingly. In the case of an augmentative electronic
communication device, its vocabulary set should be changed easily as the user’s
needs, skills, or communication environment change. The method of selection and
feedback also should be flexible, perhaps offering direct selection of the vocabulary
choices in one situation while reverting to a simpler row-column scanning in another
setting. The user should also be given the choice of having auditory, visual, or a
combination of both as feedback indicators.

Principle of Mental and Chronological Age Appropriateness

When working with someone who has had lifelong and significant disabilities, the
rehabilitation engineer cannot presume that the mental and behavioral age of the
individual with disabilities will correspond closely with that person’s chronological
age. In general, people with congenital disabilities tend to have more limited variety,
diversity, and quantity of life experiences. Consequently, their reactions and behavioral
tendencies often mimic those of someone much younger. Thus, during assessment and
problem definition, the rehabilitation engineer should ascertain the functional age of
the individual to be helped. Behavioral and biographical information can be gathered by
direct observation and by interviewing family members, teachers, and social workers.

Special human factor considerations also need to be employed when designing
assistive technology for very young children and elderly individuals. When design-
ing adaptations for such individuals, the rehabilitation engineer must consider that
they may have a reduced ability to process and retain information. For example,
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generally more time is required for very young children and older people to retrieve
information from long-term memory, to choose among response alternatives, and to
execute correct responses. Studies have shown that elderly persons are much slower in
searching for material in long-term memory, in shifting attention from one task to
another, and in coping with conceptual, spatial, and movement incongruities.

The preceding findings suggest that the following design guidelines be incorpor-
ated into any assistive device intended for an elderly person:

Strengthen the displayed signals by making them louder, brighter, larger, etc.
Simplify the controls and displays to reduce irrelevant details that could act as
sources of confusion.

m Maintain a high level of conceptual, spatial, and movement congruity, i.e.,
compatibility between the controls, display, and device’s response.
Reduce the requirements for monitoring and responding to multiple tasks.
Provide more time between the execution of a response and the need for the
next response. Where possible, let the user set the pace of the task.

m Allow more time and practice for learning the material or task to be performed.

5.5 PRACTICE OF REHABILITATION ENGINEERING AND ASSISTIVE
TECHNOLOGY

5.5.1 Career Opportunities

As efforts to constrain health care costs intensify, it is reasonable to wonder whether
career opportunities will exist for rehabilitation engineers and assistive technologists.
Given an aging population, the rising number of children born with cognitive and
physical developmental disorders, the impact of recent legislative mandates (Table
5.1), and the proven cost benefits of successful rehabilitation, the demand for assistive
technology (new and existent) will likely increase rather than decrease. Correspond-
ingly, employment opportunities for technically oriented persons interested in the
development and delivery of assistive technology should steadily increase as well.

In the early 1980s, the value of rehabilitation engineers and assistive technologists
was unappreciated and thus required significant educational efforts. Although the
battle for proper recognition may not be entirely over, much progress has been made
during the last two decades. For example, Medi-Cal, the California version of the
federally funded medical assistance program, now funds the purchase and customiza-
tion of augmentative communication devices. Many states routinely fund technology
devices that enable people with impairments to function more independently or to
achieve gainful employment.

Career opportunities for rehabilitation engineers and assistive technologists cur-
rently can be found in hospital-based rehabilitation centers, public schools, vocational
rehabilitation agencies, manufacturers, and community-based rehabilitation technol-
ogy suppliers; opportunities also exist as independent contractors. For example, a job
announcement for a rehabilitation engineer contained the following job description
(Department of Rehabilitative Services, Commonwealth of Virginia, 1997):
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Provide rehabilitation engineering services and technical assistance to persons with
disabilities, staff, community agencies, and employers in the area of employment and
reasonable accommodations. Manage and design modifications and manufacture of
adaptive equipment.... Requires working knowledge of the design, manufacturing
techniques, and appropriate engineering problem-solving techniques for persons with
disabilities. Skill in the operation of equipment and tools and the ability to direct others
involved in the manufacturing of assistive devices. Ability to develop and effectively
present educational programs related to rehabilitation engineering. Formal training in
engineering with a concentration in rehabilitation engineering, mechanical engineering,
or biomedical engineering or demonstrated equivalent experience a requirement.

The salary and benefits of the job in this announcement were competitive with
other types of engineering employment opportunities. Similar announcements regu-
larly appear in trade magazines such as Rehab Management and TeamRebab and in
newsletters of RESNA.

An example of employment opportunities in a hospital-based rehabilitation center
can be seen in the Bryn Mawr Rehabilitation Center in Malvern, Pennsylvania. The
Center is part of the Jefferson Health System, a nonprofit network of hospitals and
long-term, home care, and nursing agencies. Bryn Mawr’s assistive technology center
provides rehabilitation engineering and assistive technology services. Its geriatric
rehabilitation clinic brings together several of the facility’s departments to work at
keeping senior citizens in their own homes longer. This clinic charges Medicare for
assessments and the technology needed for independent living. Support for this
program stems from the potential cost savings related to keeping older people well
and in their own homes.

Rehabilitation engineers and assistive technologists also can work for school
districts that need to comply with the Individuals with Disabilities Education Act.
A rehabilitation engineer working in such an environment would perform assess-
ments, make equipment modifications, customize assistive devices, assist special
education professionals in classroom adaptations, and advocate to funding agencies
for needed educationally related technologies. An ability to work well with nontech-
nical people such as teachers, parents, students, and school administrators is a must.

One promising employment opportunity for rehabilitation engineers and assistive
technologists is in community-based service providers such as the local United Cere-
bral Palsy Association or the local chapter of the National Easter Seals Society.
Through the combination of fees for service, donations, and insurance payments,
shared rehabilitation engineering services in a community service center can be
financially viable. The center would employ assistive technology professionals to
provide information, assessments, customized adaptations, and training.

Rehabilitation engineers also can work as independent contractors or as employees
of companies that manufacture assistive technology. Because rehabilitation engineers
understand technology and the nature of many disabling conditions, they can serve as
a liaison between the manufacturer and its potential consumers. In this capacity, they
could help identify and evaluate new product opportunities. Rehabilitation engineers,
as independent consultants, also could offer knowledgeable and trusted advice to
consumers, funding agencies, and worker compensation insurance companies. Such
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consultation work often involves providing information about relevant assistive
technologies, performing client evaluations, and assessing the appropriateness of
assistive devices. It is important that a rehabilitation engineer who wishes to work
as an independent consultant be properly licensed as a Professional Engineer (PE) and
be certified through RESNA as described in the next section. The usual first step in
attaining the Professional Engineer’s license is to pass the Fundamentals of Engineer-
ing Examination given by each state’s licensing board.

5.5.2 Rehabilitation Engineering Outlook

Rehabilitation engineering has reached adolescence as a separate discipline. It has a
clearly defined application. For example, rehabilitation engineering research and
development has been responsible for the application of new materials in the design
of wheelchairs and orthotic and prosthetic limbs, the development of assistive tech-
nology that provides a better and more independent quality of life and better employ-
ment outcomes for people with disabilities, the removal of barriers to
telecommunications and information technology through the application of universal
design principles, the development of hearing aids and communication devices that
exploit digital technology and advanced signal processing techniques, and the com-
mercialization of neural prostheses that aid hand function, respiration, standing, and
even limited walking.

Beginning with the Rehabilitation Act of 1973 and its subsequent amendments in
1992 and 1998, rehabilitation engineering in the United States has been recognized as
an activity that is worthy of support by many governments, and many universities
offer formal graduate programs in this field. Fees for such services have been reim-
bursed by public and private insurance policies. Job advertisements for rehabilitation
engineers appear regularly in newsletters and employment notices. In 1990, the
Americans with Disabilities Act granted civil rights to persons with disabilities and
made reasonable accommodations mandatory for all companies having more than 25
employees. Archival journals publish research papers that deal with all facets of
rehabilitation engineering. Student interest in this field is rising. What is next?

Based on some recent developments, several trends will likely dominate the prac-
tice of rehabilitation engineering and its research and development activities during
the next decade.

m Certification of rehabilitation engineers will be fully established in the United
States. Certification is the process by which a nongovernmental agency or
professional association validates an individual’s qualifications and knowledge
in a defined functional or clinical area. RESNA is leading such a credentialing
effort for providers of assistive technology. RESNA will certify someone as a
Professional Rehabilitation Engineer if that person is a registered Professional
Engineer (a legally recognized title), possesses the requisite relevant work
experience in rehabilitation technology, and passes an examination that con-
tains 200 multiple-choice questions. For nonengineers, certification as an Assis-
tive Technology Practitioner (ATP) or Assistant Technology Supplier (ATS) is
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available. Sample questions from RESNA’s credentialing examination are pro-
vided at the end of the chapter.

Education and training of rehabilitation technologists and engineers will expand
worldwide. International exchange of information has been occurring infor-
mally. Initiatives by government entities and professional associations such as
RESNA have given impetus to this trend. For example, the U.S. Department of
Education supports a consortium of several American and European universities
in the training of rehabilitation engineers. One indirect goal of this initiative is to
foster formal exchanges of information, students, and investigators.

Universal access and universal design of consumer items will become common-
place. Technological advances in the consumer field have greatly benefited
people with disabilities. Voice-recognition systems have enabled people with
limited movement to use their computers as an interface to their homes and the
world. Telecommuting permits gainful employment without requiring a dis-
abled person to be physically at a specified location. Ironically, benefits are
beginning to flow in the opposite direction. Consumer items that once were
earmarked for the disabled population (e.g., larger knobs, easy-to-use door and
cabinet handles, curb cuts, closed-caption television programming, larger visual
displays) have become popular with everyone. In the future, the trend toward
universal access and products that can be used easily by everyone will expand as
the citizenry ages and the number of people with limitations increases. Universal
design—which includes interchangeability, component modularity, and user
friendliness—will be expected and widespread.

Ergonomicissues will play a more visible role in rehabilitation engineering. When
designing for people with limitations, ergonomics and human factors play crucial
roles, often determining the success of a product. In recognition of this, IEEE
Transactions on Rehabilitation Engineering published a special issue on “Rehabili-
tation Ergonomics and Human Factors” in September 1994. The Human Factors
and Ergonomics Society has a special interest group on “Medical Systems and
Rehabilitation.” In the next decade, more and more rehabilitation engineering
training programs will offer required courses in ergonomics and human factors.
The understanding and appreciation of human factors by rehabilitation engineers
will be commonplace. The integration of good human factors designed into
specialized products for people with disabilities will be expected.

Cost-benefit analysis regarding the impact of rehabilitation engineering services
will become imperative. This trend parallels the medical field in that cost
containment and improved efficiency have become everyone’s concern. Econo-
metric models and socioeconomic analysis of intervention efforts by rehabili-
tation engineers and assistive technologists will soon be mandated by the federal
government. It is inevitable that health maintenance organizations and managed
care groups will not continue to accept anecdotal reports as sufficient justifica-
tion for supporting rehabilitation engineering and assistive technology (Gelder-
bom & de Witte, 2002; Andrich, 2002). Longitudinal and quantitative studies
in rehabilitation, performed by unbiased investigators, will likely be the next
major initiative from funding agencies.
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» Quality assurance and performance standards for categories of assistive devices

will be established. As expenditures for rehabilitation engineering services and
assistive devices increase, there will undoubtedly be demand for some objective
assurance of quality and skill level. One example of this trend is the ongoing work
of the Wheelchair Standards Committee jointly formed by RESNA and the
American National Standards Institute. Another example of this trend is the drive
for certifying assistive technology providers and assistive technology suppliers.
Applications of wireless technology will greatly increase the independence and
capabilities of persons with disabilities. For example, navigational aids that
utilize the Global Positioning System, Internet maps, cellular base station tri-
angulation, and ubiquitous radio frequency identification tags will enable the
blind to find their way indoors and outdoors as easily as their sighted counter-
parts. Wireless technology also will assist people with cognitive limitations in
their performance of daily activities. Reminders, cueing devices, trackers and
wandering devices, and portable personal data assistants will enable them to
remember appointments and medications, locate themselves positionally,
follow common instructions, and obtain assistance.

Technology will become a powerful equalizer as it reduces the limitations of
manipulation, distance, location, mobility, and communication that are the
common consequences of disabilities. Sometime in the next 20 years, rehabili-
tation engineers will utilize technologies that will enable disabled individuals to
manipulate data and information and to alter system behavior remotely through
their voice-controlled, Internet-based, wireless computer workstation embed-
ded in their nuclear-powered wheelchairs. Rather than commuting daily to
work, persons with disabilities will or can work at home in an environment
uniquely suited to their needs. They will possess assistive technology that will
expand their abilities. Their dysarthric speech will be automatically recognized
and converted into intelligible speech in real time by a powerful voice-recogni-
tion system. Given the breathtaking speed at which technological advances
occur, these futuristic devices are not mere dreams but realistic extrapolations
of the current rate of progress.

Students interested in rehabilitation engineering and assistive technology R & D will
be able to contribute toward making such dreams a reality shortly after they complete
their formal training. The overall role of future practicing rehabilitation engineers,
however, will not change. They still will need to assess someone’s needs and limita-
tions, apply many of the principles outlined in this chapter, and design, prescribe,
modify, or build assistive devices.

Like the engineering design process described earlier in this chapter, answers to
the following study questions may require searching beyond this textbook for the
necessary information. A good place to begin is the Suggested Reading section. You
also may try looking for the desired information using the Internet.
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. The fields of rehabilitation engineering and assistive technology have been

strongly influenced by the federal government. Describe the impact federal
legislation has had on the prevalence of rehabilitation engineers and the
market for their work in assistive technology. Explain and provide examples.

. As a school-based rehabilitation engineer, you received a request from a

teacher to design and build a gadget that would enable an 8-year-old,
second-grade student to signal her desire to respond to questions or make
a request in class. This young student uses a powered wheelchair, has
multiple disabilities, cannot move her upper arms very much, and is unable
to produce understandable speech. Prepare a list of quantitative and qualita-
tive questions that will guide your detailed analysis of this problem. Produce
a hypothetical set of performance specifications for such a signaling device.

. Write a sample set of performance specifications for a voice-output oscillo-

scope to be used by a visually impaired electrical engineering student for a
laboratory exercise having to do with operational amplifiers. What features
would be needed in the proposed oscilloscope?

. Write a sample set of performance specifications for a foldable lap tray that

will mount on a manual wheelchair. Hints: What should its maximum and
minimum dimensions be? How much weight must it bear? Will your add-on
lap tray user make the wheelchair user more or less independent? What type
of materials should be used?

. Sketch how the leg raiser described in Example Problem 5.1 might fit onto

a battery-powered wheelchair. Draw a side view and rear view of the leg-
raiser-equipped wheelchair.

. Do a careful search of commercially available electronic communication

devices that meet the following performance specifications: speech output,
icon-based membrane keyboard, portable, weigh less than 7.5 Ibs, no more
than 2.5 in. thick, no larger than a standard three-ring binder, and able to be
customized by the user to quickly produce frequently used phrases. Hints:
Consult “The Closing the Gap Product Directory” and the “Cooperative
Electronic Library on Disability.” The latter is available from the Trace
Research and Development Center at the University of Wisconsin, Madison.
Also try visiting the applicable websites.

. A person’s disabilities and abilities often depend on his or her medical

condition.

a) A person is known to have spinal cord injury (SCI) at the C5-C6 level.
What does this mean in terms of this person’s probable motoric and
sensory abilities and limitations?

b) Repeat part (a) for a person with multiple sclerosis. Include the

prognosis of the second individual in contrast to the person with SCI.

. To be portable, an electronic assistive device must be battery powered. Based

on your study of technical manuals and battery handbooks, list the pros and
cons of using disposable alkaline batteries versus lithium-hydride recharge-
able batteries. Include in your comparison an analysis of the technical issues
(e.g., battery capacity, weight, and charging circuitry), cost issues, and
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practicality issues (e.g., user preferences, potential for misplacement or
improper usage of charger, and user convenience).

A young person with paraplegia wishes to resume skiing, canoeing, sailing,
and golfing. For each of these sports, list four or five adaptations or
equipment modifications that are likely to be needed. Sketch and briefly
describe these adaptations.

A 21-year-old female who has muscular dystrophy requested assistance
with computer access, particularly for writing, using spreadsheets, and
playing computer games. She lacks movement in all four extremities except
for some wrist and finger movements. With her left hand, she is able to
reach about 6 in. past her midline. With her right hand, she is able to reach
only 2 in. past her midline. Both her hands can reach out about 8 in. from
the body. If given wrist support, she has good control of both index fingers.
Based on this description, sketch the work area that she appears able to
reach with her two hands. Describe the adaptations to a standard or
contracted keyboard that she would need to access her home computer.
For additional information, consult the “Closing the Gap Product Direc-
tory,” the “Cooperative Electronic Library on Disability,” and the sug-
gested reading materials listed at the end of this chapter.

The two main computer user interfaces are the command line interface
(CLI), as exemplified by UNIX commands, and the graphical user interface
(GUI), as exemplified by the Windows XP or Apple’s OS X operating
systems. For someone with limited motoric abilities, each type of interface
has its advantages and disadvantages. List and compare the advantages and
disadvantages of CLI and GUI. Under what circumstances and for what
kinds of disabilities would the CLI be superior to or be preferred over the
GUI?

One of the major categories of assistive devices is alternative and augmenta-
tive communication devices. Describe the electronic data processing steps
needed for text-to-speech conversion. How have the technological advances
in personal computing made this conversion faster and the speech output
more lifelike?

What would the second scale reading (S;) be if the person in Example
Problem 5.3 raised both of his legs straight up and D was known to be 14 in.?
How much tension would be exerted on the pulley in Example Problem 5.4
if the weights were observed to be falling at 1.5 ft/s*?

How much contraction force must the flexor muscles generate in order for
a person to hold a 25-1b weight in his hand, 14 in. from the elbow joint?
Assume that the flexor muscle inserts at 90° to the forearm 2 in. from the
elbow joint and that his forearm weighs 4.4 Ibs. Use the equilibrium equa-
tion, 3Fx = 3F, = 3M = 0, and Figure 5.10 to aid your analysis.

How much force will the head of the femur experience when a 200-Ib
person stands on one foot? Hint: Apply the equilibrium equation,
SFx =3F, =3M =0, to the skeletal force diagram in Figure 5.11 in
your analysis.
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b 14"

V 251b.

Figure 5.10 static forces about the elbow joint during an elbow flexor exercise (from Le Veau,
1976).

2001b.1

Figure 5.11 Determination of the compression force on the supporting femoral head in unilateral
weight bearing (from Le Veau, 1976).
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17. Under static or constant velocity conditions, the wheelchair will tip back-
wards if the vertical projection of the combined center of gravity (CG) of
the wheelchair and occupant falls behind the point of contact between the
rear wheels and the ramp surfaces. As shown in Figure 5.12, the rearward
tipover angle (0,) is determined by the horizontal distance (d;) and the
vertical distance (d;) between CG and the wheelchair’s rear axles.

a) Using static analysis, derive the equation relating 6,, di, and d,.

b) Using the platform approach depicted in Figure 5.7, suggest a
method for determining d;.

¢) Assuming that d; and d; averaged 13 cm and 24 cm, respectively, for
able-bodied individuals, what would 8, be?

d) How would d; and d, change if the wheelchair occupant leaned
forward instead of sitting back against the chair? How would 6, be
affected by this postural shift?

d, = horizontal distance in cm (relative to the incline) between the
CG and the rear axles.

= vertical distance in cm (relative to the incline) between the
CG and the rear axles.

Q
N
I

8, = static rearward tipover angle.

I

Figure 5.12 Conditions under which the occupied wheelchair will begin to tip backwards. The
tipover threshold occurs when the vertical projection of the combined CG falls behind the rearwheel’s
contact point with the inclined surface (from Szeto and White, 1983).

18. Perform a static analysis of the situation depicted in Figure 5.13 and derive
the equation for the probable forward tipover angle (6,) using the data and
dimensions shown. Assuming that d; and d, were the same as given in
problem 17 and d4 and ds averaged 27 cm and 49 cm, respectively, what
would 0, be?
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10.16cm

d, = horizontal distance in cm (relative to the incline) between the
C4 and the rear axles.

d- = vertical distance in cm (relative to the incline) between the (G
and the rear axles.

d. = horizontal distance in cm (relative to the incline) between the
C& and the casters.

ds = vertical distance in cm (relative to the incline) between the (G
and the rear axles.

8p = forward tipover angle.

Figure 5.13 Conditions under which the occupied wheelchair will begin to tip forward.
The tipover threshold occurs when the vertical projection of the combined CG falls behind the
caster wheel’s contact point with the inclined surface (from Szeto and White, 1983).

19. For persons with good head control and little else, the Head Master (by
Prentke Romich Co., Wooster, OH) has been used to emulate the mouse
input signals for a computer. The Head Master consists of a headset con-
nected to the computer by a cable. The headset includes a sensor that detects
head movements and translates such movements into a signal interpreted as
2-dimensional movements of the mouse. A puff-and-sip pneumatic switch
is also attached to headset and substitutes for clicking of the mouse. Based
on this brief description of the Head Master, draw a block diagram of how
this device might work and the basic components that might be needed in
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the Head Master. Include in your block diagram the ultrasonic signal
source, detectors, timers, and signal processors that would be needed.

Based on the frequency of use data shown in Tables 5.8, 5.9, and 5.10,
design an optimized general purpose communication array using row-
column scanning. Recall that row-column scanning is a technique whereby
avocabulary element is first highlighted row by row from the top to bottom
of the array. When the row containing the desired element is highlighted,
the user activates a switch to select it. Following the switch activation, the
scanning proceeds within the selected row from left to right. When the
desired vocabulary element is highlighted again, a second switch activation
is made. In row-column scanning, the first press of a switch selects the row
and the second press selects the column. Hint: Arrange the most frequently

TABLE 5.8 Simple English Letter Frequency from 10,000 Letters of English

Literary Text

E =1231 L =403 B =162
T =959 D =365 G =161
A =805 C=320 V=93
0 =79% U=310 K=52
N =719 P =229 Q=20
=718 F =228 X =20
S =659 M =225 J=10
R =603 W =203 Z=9
H=514 Y =188

Data from Webster et al. (1985).

TABLE 5.9 Frequency of English Two- and Three-Letter Combinations from
25,000 Letters of English Literary Text

Two-letter Combinations

TH = 1582
IN =784
ER = 667
RE = 625
AN = 542

HE = 542 ON =420 NT =337 RA =275
EN =511 OU =361 HI =330 RO =275
TI =510 IT =356 VE =321 LI =273

TE =492 ES =343 CO =296 10 =270
AT = 440 OR =339 DE =275

Three-letter Combinations

THE = 1182 ERE =173 HAT =138 NCE =113 MAN = 01
ING =356 HER =170 ERS =135 ALL =111 RED = 101
AND = 284 ATE = 165 HIS =130 EVE =111 THI = 100
ION = 252 VER = 159 RES =125 ITH =111 IVE =96
ENT = 246 TER =157 ILL =118 TED =110

FOR = 246 THA = 155 ARE =117 AIN =108

TIO = 188 ATI = 148 CON =114 EST = 106

Data from Webster et al. (1985).
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TABLE 5.10 Frequency of English Words from 242,432 Words of English
Literary Text

THE = 15,568 FOR = 1869 HAVE = 1344 THIS = 1021
OF = 9757 AS = 1853 YOU = 1336 MY = 963
AND = 7638 WITH = 1849 WHICH = 1291 THEY = 959
TO = 5739 WAS = 1761 ARE = 1222 ALL = 881
A=5074 HIS = 1732 ON = 115§ THEIR = 824
IN = 4312 HE = 1721 OR = 1101 AN =789
THAT = 3017 BE = 1535 HER = 1093 SHE = 775

IS = 2509 NOT = 1496 HAD = 1062 HAS = 753
1=12292 BY = 1392 AT = 1053 WHERE = 753
IT = 2255 BUT = 1379 FROM = 1039 ME =752

Data from Webster et al. (1985).

21.

22,

23.

24.

used vocabulary elements earliest in the scanning order. See Example
Problem 5.5.
An electronic guide dog has been proposed as an electronic travel aid for a
blind person. List some of the specific tasks that such a device must perform
and the information processing steps involved in performing these tasks.
List as many items and give as many details as possible. Hints: Consider the
problems of obstacle detection, information display, propulsion system,
inertial guidance, route recall, power supply, etc.
The ability of the user to visually scan an array of options and make
appropriate choices is fundamental to many assistive devices. Analyze the
difference between visual pursuit tracking and visual scanning in terms of
the oculomotor mechanisms that underlie these two activities.
Based on Table 5.7, what type of speech synthesis technology would be the
most appropriate for the following situations: (a) an augmentative commu-
nication system capable of unlimited vocabulary for someone who can
spell? (b) a voice output system for a blind person that reads the entire
screen of a computer display? (c) an augmentative communication system
for a young girl who needs a limited vocabulary set? (d) voice feedback for
an environmental control system that echoes back simple one-word com-
mands, such as “on,” “off,” “lights,” “bed,” “TV,” and ““drapes.” Explain
or justify your answer.
Safe and independent mobility by persons with severe visual impairments
remains a challenge. To relieve such persons of their dependence on guide
dogs or a sighted human guide, various portable navigational aids using a
Global Positioning System (GPS) receiver have been marketed.
a) Conduct an Internet investigation of GPS as the basis for a portable
navigational aid for the blind. Address the following issues: How does
GPS work? Can GPS signals be reliably received at every location?
How accurate are GPS signals in terms of resolution? Is this level of
resolution sufficient for finding the entrance to a building? Can dead
reckoning and inertial guidance help when GPS signals are lost?
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b) Describe the various operational requirements of an ideal portable
navigational aid for the blind. Consider such ergonomic issues as the
user interface, input and output requirements, and target retail price.
List some of the human factor design issues involved.

Sample Multiple-Choice Questions from RESNA’s Credentialing
Examination in Assistive Technology

1.

Which of the following abilities is necessary for development of skilled upper-
extremity movements?

a. Equilibrium reactions in the standing position

b. Ability to cross midline

c. Good postural control of the trunk and head

d. Pincer grasp

. A 12-year-old male with Duchenne’s muscular dystrophy is being evaluated for

a mobility system. The therapist notes that he has lateral bending of the trunk
and leans to the left. The most appropriate next step is assessment for

a. Kyphosis

b. Lordosis

c. Left-sided weakness

d. Scoliosis

. The most appropriate location for training and instruction in functional use of

an assistive technology device is

a. A quiet area with few distractions

b. The individual’s home environment

c. The environment in which the device will be used

d. A training center where several therapists are available

. An architect with C4-C5 quadriplegia would like to use a computer-assisted

design (autoCAD) system when he returns to work. The most appropriate first
step is assessment of the client’s ability to use

a. Mouthstick

b. Eye-blink switch

c. Alternate mouse input

d. Sip-and-puff switch

. Under the Individuals with Disabilities Education Act, assistive technology is

defined as a device that

a. Increases functional capability

b. Improves mobility or communication

c. Compensates for physical or sensory impairment
d. Is considered durable medical equipment

In addition to the diagnosis, which information must be included in a phys-
ician’s letter of medical necessity?

a. Cost of assistive technology requested

b. Client’s prognosis

c. Client’s range of motion

d. Client’s muscle tone
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7. Plastic is an ideal seat base for the person with incontinence because it is
a. Light weight
b. Less costly than wood
c. Nonabsorbent
d. Detachable from wheelchair

8. When considering structural modification of a newly purchased commercial
device, which of the following is the most important concern?
a. Future use by other individuals
b. Voidance of warranty
c. Resale value
d. Product appearance

9. A client is interested in using a voice-recognition system to access the com-
puter. Which of the following factors is least critical to success with this
method?
a. Hand function
b. Voice clarity
c. Voice-recognition system training
d. Type of computer system used

10. A 9-year-old is no longer able to drive her power-base wheelchair. Training

was provided following delivery of the wheelchair 2 years ago. Which of the
following is the first step in evaluation?
a. Interview the parents and child
b. Perform a cognitive evaluation
c. Reevaluate access in the wheelchair
d. Contact the wheelchair manufacturer
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Suggested Reading

At the conclusion of this chapter, the reader will be able to:

Understand the complexity of natural tissue construction.
Describe several different types of biological responses to implanted materials.

Understand the benefits and differences between the various classes of materials used in
medicine.

Design bio-inspired medical device features.
Describe how biomaterials can be modified to enhance or modify cellular interactions.
Understand the various methods to prepare scaffolds for tissue engineering.

Know where to find the appropriate established testing protocols to demonstrate medical
product safety.

6.1 MATERIALS IN MEDICINE: FROM PROSTHETICS TO REGENERATION

Throughout the ages, materials used in medicine (biomaterials) have made an enor-
mous impact on the treatment of injury and disease of the human body. Biomaterials
use increased rapidly in the late 1800s, particularly after the advent of aseptic surgical
technique by Dr. Joseph Lister in the 1860s. The first metal devices to fix bone
fractures were used as early as the late eighteenth to nineteenth century; the first
total hip replacement prosthesis was implanted in 1938; and in the 1950s and 1960s,
polymers were introduced for cornea replacements and as blood vessel replacements.
Today, biomaterials are used throughout the body (Fig. 6.1). Estimates of the numbers
of biomedical devices incorporating biomaterials used in the United States in 2002
include

Total hip joint replacements: 448,000
Knee joint replacements: 452,000
Shoulder joint replacements: 24,000
Dental implants: 854,000



6.1

MATERIALS IN MEDICINE: FROM PROSTHETICS TO REGENERATION 257

Impact of Biomaterials

Artificial ear
Cochlear implant
Nasal implants
Dental materials
Mandibular mesh
Artificial skin
Pacemaker

Pectus implant
Birth control implant
Vascular grafts
Artificial liver

Spinal fixation
Cartilage replacement
Artificial leg

Ankle implant

Hydrocephalus shunt
Ocular lens, contact lens
Orbital floor

Artificial chin

Blood substitutes
Shoulder prosthesis
Artificial heart, Heart valves
= Breast prosthesis
Artificial kidney

Glucose biosensor
Dialysis shunts, catheters
Adsorbable pins
Temporary tendons

Hip implant

/ Finger joint

Testicular prosthesis

Figure 6.1 Biomaterials have made an enormous impact on the treatment of injury and disease
and are used throughout the body.

m Coronary stents: 1,204,000
m Coronary catheters: 1,328,000

Millions of lives have been saved due to biomaterials and the quality of life for
millions more is improved every year due to biomaterials. The field remains a rich
area for research and invention because no one material is suitable for all biomaterial
applications and new applications are continually being developed as medicine ad-
vances. In addition, there are still many unanswered questions regarding the bio-
logical response to biomaterials and the optimal role of biomaterials in tissue
regeneration that continue to motivate biomaterials research and new product devel-
opment.

Over most of history, minimal understanding of the biological mechanisms of
tissues meant that the biomedical engineering approach was to completely replace
the tissue with lost function with a simple biomaterial. As our understanding of
tissues, disease, and trauma improved, the concept of attempting to repair damaged
tissues emerged. More recently, with the advent of stem cell research, medicine
believes it will be possible to regenerate damaged or diseased tissues by cell-based
tissue engineering approaches (see Chapter 7). The notion of a biomaterial has
evolved over time in step with changing medical concepts. Williams in 1987 defined
a biomaterial as “a nonviable material used in a medical device, intended to interact
with biological systems.” This definition still holds true today and encompasses the
earliest use of biomaterials replacing form (e.g., wooden leg, glass eye) as well as the
current use of biomaterials in regenerative medical devices such as a biodegradable
scaffold used to deliver cells for tissue engineering. While the definition has remained
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the same, there have been dramatic changes in understanding of the level of inter-
action of biomaterials with the biological system (in this case, the human body). The
expectations for biomaterial function have advanced from remaining relatively inert
in the body to being “bioactive” and assisting with regeneration. Bioactive materials
have the capability to initiate a biological response after implantation such as cell
adhesion, proliferation, or more excitingly, the differentiation of a stem cell leading to
regeneration of a damaged tissue or whole organ.

Due to the complexity of cell and tissue reactions to biomaterials, it has proven
advantageous to look to nature for guidance on biomaterials design, selection, syn-
thesis, and fabrication. This approach is known as biomimetics. Within the discipline
of biomaterials, biomimetics involves imitating aspects of natural materials or living
tissues such as their chemistry, microstructure, or fabrication method. This does not
always lead to the desired outcome since many of the functionalities of natural tissues
are as yet unknown. Furthermore, the desirable or optimal properties of a biomaterial
vary enormously depending on the biomedical application. Therefore, in addition to
presenting general strategies for guiding tissue repair by varying the chemistry, struc-
ture, and properties of biomaterials, this chapter includes application-specific bio-
materials solutions for several of the major organ systems in the body and for drug
delivery applications. This chapter also includes a section on the standards and
regulatory agencies that play an essential role in establishing and ensuring the safety
and efficacy of medical products.

6.2 BIOMATERIALS: PROPERTIES, TYPES, AND APPLICATIONS

6.2.1 Mechanical Properties and Mechanical Testing

Some basic terminology regarding the mechanical properties of materials is necessary
for a discussion of materials and their interactions with biological tissues. The most
common way to determine mechanical properties is to pull a specimen apart and
measure the force and deformation. Materials are also tested by crushing them in
compression or by bending them. The terminology is essentially the same in either
case—only the mathematics are different. Standardized test protocols have been
developed to facilitate comparison of data generated from different laboratories.
The vast majority of those used in the biomaterials field are from the American Society
for Testing and Materials (ASTM). For example, tensile testing of metals can be done
according to ASTM E8, ASTM D412 is for rubber materials, and ASTM D638 is for
tensile testing of rigid plastics. These methods describe specimen shapes and dimen-
sions, conditions for testing, and methods for calculating and reporting the results.
Tensile testing according to ASTM E8 is done with a “dog bone” shaped specimen
that has its large ends held in some sort of a grip while its narrow midsection is the
“test” section. The midportion is marked as the “gage length” where deformation is
measured. A mechanical test machine uses rotating screws or hydraulics to stretch the
specimen. Force is measured in Newtons (N), and how much the specimen stretches—
deformation—is measured in millimeters. Since specimens of different dimensions
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can be tested, measurements must be normalized to be independent of size. Stress, o
(N/m? or Pascals), is calculated as force divided by the original cross-sectional area,
and strain, & (%), is calculated as change in length divided by the original length.

o(N/m?) = force/cross-sectional area (6.1)
&(%) = [(deformed length — original length)/original length] x 100% (6.2)

A stress—strain curve can be generated from these data (Fig. 6.2), and there are a
number of material properties that can be calculated. Region A is known as the elastic
portion of the curve. If a small stress is applied to a metal, such as up to point (1), it
will deform elastically.

This means that, like arubber elastic band, it will return to its original length when the
stress is removed. The slope of the elastic portion of the stress—strain curve is a measure
of the stiffness of the material and is called the elastic modulus (E) or Young’s modulus.

E = o /¢ initial slope = stress/strain (6.3)

As the applied stress is increased, a point is reached at which the metal begins to
deform permanently, the yield point (YS). If at point (2) the stress is now released, the

ULTIMATE
TENSILE
STRENGTH

wrts) o R

YIELD
STRENGTH
(YS)

FAILURE

STRESS

>
OFFSET STRAIN

Figure 6.2 Typical stress—strain curve for a metal that stretches and deforms (yields) before
breaking. Stress is measured in N/m? (Pa) while strain is measured as a percentage of the original length.
The minimum stress that results in permanent deformation of the material is called the yield strength
(YS). The ultimate strength (UTS) is the maximum stress that is tolerated by the material before
rupturing. The stress at which failure occurs is called the failure strength (FS). Region A represents the
elastic region since the strain increases in direct proportion to the applied stress. If a small stress is applied
(e.g., to point 1), the material will return to its original length when the stress is removed. Region B
represents the plastic region in which changes in strain are no longer proportional to changes in stress.
Stresses in this region result in permanent deformation of the material. If a stress is applied that results in
the strain at point (2), the material will follow the dotted line back to the baseline when the stress is
removed and will be permanently deformed by the amount indicated by the offset.
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stress—strain recording will come down the dotted line parallel to the elastic region.
The permanent amount of deformation is now shown as the offset yield. Since it may
be difficult to determine the yield point for a material, an offset yield point often is
used in place of the original yield point. For metals, yield is typically defined as 0.2%
while a 2% offset is often used for plastics. If the metal is loaded again, the recording
will follow the dotted line starting at the offset yield, reaching the upper curve, and
continuing to show a gradual increase in stress with increasing strain. This is known as
the plastic region of the curve. The peak stress that is attained is called the tensile or
ultimate tensile strength (UTS). Eventually the metal will break at the failure or
fracture strength (FS), and the percentage of elongation or compression to failure
can be determined.

Example Problem 6.1

A 7-mm cube of bone was subjected to a compression loading test in which it was
compressed in increments of approximately 0.05 mm. The force required to produce
each amount of deformation was measured, and a table of values was generated. Plot a
stress—strain curve for this test. Determine the elastic modulus and the ultimate tensile
strength of the bone.

Deformation (mm) Force (N)

0.00 0

0.10 67.9
0.15 267.6
0.20 640.2
0.26 990.2
0.31 1265.1
0.36 1259.9
0.41 1190.9
0.46 1080.8
0.51 968.6
0.56 814.2

Solution

First, determine the cross-sectional area of the cube in meters (0.007 m X
0.007 m = 49 x 10~°m). Use this value to determine the stress at each measuring
point where stress (o) equals force divided by cross-sectional area. For example, the
stress when the cube was compressed by 0.10mm was 67.9 N/0.000049 m?> =
1.39MPa (1 N/m? = 1Pa). Next, determine the strain at each measuring point. The
deformed length when the cube was compressed by 0.10 mm was 7 mm — 0.10 mm
equals 6.9 mm, so the strain was [(6.9 mm — 7.0 mm)/7.0 mm]* 100% equals 1.43%.
This is the same value that would be obtained by dividing the amount of deformation by
the original length. The minus sign is ignored because it merely indicates that the sample
was subjected to compression rather than to tension.
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Strain (%) Stress (MPa)

0.00 0

1.43 1.39
2.14 5.46
2.86 13.07
3.71 20.21
4.43 25.82
5.14 25.71
5.86 24.30
6.57 22.06
7.29 19.77
8.00 16.61

The resulting stress—strain curve is shown in Figure 6.3. Linear regression was used
to determine the line shown in Figure 6.3. The elastic modulus (i.e., the slope of the
line) was 8.4, and the ultimate tensile strength was 25.82 MPa. [ |

Several other terms are applied to the test results. The slope of the elastic portion,
the elastic modulus, is often called stiffness. If the metal stretches a great deal before
failure it is said to be ductile (Fig. 6.4). If the material does not deform or yield much
before failure, it is said to be brittle. The area under the curve has units of energy and

30

UTS

25

20

STRESS =8.4 STRAIN - 11.3

15

STRESS
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Figure 6.3 The stress—strain curve for the bone data from Example Problem 6.1. Linear regression

analysis was used to find the line that best fit the data for strains of 1.43% to 4.43% (i.e., the linear

portion of the curve). The slope of the line, 8.4, represents the elastic modulus of the bone. The ultimate
tensile strength of the material (UTS) was 25.82 MPa.
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Figure 6.4 Brittle materials reach failure with only a small amount of deformation (strain) while
ductile materials stretch or compress a great deal before failure. The area under the stress—strain curve is
called toughness and is equal to the integral from g to gode.

is called toughness. Although not directly available from a stress—strain curve, the
strength of a material can be related to its hardness. Stronger materials are typically
harder. Hardness is tested by measuring the indentation caused by a sharp object that
is dropped onto the surface with a known force. Hardness is perhaps the most
important property when considering a material’s wear resistance.

An additional property that is not depicted in the figure is the fatigue strength or
endurance limit of a material. If the material were tested as in Figure 6.2, but was
loaded to point (2) and unloaded, it would become permanently deformed. If this
were repeated several times, like bending a paper clip back and forth, the material
would eventually break. If, however, the metal were loaded to point (1) and then
unloaded, it would not be deformed or broken. If it were loaded again to point (1) and
unloaded, it still would not break. For some metals, there is a stress level below which
the part can theoretically be loaded and unloaded an infinite number of times without
failure. In reality, a fatigue limit is defined at a specified number of cycles, such as 10°
or 107. Clearly, fatigue strength is a critical property in the design of load-bearing
devices such as total hips which are loaded on average a million times a year or heart
valves which are loaded 40 million times a year.

6.2.2 Metals

Metals used as biomaterials have high strength and resistance to fracture and are
designed to resist corrosion. Examples of metals used in medical devices and their
mechanical properties are shown in Tables 6.1 and 6.2. Many orthopedic devices are
made of metal, such as hip and knee joint replacements (Figs. 6.5 and 6.6). The
implants provide relief from pain and restore function to joints in which the natural
cartilage has been worn down or damaged. Plates and screws that hold fractured bone
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TABLE 6.1 Materials and Their Medical Uses
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Class of Material

Current Uses

Metal
Stainless steel

Titanium and titanium alloys

Cobalt-chrome alloys
Gold

Silver

Platinum

Ceramics
Aluminum oxides
Zirconia
Calcium phosphate

Calcium sulfate
Carbon
Glass

Polymers
Nylon
Silicone rubber

Polyester
Polyethylene (PE)

Polymethylmethacrylate (PMMA)
Polyvinylchloride (PVC)

Natural Materials
Collagen and gelatin

Cellulose

Chitin

Ceramics or demineralized ceramics
Alginate

Hyaluronic acid

Joint replacements, bone fracture fixation, heart valves,
electrodes

Joint replacements, dental bridges and dental implants,
coronary stents

Joint replacements, bone fracture fixation

Dental fillings and crowns, electrodes

Pacemaker wires, suture materials, dental amalgams

Electrodes, neural stimulation devices

Hip implants, dental implants, cochlear replacement

Hip implants

Bone graft substitutes, surface coatings on total joint
replacements, cell scaffolds

Bone graft substitutes

Heart valve coatings, orthopedic implants

Bone graft substitutes, fillers for dental materials

Surgical sutures, gastrointestinal segments, tracheal tubes

Finger joints, artificial skin, breast implants, intraocular lenses,
catheters

Resorbable sutures, fracture fixation, cell scaffolds, skin
wound coverings, drug delivery devices

Hip and knee implants, artificial tendons and ligaments,
synthetic vascular grafts, dentures, and facial implants

Bone cement, intraocular lenses

Tubing, facial prostheses

Cosmetic surgery, wound dressings, tissue engineering, cell
scaffold

Drug delivery

Wound dressings, cell scaffold, drug delivery

Bone graft substitute

Drug delivery, cell encapsulation

Postoperative adhesion prevention, ophthalmic and
orthopedic lubricant, drug delivery, cell scaffold

together during healing also are made of metal and are shown in Figure 6.7. Some-
times the metallic plates and screws are retrieved after successful healing, but in other
cases they are left in place. Metallic devices are also used to fuse segments of the spine
together when the disk has degenerated (Fig. 6.8) and as dental root prosthetic

implants (Fig. 6.9).

Materials selection for a medical device is complicated. The selection depends on a

number of factors, including the

mechanical loading requirements, chemical and
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TABLE 6.2 Mechanical Properties of Materials with Literature Values or Minimum
Values from Standards

Yield UTS Deform Modulus
MPa MPa % GPa
METALS
High-strength 1600 2000 7 206
carbon steel
F138!, annealed 170 480 40 200
F138, cold worked 690 860 12 200
F138, wire - 1035 15 200
F752, cast 450 655 8 200
F799°, forged 827 1172 12 200
F136° Ti64 795 860 10 105
Gold 2-300 30 97
Aluminum, 2024-T4 303 414 35 73
POLYMERS
PEEK 93 50 3.6
PMMA Cast 45-75 1.3 2-3
Acetal (POM) 65 40 3.1
UHMWPE 30 200 0.5
Silicone rubber 7 800 0.03
CERAMICS
Alumina 400 0.1 380
Zirconia, Mg 634 200
partially stabilized
Zirconia, Yttria 900 200
stabilized
CARBONS AND COMPOSITES
LTI pyrolytic carbon + 5-129% Si 600 2.0 30
PAN AS4 fiber 3980 1.65 240
PEEK, 61% C fiber, long 2130 1.4 125
PEEK, 61% C fiber, +-45 300 17.2 47
PEEK-30% C fiber, chopped 208 1.3 17
BIOLOGIC TISSUES
Hydroxyapatite (HA) mineral 100 0.001 114-130
Bone (cortical) 80-150 1.5 18-20
Collagen 50 1.2

'F138, wrought stainless steel: 17-19 Cr, 13-15.5 Ni, 2-3 Mo, <2 Mn, <0.08 or <0.03 C
2F75, cast cobalt-chromium-molybdenum alloy: 27-30 Cr, <1.0 Ni, 5-7 Mo, <1 Mn
3F799, wrought Co-Cr-Mo alloy: 26-30 Cr, <1.0 Ni, 5-7 Mo, <1.0 Mn, <1.5 Fe, <1.5 C
*F136 Titanium 6Al-4V alloy: 5.5-6.5 Al, 3.5-4.5 V, <0.015 N, < 0.13 O, <0.08 C
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Figure 6.5 Atypical total hip joint replacement is made primarily of metal. The ball of the femoral
hip stem fits into a pelvic acetabular cup that is lined with ultra high molecular weight polyethylene
(UHMWPE) for friction-free motion. (Photograph of the PROFEMUR ® Z minimally invasive hip stem
with modular necks courtesy of Wright Medical Technology, Inc.)

Figure 6.6 A metallic artificial knee joint with an ultra high molecular weight polyethylene bearing
surface. (Photograph of the ADVANCE ® medial-pivot knee system courtesy of Wright Medical Technol-

ogy, Inc.)
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(b)

Figure 6.7 (a) Metal plates and screws are used to hold fractured bone segments together during
healing. Depending on the extent of injury, the plates and screws or rods may be removed when the
bone is fully repaired. (Photograph of the HALLU®-FIX MTP Fusion System (registered mark of NEW-
DEAL) is courtesy of Wright Medical Technology, Inc.) (b) Through the use of x-rays an implanted metal
plate with screws can be visualized in this patient’s foot and hand. (X-ray courtesy of Wright Medical
Technology, Inc.)
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Figu re 6.8 Metallic devices are used to fuse segments of the spine together when vertebral bones
are fractured due to osteoporosis or back injury. The metal cage can accommodate the patient’s own
bone particles to assist with new bone formation which will eventually span and fuse the adjacent
vertebral bones. (Photograph of the VERTESPAN® spinal fusion cage courtesy of Medtronic Sofamor
Danek.)

Figure 6.9 As an alternative to dentures, patients can have metallic dental root prosthetics
implanted to replace each missing tooth. The implant is then topped with a porcelain crown. One
advantage of dental implants over dentures is that the implant transmits mechanical forces into the jaw
bone and stimulates it, resulting in less bone recession over time. (Photograph courtesy of Dr. Martin
Freilich of the University of Connecticut Health Center.)
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structural properties of the material itself, and the biological requirements. The
longstanding use of metals for knee and hip joints, bone plates, and spinal fusion
devices is due to the high mechanical strength requirements of these applications and
proven biocompatibility in these settings. The advantages of metals over other mate-
rials such as ceramics and polymers are that they are strong, tough, and ductile (or
deformable, particularly as compared to ceramics). Disadvantages include suscepti-
bility to corrosion due to the nature of the metallic bond (free electrons). In fact, the
steels that were used in the early 1900s for hip implants corroded rapidly in the body
and caused adverse effects on the healing process. This has led to the preferred
selection of alloys of titanium or cobalt-chrome for hip, knee, and dental implants.
Other typical properties of metallic materials include a high density and much greater
stiffness than most natural materials they replace, which lead to undesirable stress
shielding. Stress shielding has been observed after implantation of metal joint replace-
ments and leads to loss of adjacent bone because the bone is not exposed to normal
levels of mechanical loading. Certain metals known as shape memory alloys (e.g.,
nitinol) can be bent or deformed and still return to their original shape when the stress
is released. These metals have found application in eye glasses and coronary artery
stents that can be inserted through a catheter while collapsed and then spring into a
cylindrical shape once they are pushed beyond the confines of the catheter.

Metallic devices are typically made by investment casting, computer-aided design
and machining (CAD/CAM), grinding, or powder metallurgy techniques. The specific
steps involved in the fabrication of a medical device will depend on factors such as
final geometry of the implant, the forming and machining properties of the metal, and
the costs of alternative fabrication methods.

Example Problem 6.2

A stent is a helical, woven device that is implanted into an occluded artery to permit
increased blood flow. A permanent yet flexible device is needed for use as a vascular
stent. What material meets that need? In addition to information contained in this
chapter, search the web for information on current materials selections using key-
words such as “stents” and “metals.” The National Institutes of Health PUBMED
website catalogs scientific publications within the biological, biomedical, and medical
sciences (http://www.ncbi.nlm.nih.gov/entrez). Corporate web pages can provide
additional information. Guidant and Boston Scientific are two companies that cur-
rently produce coronary stents. The United States patent office provides another very
useful web page for researching uses of materials in surgical and medical devices
(Www.uspto.gov).

Solution

The preferred material for a stent is a metal such as platinum or titanium. Shape
memory alloys such as nitinol also have been used. Stents made of nitinol are self-
expanding and “‘remember” their manufactured shape when they are deployed in the
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body. They are particularly good for curved or tapered vessels. Metal materials have
the strength required for this application and have been shown to be biocompatible
after implantation. [

6.2.3 Ceramics and Glasses

The advantages of the class of materials known as ceramics are that they are very
biocompatible (particularly with bone), are inert, have low wear rates, are resistant to
microbial attack, and are strong in compression. Some disadvantages include brittle-
ness, the potential to fail catastrophically, and being difficult to machine. These
properties arise from the atomic structure of ceramics: unlike metal, in which atoms
are loosely bound and able to move, ceramics are composed of atoms that are
ionocovalently bound into compound forms. This atomic immobility means that
ceramics do not conduct heat or electricity. Two very obvious properties that are
different from metals are melting point and brittleness. Ceramics have very high
melting points, generally above 1000°C, and are brittle. Examples of ceramics used
in medical devices are shown in Table 6.1. A photograph of a ceramic femoral head of
a hip implant is shown in Figure 6.10 and an example of a pelletized calcium sulfate
bone graft substitute is shown in Figure 6.11.

Certain compositions of ceramics, glasses, glass-ceramics, and composites
have been shown to stimulate direct bone bonding, which is important in securing
orthopedic medical devices such as replacement hips and knees and spinal fusion
devices. These types of materials are known as bioactive ceramics. Studies on re-
trieved implants have shown that a biologically active calcium phosphate forms on the
biomaterial surface upon implantation in the body. Since the calcium phosphate that
forms is much like that found in our bones, bone cells are able to form an intimate
attachment to the biomaterial surface after this bone mineral-like layer has formed.
The same results are attained by implanting a material that already has a bonelike
calcium phosphate surface.

There are several different atomic structures (or phases) of calcium phosphate that
have been used in medical applications, including hydroxyapatite, carbonated apatite,
di-calcium phosphate or brushite, beta-tricalcium phosphate or tetracalcium phos-
phate, and amorphous calcium phosphate. The stability of a given calcium phosphate
medical device depends on the crystal phase, the crystal size and perfection, the
temperature used during processing, the density, and the in-use environment. At
physiological temperature and pH, hydroxyapatite is the stable phase, and it generally
takes a long time to resorb via physiochemical dissolution. However, bone cells and
other cells called macrophages can initiate cell-mediated resorption by changing the
local pH to acidic. Resorbable ceramics are typically nonhydroxyapatite phases of
calcium phosphate or other calcium-based biomaterials such as calcium carbonate or
calcium sulfate.

Due to the high melting point of most ceramics, which prevents them from being
cast or extruded, ceramic components are typically made from powdered stock. The
powders are formed by wet synthesis methods or by pulverizing raw materials. The



270

CHAPTER 6 BIOMATERIALS

Figure 6.10 In this artificial hip joint, the polymer bearing surface and some of the metallic
components have been replaced by ceramics to improve the durability of the joint replacement. This
design features a ceramic femoral head and acetabular cup. (Photograph of the LINEAGE ® ceramic—
ceramic acetabular cup system is courtesy of Wright Medical Technology, Inc.)

ceramic powder is either added to a liquid with binders to form a slurry that is cast in a
mold or dry pressed to form “green ware.” The green ware must be finally sintered or
fired to densify the powders and remove the porosity between the powder particles. In
weight-bearing applications, the porosity must be nearly totally removed or the
residual porosity acts as microcracks within the material and weakens it. In other
applications such as bone graft substitutes it is desirable to have large pores like those
in trabecular or cancellous bone so that cells can infiltrate the material and grow new
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Figure 6.11 If thereis an insufficient amount of the patient’s own bone or donor bone available to
fill a bone defect, synthetic bone graft substitutes made of calcium phosphate or calcium sulfate may be
used. (Photograph of OSTEOSET® ) surgical grade calcium sulfate resorbable beads is courtesy of Wright
Medical Technology, Inc.)

vital tissue. In this case, pores are typically created by using second phases, such as
polymer beads, that maintain pore space during the early processing steps and are
then burned out during the final sintering stage. More detailed descriptions of how
porous scaffolds are formed are included later in this chapter. Glasses are silica based.
Silica is a network-forming oxide that can be heated to its melting point and, unlike
most ceramics, is more easily manufactured.

Example Problem 6.3

What material is preferred for the acetabular cup of a hip implant? What design
parameters are utilized during the selection process? Use scientific, corporate, and
patent websites to locate information on this topic using keywords such as “ceramic”
and “hip replacement.”

Solution

Acetabular cups are currently made with a metal support structure and a polyethylene
cup; however, problems with wear debris from the soft polyethylene have led to new
products with ceramic acetabular cups and femoral balls (alumina or zirconia). The
cup must resist wear and deformation and be a low-friction surface because it is in
contact with the ball component of the artificial joint. The ceramic materials generate
less wear debris during use than does the traditional metal on plastic design. Thus, in
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theory, the risk that ceramic total hips will fail is low compared to the traditional
metal on plastic design. Since the ceramic components are fragile relative to the
metallic components and not well tolerated by osteoporotic bone, both types of hip
replacements are utilized today. [ |

6.2.4 Polymers

Polymers are well suited for biomedical applications because of their diverse proper-
ties. For example, polymers can be flexible or rigid, can be low strength or high
strength, are resistant to protein attachment or can be modified to encourage protein
attachment, can be biodegradable or permanent, and can be fabricated into complex
shapes by many methods. Some disadvantages of polymers are that they tend to have
lower strengths than metals or ceramics, deform with time, may deteriorate during
sterilization, and may degrade in the body catastrophically or by release of toxic
by-products. Examples of polymers used in medical devices and their mechanical
properties are listed in Tables 6.1 and 6.2.

The large macromolecules of commercially useful polymers are synthesized by
combining smaller molecules (mers) in a process termed polymerization. Polymeriza-
tion may proceed by addition (or chain reaction) polymerization, in which monomer
units are attached one at a time and then terminated, or by condensation (or step
reaction) polymerization, in which several monomer chains are combined and a
by-product of the reaction, such as water, is generated. Additives such as fillers,
plasticizers, stabilizers, and colorants typically are used in polymer synthesis to
enhance the mechanical, chemical, and physical properties.

Polymers can be classified as thermoplastic or thermosetting. A thermoplastic
polymer has a linear or branched structure. As a solid it is like a bowl of spaghetti
in that the chains can slide over one another. With heating, the chains can slide more
easily, and the polymer melts or flows. Thus, thermoplastic polymers can be heated,
melted, molded, and recycled. Differences in properties can be achieved with the
addition of different ligands. PVC is more rigid than PE because the chlorine atoms
are larger and tend to prevent the sliding of one molecule over another. PMMA, as
shown in Table 6.2, is stronger, stiffer, and much more brittle than UHMWPE. In this
case, 2 of the 4 hydrogen atoms are replaced, one with a methyl group (CH3) and the
other with an acrylic group (COOCH3;). These large side-groups make sliding much
more difficult, hence the increase in strength and modulus. They also make it difficult
for the molecules to orient in an orderly, crystalline pattern. As a result of this
amorphous structure, PMMA (Plexiglas® or Lucite®™) is optically transparent.

In contrast, a thermosetting polymer is composed of chains that are cross linked.
They do not melt with heating but degrade. The term thermoset implies that there is a
chemical reaction, often involving heat, which results in setting a three-dimensional
cross-linked structure. Acommon exampleis ““S-minute epoxy.” When the two parts are
mixed, the catalyst causes setting and cross linking of the epoxy. Once set, it cannot be
heated and reused. The amount of cross linking affects the mechanical properties. Few
cross links are used to make rubber gloves. Adding more sulfur and cross linking
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produces a car tire. Even more cross links are added to make the hard casing of a car
battery.

Hydrogels are water-swollen, cross-linked polymeric structures that have received
significant attention because of their many applications in biomedical applications.
Hydrogels are prepared by cross linking polymer chains by irradiation or chemical
methods and then expanding the network of chains by swelling the structure with
water. The most widely used hydrogel is cross-linked polyhydroxyethylmethacrylate
(PHEMA). The PHEMA structure has a water content similar to living tissue, has
resistance to degradation, is not absorbed by the body, withstands heat sterilization
without damage, and can be prepared in a variety of shapes and forms. Applications of
hydrogels include contact lenses, drug delivery vehicles, wound healing adhesives,
sexual organ reconstruction materials, artificial kidney membranes, and vocal chord
replacement materials.

Quite a variety of techniques are employed in forming polymer medical devices.
The technique depends on several factors such as whether the material is thermoset-
ting or thermoplastic, and if thermoplastic, the temperature at which it softens.
Thermosetting polymers must be prepared as a liquid linear polymer and then cured
in a mold. They cannot be molded after this step. Thermoplastic polymers can be
molded repeatedly (by compression, injection, extrusion, etc.), cast, and formed into
fibers or films by extrusion followed by drawing or rolling to improve properties such
as strength. Precipitation after being dissolved in a solvent by introduction of a
nonsolvent is a way to form porous polymer scaffolds for tissue engineering. Large
pores suitable for cellular infiltration can be created by adding particulates with the
desired pore size to the polymer/solvent mixtures. Pores are created when the par-
ticulates are washed out after solvent removal. Additional methods for creating
porous polymer scaffolds are described later in this chapter.

Example Problem 6.4

What material is preferred to produce a blood bag? A dialysis bag? What design
parameters are involved?

Solution

PVC has been used for blood bags since the 1950s. Since PVC is naturally brittle,
phthalate plasticizers are used to make it flexible. These leach out over time from the
plastic bag and into the liquid which they contain. When fed in large quantities to rats,
the plasticizers can cause cancer; therefore, other plastics are being investigated.
Dialysis bags are made of low-density polyethylene (LDPE). In these examples,
materials selection has been governed by the fact that the material must be flexible,
chemically stable, and relatively inert. [ |

6.2.5 Natural Materials

Natural materials are synthesized by an organism or plant and are typically more
chemically and structurally complicated than synthetic materials. Examples of natural
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biomaterials currently used in medical devices are listed in Table 6.1. Proteins and
polysaccharides are nature’s form of polymers and are used in medical devices. The
directional bonds within proteins give rise to the very high mechanical properties of
natural polymers. For example, the ultimate tensile strength of silk is higher than that
of drawn nylon, one of the strongest synthetic polymers. Furthermore, the elastic
modulus of silk is nearly thirteen times that of the elastic modulus of nylon. There are
also natural ceramic materials. Natural ceramics are typically calcium based, such
as calcium phosphate bone crystals or calcium carbonate coral or sea shells.
Natural ceramics are typically much tougher (resistant to fracture) than synthetic
ceramics due to their highly organized microstructure which prevents crack propaga-
tion. Small ceramic crystals are precisely arranged and aligned and are separated by
thin sheets of organic matrix material. A crack in the material is forced to follow this
tortuous organic matrix path. The category of natural materials also encompasses
donor tissue such as bone or skin which may be patient derived (autograft), from
another human (allograft), or from a different species such as bovine or porcine
(xenograft).

Natural materials exhibit a lower incidence of toxicity and inflammation as com-
pared to synthetic materials; however, it is often expensive to produce or isolate
natural materials. There is also variability between lots of natural materials, which
makes it difficult to maintain consistency and sometimes prevents widespread com-
mercial use. The isolation or purification steps typically involve the use of solvents to
extract the desired component from the rest of the tissue or the use of
solvents to remove the undesired components from the tissue and leave the desired
natural material intact. Collagen can be prepared by either method. If it is labeled as
soluble collagen, it has been removed by pepsin enzymatic treatment from natural
tissues such as cock’s comb. Fibrillar collagen is prepared from natural tissue such as
tendon by salt and lipid and acid extraction steps to remove the noncollagenous
proteins and molecules, leaving the collagen fibers intact.

Biopolymers also may be produced by bacteria. Production of polyhydroxybutyrate
(PHB) is carried out through a fermentation procedure. The bacteria produce the
polymer in granules within their cytoplasm when they are fed a precise combination
of glucose and propionic acid. The cells are then disrupted, and the granules are washed
and collected by centrifugation and then dried. This polymer has properties similar to
polypropylene and polyethylene yet it degrades into natural components found in the
body. Because of the desirable environmental characteristics of biopolymers, they are
rapidly finding use in several nonmedical niche markets such as biodegradable mono-
filament fishing nets. The more rapid and widespread introduction of biopolymers has
been hindered by their high price (up to 10 times) relative to that of petroleum-based
polymers.

Biopolymers also can be produced by chemically polymerizing naturally occurring
monomers. Although these polymers are not produced by biological systems, the fact
that they are derived from basic biological building blocks makes them biocompatible,
nontoxic, and biodegradable. Lactic acid-based polymers have been used widely for
many years for medical devices ranging from biodegradable sutures to tissue engi-
neering scaffolds. Lactic acid is found in blood and muscle tissue and is produced



6.2 BIOMATERIALS: PROPERTIES, TYPES, AND APPLICATIONS 275

commercially by microbial fermentation of sugars such as glucose or hexose. Polylac-
tides are frequently used in combination with polyglycolic acid.

Example Problem 6.5

What materials are preferred by surgeons for repairing large surgical or traumatic
defects in bone? What factors influence this decision? Search the Internet for com-
panies producing bone repair products. Go to the website of the American Academy
of Orthopaedic Surgeons and the American Society of Plastic Surgeons.

Solution

Autograft bone is the first choice for surgeons for the repair of bony defects. The
tissues are vital and contain living cells and growth factors that are required for bone
regeneration. Allograft bone or demineralized allograft bone matrix is the second
choice. Demineralized bone has advantages over as-harvested allograft bone because
itis flexible and can conform to the defect site, resorbs more rapidly (within months as
compared to years for nondemineralized allograft bone), and releases the bone
inductive proteins known as bone morphogenetic growth factors originally dis-
covered by Dr. M.R. Urist in the 1950s. [ ]

6.2.6 Composites

Composite materials consist of two or more distinct parts. Although a pure material may
have distinct structural subunits such as grains or molecules, the term composite is
reserved for materials consisting of two of more chemically distinct constituents that
are separated by a distinct interface. Examples of composites used in biomedical
applications include carbon fiber reinforced polyethylene and hydroxyapatite particle
reinforced polylactic acid polymers for bone healing applications. The discontinuous
phase is typically harder and stronger than the continuous phase and is called the
reinforcement.

Composites are made by mixing two components and molding, compacting, or
chemically reacting them together. The fibers are typically coated or impregnated with
the polymer phase so that the composite can be heated and pressurized to densify the
assembly. A chemical reaction may be utilized to form composites in which a second
phase precipitates or forms upon reaction. There may be a filament winding process if
high-strength hollow cylinders are being formed. Composites are well suited for
devices that require a combination of properties such as total joint replacements, dental
fillings, and bone plates. The advantages of composites are that the properties can be
tailored to fit nearly any application; however, it is difficult to make a composite with
an ideal structure. There are typically problems with dispersion of the second phase or
weak interfacial bonds between the two phases which leads to less than ideal mechan-
ical properties and, hence, poor product performance. However, in many cases the
actual performance is still much better than any single component biomaterial and so
composites are becoming more widely used in biomedical applications.
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Example Problem 6.6

What materials are preferred for reconstructive dental applications? What are some
advantages of the composite structure over a monolithic structure?

Solution

Mercury amalgams made of mercury, silver, and tin are the most commonly used
filling materials. Aesthetically pleasing tooth-colored filling materials also can be used
and are made of filled resins [e.g., large molecule bifunctional methyacrylates
(BisGMA) filled with micro- and nanoparticulate silica]. PMMA is the predominant
material used for complete and partial dentures. Chrome-based alloys are used for the
framework of removable dentures. Crowns and bridges are made of a cast metal frame
veneered with tooth-colored porcelain. All-ceramic systems are available as well.
Recently, composites made of light curing resins reinforced with glass fibers have
been developed for dental bridges. The metallic post typically used to provide struc-
tural support for crowns is now being replaced with this type of glass fiber reinforced
composite, primarily for better aesthetic results—the polymer post does not show
through the porcelain crown like the metallic post does. [ |

6.3 LESSONS FROM NATURE ON BIOMATERIAL DESIGN AND SELECTION

6.3.1 An Overview of Natural Tissue Construction

Biomedical engineers are asked to design medical devices or systems that repair,
monitor, or assist the functions of the human body. Approaches that mimic or
replicate nature’s techniques, known as biomimetics, are often at the heart of a
successful medical device or therapy. There is an incredible complexity to the genesis
of natural tissues and organs which is still far beyond the capacity of scientists to
replicate. Furthermore, the precise function of every aspect of the tissues or organs is
not known. For these reasons, it is very difficult to theoretically design medical
devices, and the field has progressed through a fair amount of trial and error.
Nonetheless, there are several general concepts that have emerged from the study of
structural biology that provide design strategies and guidance for a biomaterials
scientist involved in tissue/organ regeneration.

m Cells are programmed by their genetic code to build the tissues and organs of
our bodies.

m Cells produce proteins, polysaccharides, glycoproteins, and lipids that self-
assemble into composite extracellular matrices that have multiple diverse
forms and serve to support tissue growth.

m Cells communicate via growth factors and their recruitment, and even cellular
fate is determined by protein signals.

m Blood vessels play a crucial role in tissue growth by providing nutrients, a means
for waste removal, and a supply of additional cells to support further growth.
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m The nervous system is responsible for the integration and control of all the
body’s functions.

m Skeletal tissues are made hard and stiff by the protein-controlled nucleation and
growth of small, discrete, nanometer-sized mineral crystals within a collagen
matrix microenvironment.

Overall, natural tissue design is hierarchical: that is, a structure within a structure, like a
nested set of eggs or the branches of a tree. The same structural motif is repeated at
multiple length scales to endow the tissue with strength and efficiency of function.
Biomimetic paradigms that have been derived from these basic structural and develop-
mental biology concepts provide a rational starting point for the design and fabrication
of biomaterials, especially for regenerative tissue-engineered medical devices.

6.3.2 Cells Build Natural Tissues

There are over 200 different cell types in the human body and approximately 100
trillion cells per person. Bone tissue alone has more than ten types of cells:

Osteoblasts which make bone

Osteoclasts which degrade bone

Osteocytes which maintain bone

Cells in blood vessels that run through bone [erythrocytes (red blood cells) and
immune cells (lymphocytes, monocytes, macrophages, neutrophils, and eosino-
phils)]

m Lipid cells and mesenchymal stem cells that are not yet differentiated into a
specific type of cell, which are both found in bone marrow

The existence of a cell population that has the potential to differentiate into a number
of tissue cell types is a key design strategy that our bodies use to repair damaged
tissues. Even as adults, we retain a small capacity to generate new tissues through stem
cells. Stem cells are discussed further in the chapter on tissue engineering (Chapter 7).
Stem cells differentiate into specific cell types in response to contact from neighboring
cells and their chemical and physical environment and by mechanical forces transmit-
ted by their support matrix.

Cells not only manufacture the tissue constituents, they also maintain the tissue
and adapt the tissue structure to the changed environments, including mechanical
load environments. Key elements in the assembly of tissues are:

n Cell—cell signaling: Cellular interactions are controlled by complex molecular
communication between cells. Cell signaling molecules are typically proteins,
known as cytokines and chemokines. Cytokines (also called growth factors)
cause proliferation (cell replication) and differentiation. Chemokines induce cell
migration. Cells attach to each other by various types of junctions. These cell-to-
cell linkages provide additional mechanical strength to the tissue and provide
semipermeable barrier layers that regulate cell, fluid, ion, and protein transport.

m Apoptosis: As part of the coordinated function of tissue growth and morpho-
genesis (pattern or shape formation), certain cells are programmed to die in a
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process known as apoptosis. This is another design strategy that can be utilized
by the biomaterials engineer: initiation of a biological event is controlled, and
there is a mechanism for stopping it. In a very tidy manner, the unneeded cells
shrink, condense, and then fragment into membrane-bound granules that can be
cleaned up by macrophages.

m Necrosis: In contrast to apoptosis, another form of cell death due to trauma or
toxin is known as necrosis, in which the cell swells and bursts, releasing
its intracellular contents. Since cells contain signaling proteins, necrotic cell
death leads to unwanted, uncontrolled cell recruitment and activity. Therefore,
apoptotic cell death is the typical mode of cell death during normal tissue func-
tioning.

m Angiogenesis: Cells cannot survive without a supply of oxygen and nutrients and
a way to remove waste products. Blood vessels provide these functions, and the
lymphatics assist with additional waste removal. The formation of new blood
vessels, or angiogenesis, must occur rapidly during new tissue growth or the
newly formed tissue will die or necrose. Angiogenic factors are released from
nearby macrophages, platelets, or the extracellular matrix.

m Neurogenesis: The nervous system consists of several cell types, neurons
that conduct electrical impulses; glial cells that protect, support, and nourish
neurons; and Schwann cells that build the fatty insulating material called
the myelin sheath. As described in Chapter 3, this system of cells is responsible
for the integration and control of all of the body’s functions. Newly
regenerated tissue must establish connections with the nervous system in
order to function.

Example Problem 6.7

Is angiogenesis always necessary and desirable?

Solution

In some situations, such as growth of new tissues, angiogenesis is necessary and desir-
able. In other situations, blood vessels are not desired because they may bring an
oversupply of immune cells, causing autoimmune disorders, or may enhance tumor
growth by supplying cancer cells with nutrients. This has led to the development of anti-
angiogenic factors by the pharmaceutical industry and their delivery by biomaterials.

6.3.3 The Extracellular Matrix: Nature’s Biomaterial Scaffold

The extracellular matrix (ECM) provides a physical and chemical support structure
for cells. From a biomaterials perspective, it is a complex woven polymeric material
(fibrous proteins) with reinforcing struts (other fibrous proteins) and gels to resist
compaction (water-swollen proteoglycans). A full description of the components of
the ECM and their functions can be found in Chapter 7. Basically, the ECM provides a
microenvironment for the cells. It provides a surface for cells to adhere to and to
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migrate across, attachment sites for proteoglycans, and a means of controlling the
release of the cell signaling proteins. It is a scaffold that interconnects all the cells
physically and mechanically. Cells attach to the ECM via specific cell surface receptors
that govern proliferation, differentiation, and protein expression. Interactions of the
cells with the ECM thus play a crucial role during tissue regeneration.

The ECM is made by spontaneous folding of proteins produced by cells, typically
different collagenous proteins (there are more than 10) and large glycoproteins (e.g.,
fibronectin, laminin, ostepontin). It is dynamic and is constantly being modified
by the cells. The spontaneous folding of peptides is known as self-assembly. The
collagen molecule self-assembles from three alpha chains into a triple helix. Within
the triple helix, glycine must be present as every third amino acid, and proline
and hydroxyproline are required to form and stabilize the triple helix. The collagen
molecules then assemble together, a few molecules at a time, with a quarter overlap
to form a staggered linear array. The linear aggregates then laterally associate
into bundles (Fig. 6.12). Hole zones are left open between the collagen molecule
terminal groups for subsequent mineralization (as described further in the example on
bone biomineralization later in this chapter). The molecular assembly of DNA
is somewhat similar to that of collagen: two preexisting complementary
DNA chains combine to form a double helix and then the helices assemble. Self-
assembly is one of the key design strategies of tissue formation and must be involved
in producing highly ordered structures at the molecular level. Biomaterials scientists
are now utilizing this principle to fabricate complicated microstructures at the nano-
meter length scale.
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Figure 6.12 The hierarchidal structure of bone. There are at least 5 levels of microarchitecture in
bone: (a) the femur, (b) the layers of lamellar bone shown within a cylindrical osteon, that are the
building blocks of the cortical bone of (c) fibrils composed of the microfibrils, which form (d) microfibrils
with periodic gaps between the ends of the molecules that provide nucleation sites for bone mineral, (e)
collagen molecules.
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6.3.4 Hierarchical Design

Similar to a nested set of eggs or Russian dolls, in which you open up one just to
find another smaller one inside, natural tissues have nested structures. This is
known as hierarchical design. The same structural motif is repeated at multiple
length scales, and this endows the tissue with efficiency of assembly, properties, and
function. During cell-mediated tissue construction, the smallest units self-assemble
first, then these units self-assemble to form larger units, and finally the larger
units self-assemble. This is how a functional tissue or organ is built. Cells typically
become embedded or trapped within the layers of extracellular matrix as the tissue
is built. The cells survive and act to maintain the tissue around them. Lamellar
bone has similar layered fibrillar structures at the nano, micro, and macro levels.
At the smallest level there are the alpha chains that have assembled in a triple helix
to form the Type I collagen molecule, the collagen molecules then assemble
into microfibrils, microfibrils assemble into larger fibers that assemble by alignment
into sheets, and the sheets (lamellae) are layered like plywood in a criss-crossed
orientation around blood vessels to form osteons, which have a tubular or large
fiber appearance (Fig. 6.12). Skeletal muscle also has a hierarchical structure. The
actin and myosin filaments organize into linear constructs known as sarcomeres,
which are bundled into myofibrils, which are bundled together to form a muscle
fiber (which is the muscle cell with hundreds of nuclei), and multiple muscle fibers
form the muscle fascicles we call muscle. A diagram of this can be found in Chapter 3
of this book.

The biological structure of chromosomes is also governed by hierarchical design.
Nature efficiently compacts a 7-cm long strand of DNA until it is 10,000 times smaller
by twisting and coiling at multiple length scales. At the nanometer level, DNA is a
double helix of single-stranded DNA. Subsections of the twisted DNA strand (146
base pairs each) are then subcoiled around protein (histone) cores to form chromato-
somes which cause the strand to resemble a beaded necklace. The linked chro-
matosomes are then coiled to generate a shorter, thicker fiber. The thicker fiber is
then coiled upon itself to further shorten its length to form the chromatid, two of
which are linked together to form a chromosome.

6.3.5 Biomineralized Tissue Example

Bones, antlers, teeth, coral, eggshells, and seashells are examples of biomineralized
tissues. Although they serve different functions and have considerably different
external shapes, they are all composed of numerous small, isolated calcium phosphate
or calcium carbonate crystals that are held together by a protein matrix. The nucle-
ation and growth of the mineral crystals are regulated by the organic protein com-
ponent that is secreted by cells and self-assembles to provide a template for the
mineral growth and nucleation. Three general biological processing principles
governing the composition, architecture, and methods of assembly of a variety of
mineralized tissues have been identified that have significant implications for material
scientists and engineers:
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Biomineralization occurs within specific subunit compartments of microenviron-
ments, which implies stimulation of crystal production at certain functional sites
and inhibition or prevention of the process at other sites.

A specific mineral phase is produced with a defined crystal size (frequently in the
nanometer range), shape, and orientation.

Macroscopic shape forming is accomplished by packaging many incremental units
together, which results in unique net-shaped composites with layered micro-
architectures that impart exceptional material properties.

Another powerful feature of biomineralization is that, in most systems, remodeling of
the original mineral structure occurs as needed to optimize strength, accommodate
organism growth, maintain mineral ion equilibrium, and effect repairs.

In bone, controlled mineral nucleation and growth are accomplished within the
microcompartments formed by the collagen matrix. The Type I collagen molecules
secreted by osteoblasts self-assemble into microfibrils with a specific tertiary structure
having a 67-nm periodicity and 40-nm gaps or holes between the ends of the mol-
ecules (Fig. 6.12). The holes localize a microenvironment containing free mineral ions
and bound side chain groups from phosphoproteins attached to the collagen. The
molecular periodicity of the functional groups serves to nucleate the mineral phase
heterogeneously. The nucleation of the thin, platelike apatite crystals of bone occurs
within the discrete spaces within the collagen fibrils, thereby limiting the possible
primary growth of the mineral crystals and forcing them to be discrete and discontinu-
ous. Only one phase of calcium phosphate is nucleated during normal, nonpatholo-
gical mineralization processes (carbonated apatite), and the minerals grow with a
specific crystalline orientation. In this example on bone tissue formation, the key
elements of natural tissue fabrication—cells, an ECM defining a microenvironment
for both cells and mineral, protein signaling, and hierarchical design—are all present.

6.4 TISSUE-BIOMATERIAL INTERACTIONS

6.4.1 Interactions with Blood and Proteins

The implantation of a biomaterial often creates a wound, and bleeding generally
ensues. Blood thus typically makes first contact with the implanted biomaterial.
Blood is a mixture of water, various kinds of cells and cell fragments (platelets),
salts, and proteins (plasma). Proteins, the primary group of molecules responsible
for making life possible, are built of long chains of only 20 amino acids that are
strung together by peptide bonds. Proteins have a myriad of functions in the human
body. They can function as enzymes that catalyze thousands of important chemical
reactions essential to life. Cell signaling molecules responsible for cell migration
and proliferation are made of proteins. Proteins are the building blocks of the
supporting extracellular matrix of many tissues. Changes in the levels of proteins or
the structure of proteins lead to altered function and are responsible for many
diseases. This has led to blood screening for certain proteins that may indicate a
diseased state or cancer.
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Proteins play an important role in determining the final nature of the tissue-implant
interface. Biomaterials can promote cell/tissue attachment and activity by allowing
selective protein adsorption or can inhibit tissue interactions by repelling protein.
Importantly, changes in microenvironment which can occur after biomaterial implan-
tation, such as pH and ionic strength, can alter the conformation of a nearby protein and
hence its function. Proteins also can experience structural alterations during interaction
with the solid surfaces of biomaterials and lose some of their biological activity. Albumin
is the most common protein in blood, followed by the protective immune system
proteins known as immunoglobulins. However, because exchange between absorbed
proteins occurs, the final layer of absorbed protein may be fibrinogen, which although
less abundant, may have a greater affinity for the biomaterial surface.

Blood coagulation is directed by attachment of the protein clotting factor XII,
which is found in blood, to the foreign biomaterial surface. After attachment of this
factor, platelets from the blood can and will adhere to the biomaterial, which leads to
fibrin clot formation. A cascading chain of cellular reactions that is governed by the
initial protein attachment begins. Blood contact provides the cells and cytokines that
participate in the biological interaction with the biomaterial. Therefore, every bio-
material that contacts blood will elicit biological responses from the body.

6.4.2 The Wound Healing Response after Biomaterial Implantation

The implantation of a biomaterial creates a disruption of the anatomic continuity of
tissue and, as such, creates a wound. The body has a highly developed wound healing
response that is immediately triggered by the biomaterial implantation. Much is
known about the normal cellular events that transpire after the initiation of a
wound (see Chapter 7), and this knowledge provides a foundation to understand
and anticipate tissue-biomaterial interactions. From the perspective of tissue—
biomaterial interactions, there are four overlapping phases that will always occur
(Fig. 6.13):

Hemostasis: Platelet cells control bleeding through coagulation by adhering to the
proteins attached to the biomaterial surface and by releasing clot-forming pro-
teins. The clot that is formed acts as a provisional matrix for the initiation of
repair tissue and fills the gaps around the implanted biomaterial.

Inflammation: Clot formation induces the production of cell signaling molecules
(cytokines) that induce the recruitment of inflammatory cells from a nearby
bloodstream. These cells (neutrophils, monocytes, lymphocytes, and macro-
phages) arrive and attempt to digest tissue debris and the biomaterial by a
process known as phagocytosis. The growth factors released at the wound site
by the inflammatory cells initiate mitosis (cell replication) of sedentary connect-
ive tissue cells at the wound margin.

Proliferation/initial repair: As a result of all the growth factor signaling by the
inflammatory cells, there is a proliferation and population of the biomaterial
with cells that can recreate the lost or damaged tissue. A nondegrading biomater-
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Figure 6.13 Normal tissue-biomaterial interactions involve the four overlapping and interde-
pendent phases of wound healing: hemostasis, inflammation, proliferation/repair, and tissue remodel-
ing. (a) Protein attachment to the biomaterial surface guides cellular interactions. (b) Hemostasis is
accomplished by clot formation. (c) Cells found in blood and other inflammatory cells attempt to process
the foreign biomaterial and repair adjacent material. (d) The host protects itself from the foreign
biomaterial through encapsulation with fibrous tissue.

ial located in the center of the wound typically becomes encapsulated with tight
fibrous tissue. The fibrous capsule isolates the material from the biological
environment and protects the host. The extent of the inflammatory foreign
body response governs the thickness of the fibrous capsule. The chemical char-
acteristics, the shape and physical properties of the biomaterial implant, and the
rate of release, accumulation, and bioactivity of released chemicals and corro-
sion products from implanted materials all also affect the thickness of the fibrous
capsule. If the implant is permanent and does not biodegrade, then a small
capsule remains throughout the life of the implant, except in bone where there
is direct bone apposition on calcium phosphate surfaces without an intervening
fibrous tissue layer.

Remodeling: The rapidly formed neotissue will be remodeled by cells into
functional tissue more similar to the original tissue, although typically a scar
remains.

6.4.3 Metallic Corrosion

There are a number of mechanisms by which metals can corrode, and corrosion
resistance is one of the most important properties of metals used for implants. The
mechanisms of most significance to implant applications in aqueous saline solutions
are galvanic (or mixed metal) corrosion, crevice corrosion, and fretting corrosion.
Galvanic (mixed metal) corrosion results when two dissimilar metals in electrical
contact are immersed in an electrolyte. There are four essential components that must
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exist for a galvanic reaction to occur: an anode, a cathode, an electrolyte, and an
external electrical conductor. The in vivo environment contains electrolytes. A patient
with two total hip replacements (THRs) made of different alloys is not subject to
mixed metal corrosion since there is no electrical connection. However, a THR made
of two alloys or a fracture plate of one metal fixed with screws of another metal may
be susceptible to mixed metal corrosion.

When two dissimilar metals are connected in an electrochemical cell, one will act
as an anode while the other will be the cathode. Metal oxidation will occur at the
anode, as shown in Equation 6.4. The reaction at the cathode will depend on the pH
of the environment (Equations 6.5 and 6.6). The direction of the reaction can be
determined by examining the electromotive force (EMF) series, a short listing of
which is shown in Table 6.3. These potentials represent half-cell potentials of metals
in equilibrium with 1 molar solutions of their ionic species. The potential for hydro-
gen is defined as zero. As shown, the standard potential for iron is —0.44 V. If iron is
connected to copper with an EMF of +0.34 V, the potential difference is 0.78 V. Since
iron is the anode, iron oxidation will occur according to the reaction shown in Eq.
6.4. The reaction at the copper cathode will depend on the pH of the solution, as
shown in Eq. 6.5 and 6.6.

anodic reaction Fe — Fet? + 2e— (6.4)

cathodic reaction (acidic solution) 2H" + 2e~ — H, (6.5)
cathodic reaction (neutral or basic) O, +2H,0 +4e~ — 40H™ (6.6)

Because the free energy per mole of any dissolved species depends on its concen-
tration, the free energy change and electrode potential of any cell depends on the
composition of the electrolyte. Thus, the direction and rate of the reactions also
depends on the concentration of the solution. Increasing the concentration of Fe'?

TABLE 6.3 Electromotive Force Series: Standard Reduction Potentials (E° V) in
Aqueous Solution at 25°C

K =K' +e” —2.93 Active (more anodic)
Na=Na" +e” -2.71
Al = Al™3 + 3e” -1.66
Ti =Tit? 4 2e” —-1.63
Zn=7Zn%? 4 2e” -0.76
Cr = Cr?3 4 3¢~ -0.74
Fe = Fet? 4 2¢~ —0.44
Co= Co*? +2e~ -0.28
Ni = Nit2 + 2e~ —-0.25
Sn =Sn*2 4 2e” -0.14
H, = 2H" + 2e~ 0.000
Cu=Cu*?+2e +0.34
Ag=Ag" +e +0.80
Pt =Pt*2 4 2e” +1.20

Au=Au® + 3e” +1.50 Noble (more cathodic)
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in the environment will shift the potential in the positive or noble direction. As the
Fe'? concentration increases, the potential difference between the iron and copper
will become less as the iron becomes more cathodic. Similarly, the concentration of
oxygen at the cathode will affect the EMF of the cell. Increasing O, will make it more
noble while decreasing O, will make it more anodic. In fact, crevice corrosion is
initiated by changes in oxygen concentration as is discussed in a following paragraph.

Galvanic cells occur not only with different alloys but also with differences within
an alloy. Carbides, grain boundaries, and different phases within an alloy also present
differences in EMF and thus the possibility for localized galvanic cells. Cold working
also increases the free energy of metal and thus its susceptibility to corrosion. Bending
a plate or pounding on a nail head causes localized cold working and makes that area
anodic to the rest of the piece.

Galvanic corrosion can also be utilized to prevent corrosion by cathodically
polarizing the part to be protected. Steel ships are protected from rusting by the
attachment of blocks of zinc. The zinc blocks (““zincs™) serve as a sacrificial anode and
protect the steel hull. Metal pumps and other metallic components on ships are also
protected with zincs. A power supply can be attached to a part, such as in a steel
underground pipeline, to make the pipe cathodic to a replaceable anode. This protects
the pipeline.

Electrode size also has an effect on galvanic reaction rates. The classic example is the
difference between galvanized and tin-plated iron. As Table 6.3 shows, zinc is anodic to
iron. Thus, galvanization results in coating the iron with an anodic material. When the
zinc is scratched and the iron is exposed, the small size of the iron cathode limits the
reaction, and there is minimal corrosion. In contrast, tin is cathodic to iron. When a tin
plate is scratched, the small iron anode is coupled with a large cathode. Anodic corro-
sion and removal of iron from the scratch results in an increased area of the exposed iron
and thus an increase in corrosion rate. This self-accelerating corrosion can be prevented
by coating the tin cathode with a nonconductive material such as paint or varnish.

Crevice corrosion can occur in a confined space that is exposed to a chloride
solution. The space can be in the form of a gasket-type connection between a metal
and a nonmetal or between two pieces of metal bolted or clamped together. Crevice
corrosion involves a number of steps that lead to the development of a concentration
cell, and it may take 6 months to 2 years to develop. Crevice corrosion has been
observed in some implanted devices where metals were in contact, such as in some
total hip replacement devices, screws and plates used in fracture fixation, and some
orthodontic appliances.

The initial stage is uniform corrosion within the crevice and on the surfaces outside
the crevice. Anodic and cathodic reactions occur everywhere, with metal oxidation
at the anode and reduction of oxygen and OH-production at the cathode. After a
time, the oxygen within the crevice becomes depleted because of the restricted
convection of the large oxygen molecule. The cathodic oxygen reduction reaction
ceases within the crevice, but the oxidation of the metal within the crevice continues.
Metal oxidation within the crevice releases electrons which are conducted through
the metal and consumed by the reduction reaction on the free surfaces outside the
crevice. This creates an excess positive charge within the crevice that is balanced by an
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influx of negatively charged chloride ions. Metal chlorides hydrolyze in water and
dissociate into an insoluble metal hydroxide and a free acid (Eq. 6.7). This results in
an ever-increasing acid concentration in the crevice and a self-accelerating reaction.

M*Cl~ + H,O — MOH + H*CI~ (6.7)

The surgical alloys in use today all owe their corrosion resistance to the formation of
stable, passive oxide films, a process called passivation. Titanium, which appears as an
active metal on the EMF series in Table 6.3, forms a tenacious oxide that prevents
further corrosion. Stainless steels and cobalt alloys form chromium oxide films. As
indicated in Table 6.3, they are active, but in the environment where this oxide film is
formed, they become passive or noble.

To be self-passivating, stainless steels must contain at least 12% chromium. How-
ever, carbon has a strong affinity for chromium, and chromium carbides form with the
average stoichiometry of Cry3Cg. The formation of a carbide results from the migration
of chromium atoms from the bulk stainless steel alloy into the carbide. The result is that
the carbide has high chromium content while the alloy surrounding the carbide is
depleted in chromium. If the chromium content is depleted and drops below 12% Cr,
then there is insufficient Cr for effective repassivation, and the stainless steel becomes
susceptible to corrosion. As a safety factor, surgical stainless contains 17-19% chro-
mium, and the carbon content in surgical alloys is kept low at <0.08% or <0.03%.

The problem of carbide formation is especially important with welded stainless
steel parts. If steel is heated to the “sensitizing range” of 425°C to 870°C, the
chromium can diffuse in the solid and form carbides. At temperatures above 870°C,
the carbon is soluble in the atomic lattice. Below 425°C, the mobility is too low for
carbide formation. If the peak temperature in the metal away from the weld is in the
sensitizing range, carbides can form. This is known as weld decay or corrosion of the
sensitized metal on each side of the weld. By heat treating after welding, the carbides
can be redissolved, and the metal quickly quenched to avoid reformation.

With the oxide film intact, surgical alloys are passive and noble. If the film is
damaged, as with scratching or fretting, the exposed metal is active. Reformation or
repassivation results in restoration of the passive condition. Fretting corrosion in-
volves continuous disruption of the film and the associated oxidation of exposed
metal. Devices that undergo crevice corrosion are also examples in which fretting
corrosion has accelerated crevice corrosion.

Example Problem 6.8

Old cars in the northern United States are often rusted on the bottom of their doors
and on their trunk lids, and the tailgates of old pickup trucks are also often rusted.
Name and discuss five reasons for this. Would bolting on a zinc block help?

Solution

(1) The edges and bottoms of doors and lids are formed by bending the metal back on
itself. This causes cold working at the bend, which makes it anodic to the rest of the
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metal. (2) The crimps are then spot welded closed. This creates an area of different
microstructure, which leads to a galvanic situation. (3) The roads are salted in the
winter, and the saltwater spray gets caught in the crimp. That is the electrolyte. Sand
may also get in the crimped space and help maintain a moist environment. (4) Car
manufacturers put a decorative strip of chromium-plated steel along the bottom of the
lid. The chromium is cathodic to the steel and provides another source of galvanic
corrosion. (§5) There are potholes in the roads. This causes bouncing of the lid against
the frame. This can chip the paint and expose the unprotected metal, or it may be a
cause of fretting corrosion. ]

Bolting on a zinc block would not help except for corrosion of metal in the same
electrolyte pool. A piece of zinc in the crevice would help slow the corrosion of the
crevice. If the car fell into the ocean, then the zinc block would protect the whole car.

Example Problem 6.9

Your grandmother has a stainless steel total hip. Now she needs the other hip replaced,
and the doctor wants to use one made of a cobalt chromium alloy. Is that a problem
for corrosion?

Solution

No. One of the four essential elements for galvanic corrosion is missing. There is an
anode, the stainless steel. There is a cathode, the cobalt alloy. There is an electrolyte,
the saltwater of the body. However, there is no electrical connection, so there is no
problem. If she were to fall and fracture her pelvis, and the break was repaired with an
external fixator, then there might be an electrical connection and a problem. How-
ever, these alloys are so corrosion resistant and similar electrochemically that there is
probably no need to worry. [ |

6.4.4 Biomaterial Degradation and Resorption

Biomaterials may be permanent or degradable. The degradation process may be
chemically driven or accomplished by cells. Bioresorbable implants are designed to
degrade gradually over time in the biological environment and be replaced with
natural tissues. The goal is to meet the requirements of strength and cell support
while the regeneration of tissues is occurring. Small changes in biomaterial chemistry
and structure may greatly alter the resorption rate, allowing for materials to be
tailored for various applications or leading to unexpected product failure. Collagen
and the lactic acid and/or glycolic acid polymers (PLLA and PGA or copolymer PLGA)
are the most commonly used for resorbable applications. PLLA and PGA degrade
through a process of hydrolytic degradation of the polyester bond. At low molecular
weights, the implant can disintegrate and produce small fragments that elicit an
immune response from macrophages. PLLA and PGA degrade in a time period of
6 months to several years depending on initial molecular weight and crystallinity.
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Copolymers of the two typically degrade into fragments in a few months. The
lactic acid and glycolic acid fragments are eventually metabolized into carbon
dioxide and water. Tricalcium phosphate ceramics degrade through a surface dissol-
ution process into calcium and phosphate salts, which are also present naturally in the
body.

Biomaterial degradation may lead to chronic nonhealing wounds that are arrested
at one of the normal phases of wound healing. This may happen if a biomaterial
degrades too quickly and releases particulate matter that extends the inflammation
stage. Persistent inflammation leads to the formation of giant multinucleated cells that
continue to attempt to remove the offending material. They are the trademark of a
foreign body response and may necessitate surgical removal of the implanted device.
If the healing passes through to the fibrous capsule formation stage, there may still be
complications. For example, a drug delivery implant may eventually no longer func-
tion due to impaired drug release by the fibrous encapsulation in response to the
degrading drug delivery implant.

Example Problem 6.10

Is it possible to successfully pass through all four wound healing phases only to have
the biomaterial degrade and lead to wound healing reversal? Explain your answer.

Solution

Yes, this has happened in some patients with total joint replacements. Total joint
replacements such as artificial hips typically consist of two metallic components that
meet at a polymeric bearing surface (typically UHMWPE). During bending of the
joint, wear debris is produced as the metal surface rubs against the softer polymeric
surface. This leads to the recruitment of macrophages that identify the particles as
foreign and attempt to remove them. Since the synthetic particles cannot be degraded
by cell enzymes, inflammation continues indefinitely. The excessive production of
inflammatory cytokines leads to resorption of the newly healed adjacent bone that
supports the implant, resulting in implant loosening. Fortunately, there have been
improvements in the processing of polyethylene so that wear debris is no longer
generated at the high rate observed in some of the earliest used hip replacements.
Ceramic-on-ceramic hip joints also have been developed, which have better wear
properties and are not susceptible to corrosion; however, ceramic hip replacements
are badly tolerated by elderly osteoporotic bone because the material is very hard. ll

Immunogenicity

Immunogenicity is the tendency for an object to stimulate the immune response.
Examples of immunogens are bacteria, pollen from grass or trees, small or absorbable
biomaterials, and proteins in food that lead to allergies or inflammation. Basically, our
immune system protects us through a combination of physical barriers such as skin,
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chemical barriers such as enzymes and antibodies, and cellular barriers such as
targeted cytotoxic T lymphocytes (T cells). When a biomaterial is implanted in the
body, the immune system associated proteins immediately attach to the surface,
thereby directing subsequent cell behavior toward the biomaterial. Once again it
must be emphasized that the surface chemistry and structure of the biomaterial play
important roles in determining the extent and type of protein attachment and, hence,
the tissue-biomaterial interaction. Proteins of all types will be competing for attach-
ment sites on the biomaterial surface. Depending on the conformation of the attached
proteins, a variety of messages may be sent to the nearby cells. Methods for modifying
the biomaterial surface to control tissue-biomaterial interactions are discussed later in
this chapter.

When allogenic (human) graft biomaterials are implanted in another human, acute
rejection can occur if the major histocompatibility complex (MHC) groups on the
cells in the graft are of different types than the donor’s MHCs. MHC:s are a class of
cell-surface molecules that provide information as to what has been identified as
foreign in the past to the cytotoxic T cells. With nonmatching MHC groups, the
T cells receive two sets of instructions as to what is foreign, and this causes an
extremely vigorous immune response. Tissue typing can reduce this type of rejection,
although the patient usually still requires long-term medication to suppress some of
the activity of the immune system. Rejection can also occur against cell-biomaterial
scaffolds in tissue engineering applications. The implanted cells may be recognized as
foreign and be damaged directly by the attacking immune cells such as macrophages
or be starved to death by the lack of nutrients passing through a thick fibrous capsule
created through the inflammatory process to protect the host. Therefore, in some
tissue engineering applications, the implanted cells are protected from the immune
system by enclosing the cells in selectively permeable biomaterials (e.g., islet cells that
produce insulin in alginate hydrogels).

Corrosion of metallic implants releases metal ions that can cause metal sensitivity
or allergic reactions in some individuals. Allergic reactions can lead to slow or
inadequate bone fusion or skin dermatitis. Both of these conditions usually require
removal of the implant. Once again, this demonstrates that biomaterials are not inert.

Biomaterials are sometimes deliberately designed to enhance the immune system’s
response. For example, vaccines are typically given with a particulate biomaterial
known as adjuvant for enhanced and longer lasting immunity. Vaccine adjuvants have
their own immunogenic properties, resulting in a stronger local stimulus to the
immune system. Adjuvants can be simple particles that adsorb the weak immunogen,
increasing the effective size of the weak immunogen and enhancing phagocytosis of
the particle by macrophages. Adjuvants also work like controlled-release vehicles by
prolonging the local retention of a weak immunogen and increasing the chance of a
local immune response. Vaccine adjuvant selection represents a compromise between
a requirement for adjuvanicity and an acceptable low level of side effects. The FDA
has approved only three materials for human use (all of which are mineral salts):
aluminum phosphate, aluminum hydroxide, and calcium phosphate. Aluminum
compounds are often incorrectly identified in the scientific literature as alum. Alum
is potassium aluminum sulfate, which is used as the starting solution to precipitate
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antigens with either aluminum phosphate or aluminum hydroxide. Other biomaterial
adjuvants used in research include oil emulsions, lipopolysaccharide products from
bacteria (LPS), and their synthetic derivatives (liposomes).

6.5 GUIDING TISSUE REPAIR WITH BIO-INSPIRED BIOMATERIALS
6.5.1 Surface Chemistry Modifications (1-D)

The interaction of cells and tissues with biomaterial surfaces is critically important to
promote new tissue deposition and for healthy integration with the surrounding
extracellular matrix. When a biomaterial surface is placed in the body, many different
chemical and molecular level events occur in the biomaterial that can affect the
cellular response (Fig. 6.14). For example, at the surface of a traditional metal
implant, metal and oxide ions diffuse away from the implant surface, while biological
ions (Ca, P, Na, Cl) are incorporated. Concurrently, at the implant surface, there is
adsorption and desorption of native biological molecules. As discussed in Section 6.4,
the adsorption of certain proteins onto the implant surface will initiate a cascade of
events such as blood clotting and inflammatory cell recruitment or cell differentiation.
In nature, the surface chemistry of every cell and extracellular matrix is carefully
controlled to obtain the desired response. Cell-extracellular matrix interactions are
dominated by the interaction of cell-adhesion proteins (ligands) bound to the ECM
and cell surface receptors (integrins). In medical device applications, the biomaterial
replaces the ECM and sends signals to the cells interacting with it through similar
mechanisms (Fig. 6.14). Thus, the biomaterial surface plays a very important role in
determining tissue-biomaterial interactions, and this concept has become very im-
portant to the biomaterials scientist.

One biomimetic approach to controlling cell-surface reactions is to preadsorb
proteins on the implant surface that mimics those most involved with cell adhesion.
The three-amino-acid sequence of Arg-Gly-Asp (RGD) found in fibronectin and bone
sialoprotein is now well known for mediating adhesion of cells to surfaces; therefore,
RGD-containing peptides are now being deposited on surfaces to promote cell
attachment. Heparin and heparin-sulfate binding peptides that mimic proteoglycan
activity also have been found to enhance cell adhesion. Adsorption of other biological
molecules such as growth factors to the surfaces of implants can control the tissue—
biomaterial interaction and lead to enhanced cell activity and more differentiation
than will the cell adhesion molecules alone.

There are many chemical reactions that can be used to attach a biomimetic peptide
sequence to a biomaterial. For example, a protein can be immobilized on a surface
through a technique known as organosilane chemistry (Fig. 6.15a). The details of the
chemical coupling and derivitization processes are beyond the scope of this text.
Basically, there are coupling agents such as salines used to create a covalent bond
between the biomaterial surface and the protein to be attached. Well-ordered protein
attachment results. A wide variety of solid surface modification techniques are avail-
able to create the reactive coupling groups, such as photochemical grafting, chemical
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Figure 6.14 Like the extracellular matrix, a protein-covered biomaterial sends signals to the cell
interacting with it through ligand-receptor mechanisms. Primary cell signal transduction is facilitated
through multiple pathways, leading to the synthesis of various intracellular signaling molecules. Acting
both on the genetic regulatory proteins in the nucleus and other cytosolic target proteins, the signaling
molecules can induce various phenotypic expressions. Ideally, the biomaterials scientist can engineer the
proper surface treatment to elicit the desired cellular activity.
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Figure 6.15 Two types of chemical reactions used to modify a biomaterial surface: (a) covalent
coupling techniques and (b) physical adsorption methods utilizing electrostatic interactions.

derivation, and plasma gas discharge. Physical adsorption methods utilizing other
types of bonding, such as van der Waals and electrostatic binding, can also be used to
immobilize proteins (Fig. 6.15b). Physical and electrostatic adsorption is the easiest
technique; however, it is the least specific and tends to readily release the adsorbed
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molecule. Lipid groups and dye molecules can also be used to immobilize proteins on
surfaces.

A critical component of surface modification is the resulting ligand density. If
protein adsorption is too low, the addition of more functional groups to a relatively
inert polymer can be accomplished by plasma glow discharge treatment. The greater
reactivity of the surfaces with higher surface energy after plasma treatment generally
leads to increased tissue adhesion.

Surface modification also can be used to produce protein-resistant surfaces that are
needed in blood-contacting applications such as vascular grafts. For example, poly-
ethylene oxide has been attached to surfaces to reduce protein adsorption. Cell
adhesion was significantly reduced on these treated surfaces. Anticoagulants can
also be attached to biomaterial surfaces to decrease unwanted cell attachment. Various
hydrophilic biomaterials have been shown to reduce platelet adhesion and thrombus
formation. Hydrophilic materials have also been shown to hinder bone healing, so
what is appropriate for one biomaterial application does not necessarily apply to
another.

Hyaluronan is a biomolecule found in cartilage extracellular matrix. It is respon-
sible for tethering a proteoglycan (aggrecan) to the collagen matrix. Studies have
shown that it can guide the differentiation of mesenchymal stem cells to cartilage
chondrocytes. In those experiments, hyaluronan was chemically bound to tissue
culture dishes, and undifferentiated cells were added. It was found that a specific
molecular size (200,000-400,000 daltons) was optimal to initiate cartilage formation.
Biomolecules such as enzymes, antibodies, antigens, lipids, cell-surface receptors,
nucleic acids, DNA, antibiotics, and anticancer agents can all be immobilized on or
within polymeric, ceramic, or metal surfaces.

Surface deposition of calcium ions or the use of calcium-containing biomaterials
strongly influences the attachment of bone cells. Hydroxyapatite-coated hip implants
show decreased fibrous tissue formation and increased direct bone bonding. Better
bone attachment has also been found for hydroxyapatite-coated dental implants and
spinal fusion cages. Recent studies have shown that hydroxyapatite ceramics are
selective in cell recruitment from the bone marrow. This may be due to an intermedi-
ate step of selective protein adsorption.

6.5.2 Surface Topography (2-D)

Surface topography of a biomaterial has been shown to provide cues to cells that elicit
a large range of cellular responses, including control of adhesion, cell morphology,
apoptosis, and gene regulation. Modification of a biomaterial surface can therefore
have dramatic effects on guiding tissue growth. Early total joint replacements had
smooth surfaces; however, rough, porous coatings or grooved surfaces are now being
used on hip implants to achieve bony ingrowth. The hip and knee implants in Figures
6.5 and 6.6 have rough, porous coatings. The porous coatings on orthopedic implants
are achieved by partial fusion of small metallic spheres to the implant surface. The
interparticle spaces are the pores. The pores, as well as grooves, seem to encourage
bone cells to migrate into or along them. It has been observed that the stretching out
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and aligning of the cells along a surface feature (greater than 5 um) causes them to
initiate bone deposition. This leads to a mechanical interlocking between the bone
tissue and the implant that increases the bond strength. The directed activity of cells is
known as contact guidance, and it has also been used to increase migration of other
cell types into tissue engineering scaffolds. In addition to guiding cell migration
downwards into a pore, surface topography variations can be used to restrict cell
spreading and force it back upon itself. For example, by restricting cell growth to a
long narrow path, endothelial cells were induced to grow upwards and form a three-
dimensional capillary tube.

Photolithographic techniques can be utilized to micropattern a surface with pro-
teins, molecules, or functional groups (Fig. 6.16). This technique involves using a
photoresist layer in which patterns can be created by selectively exposing certain areas
to light. The light degrades the exposed portions of photoresist, leaving a bare
biomaterial surface. Proteins or molecules can then be selectively attached to these
exposed areas. The remaining photoresist is then removed to obtain a biomaterial
surface that has protein or molecular patterning. Cell culture studies have demon-
strated preferred cell attachment to the chemically modified areas. Other methods for
modifying surface topography include surface roughening by laser ablation or wet
etching with a corrosive solvent. It has been observed that the roughness must be on a
biologically relevant scale (1-10 um) to affect cell growth and attachment.

Smooth surfaces such as pyrolitic carbon resist protein and cell attachment and are
ideal for heart valve applications. Bioprostheses made of bovine or porcine heart
valves are even more superior for valve applications and reduce coagulation and
embolism by a combination of an ideal surface topography and surface chemistry.
However, they typically fail due to calcification, which is enhanced on the natural
collagen surface as compared to the smooth pyrolitic carbon.
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Figure 6.16 Photolithography techniques for micropatterning a biomaterial surface with immo-
bilized proteins or functional molecules.
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6.5.3 Scaffolds (3-D)

Tissue repair of large defects is best accomplished by filling the defect space with a
scaffold material that can simulate the microenvironment provided by the embryonic
extracellular matrix. There are many functions the scaffold must serve: it must
provide sites for growth factor attachment, cell migration and attachment, and new
tissue deposition. Natural tissues are the ideal choice; however, due to the limited
supply of natural donor tissue, there is a large market for synthetic tissue analogs.
While metallic or polymeric plates and screws may be useful for temporarily holding
the healing tissue together, they do not themselves recreate new tissue. Either natural
tissue or analogs to the extracellular matrices of natural tissue and its cells and growth
factors are needed to reconstitute a functioning vital tissue. The goal of a scaffold is to
recreate important aspects of the cell microenvironment that will allow cell prolifer-
ation, differentiation, and synthesis of extracellular matrix. Synthetically produced
regenerative materials now available commercially include biomaterial scaffolds (cer-
amic and polymeric) with or without a tissue stimulating biological molecule and with
or without cells. One of the most critical elements of the scaffold biomaterial is that it
mimic the ECM scaffold that normally serves to maintain space, support cells, and
organize cells into tissues. The section on surface chemistry (Section 6.5.1) gave an
example of how mimicking components of the adhesive proteins of the ECM can
enhance cell attachment and differentiation. This section focuses on the structural and
physical characteristics of the ECM scaffold that appear to be critical to imitate in
synthetic scaffolds in order to stimulate cells and lead to the functional regeneration
of tissues.

Pore size is a very important parameter of biomaterial scaffolds used for tissue
regeneration. Through trial and error, optimal ranges of pore sizes have been deter-
mined for different tissues and for different biomaterials. There are now some rules of
thumb, such as that the pores must be at least 5-10 pm for a cell to fit through.
Successful bone scaffolds typically have pores that traverse the full thickness of the
scaffold and are 100-250 pm in size. New blood vessel formation, or neovasculariza-
tion, has been shown to require pores within polymer scaffolds that are between
0.8-8 um and to not be possible within polymers with pores less than 0.02 um.
Typically, the acceptable pore size in polymers is smaller than in ceramics or metals,
perhaps due to pore size expansion which can occur in the body due to degradation or
swelling of the polymer.

The pore size determines many aspects of the scaffold, such as mechanical strength
and permeability to gases, fluids, and nutrients, in addition to cell ingrowth. Inter-
connected porosity is essential for tissue engineering applications requiring nutrient
diffusion and tissue ingrowth. A highly porous material degrades more quickly than a
solid block of material. The biodegradation rate of a scaffold biomaterial is usually
found through prolonged immersion of the biomaterial in a fluid that simulates body
fluid.

There are several techniques for producing porous biomaterials. Some methods are
better suited for drug delivery or for creating a low-density, stiff reinforcing structure
than for cell scaffold tissue engineering applications. One approach to creating pores
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within a material is to dissolve the polymer in a solvent and mix in particulate
materials that are stable in the solvent but can be dissolved later (porogens). The
solvent is allowed to evaporate, leaving a film of polymer containing porogens (like a
chocolate bar with nuts). The porogens are then dissolved by washing in a different
solvent, such as water, to form pores. This is known as solvent casting/particulate
leaching. Related to this technique is coascervation, in which the polymer is dissolved
in a solvent, the porogen is added, and then a nonsolvent for the polymer is added.
A polymer precipitate forms, entrapping the porogen particulates. The precipitate can
be collected and then compacted prior to removal of the porogen. After washing to
remove the porogen, a porous structure is revealed, as shown in the composite bone
crystal/polyhydroxybutyrate hydroxyvalerate (PHBHV) polymer of Figure 6.17.
Organic solvents are used with these procedures, which precludes the possibility of
adding pharmaceutical agents to the scaffold during fabrication. Also, the porogen
leaching step significantly increases the scaffold preparation time. This has led to the
development of other techniques such as gas foaming. In one variation of gas foaming,
solid disks of polymer are formed and then exposed to high pressure CO, for three
days. Pores are created when these gas-containing disks are suddenly returned to
atmospheric conditions. The gas forms bubbles of up to 100 pm, and porosities of up
to 93% can be obtained. Other methods for gas foaming include adding a foaming
agent that chemically produces a gas upon heating. The pores formed by the gas
foaming technique are often not interconnected, making cell seeding and cell migra-
tion within the foam difficult.

Phase separation/emulsification can also be used to fabricate porous polymer
scaffolds. In this technique, a polymer is dissolved in a solvent and then an immiscible

Figure 6.17 A composite biomaterial scaffold made of bone crystals and the resorbable polyhy-
droxybutyrate hydroxyvalerate (PHBHV) copolymer. The coascervation technique was used to precipi-
tate the polymer from solution to produce this scaffold. Dissolvable porogens were used to create the
large pores needed for bone repair applications.
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liquid (such as water) is added and mixed to form an emulsion. The polymer/water
mixture is cast into a mold, rapidly frozen and then freeze-dried, which is known as
lyophilization. The space that was water becomes a pore. Scaffolds with high porosity
(up to 95%) have been formed by this method, but the small pore sizes (13—-35 um) are
a drawback. Fiber bonding methods in which preformed fibers are layered or woven
and then hot melted or glued together by solvent exposure is another technique for
forming porous materials. The advantage is that the pore sizes are controllable
and interconnected. The drawback is that the pore channels are rectangular and
regular, unlike natural extracellular matrix structure. Furthermore, the use of high
temperatures and solvents prevents the incorporation of bioactive molecules during
processing.

Solid freeform fabrication is also used to make biomaterial scaffolds (in addition to
being used for rapid prototyping of automotive parts). Stereolithography utilizes a
focused laser that follows a pattern dictated by computer-assisted design drawing to
selectively cure only certain areas within a thin layer of liquid polymer. The depth of
the liquid is raised around the part being fabricated, and the laser is again sent on a
computer-assisted path to form the next layer of the component. This is repeated over
and over again to produce a complex three-dimensional shape. Similarly, a technique
known as 3-D printing can be used to create porous scaffolds or complex shapes layer
by layer, this time using a print head to deposit “glue” over computer-specified areas
of a powder bed. After all of the layers have been “printed,” the final part is picked up,
and the unbonded particles fall away, revealing the three-dimensional component.
Pieces of replacement bone have been made using these techniques with computer
assisted tomography (CAT) scans of x-ray images. The features of the scaffolds are
limited to 10-1000 um with these techniques which have been used to prepare
polymer and ceramic scaffolds.

6.6 SAFETY TESTING AND REGULATION OF BIOMATERIALS

6.6.1 Product Characterization

Ensuring product purity and identity is one of the first steps in developing a safe
product. There are extensive data documenting the safety of various biomaterials;
however, since processing methods may include additives and the final sterilization
step may alter the biomaterial, it is crucial to always verify the end product purity and
identity. The American Society for Testing and Materials (ASTM, www.astm.org) has
developed many standards that manufacturers of medical device products can use as
guidelines to evaluate product purity and identity, as well as safety. Under ASTM
specifications for metals used in medical devices, there are restrictions on the com-
position, microstructure, phase and grain size, inclusion size, defect size, and macro-
and microporosity to help ensure safety. There are ASTM standards for ceramic
materials that specify chemical composition, phase determination, grain size, and
impurities such as sintering aids, which may decrease fatigue resistance. New stan-
dards are being written by ASTM to help ensure quality and reliability of tissue
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engineering scaffold materials. In addition to specifying the correct tests and tech-
niques to determine the chemical identity of the tissue engineering scaffold materials,
standardized tests for measuring porosity and permeability have also been developed.
ASTM also has standards for dissolution testing, degradation testing, and stability
testing. ASTM standards are written through a consensus process and represent the
best available knowledge from a wide cross section of manufacturers, users, and
general interest groups.

There are many techniques for evaluating the composition and structure of bio-
materials. Unfortunately, no single technique is capable of providing all of the needed
information. Thorough characterization requires the use of multiple analytical
methods. For example, if the material is crystalline, x-ray diffraction can be used
for bulk product identification (typically, powdered samples are analyzed). The x-ray
beam is diffracted as it goes through the rows of atoms, and a detector measures the
reflected intensities as a function of angle from the surface. The intensities at various
angles provide a unique signature of the material structure and can be compared to
existing data files for product identification purposes.

Fourier transform infrared spectroscopy is a method that complements the struc-
tural information gained by x-ray diffraction by providing information about the
chemical groups found within the structure. The material does not need to be
crystalline and can be gas, liquid, or solid. The sample is exposed to infrared radi-
ation, and the molecular vibrations induced by the radiation are observed. Radiation
at frequencies matching the fundamental modes of vibration is absorbed, causing
oscillating dipoles perpendicular to the surface. These are detected as a function of
wavelength and provide a chemical “fingerprint” that can be compared to existing
databases to identify the material. Most characterization methods capable of identi-
fying an unknown substance involve bombarding the material with some type of
energy, quantitating the interaction with the material, and then searching a database
for similar results. Other techniques utilizing this basic procedure include secondary
ion mass spectroscopy (SIMS) and x-ray photoelectron spectroscopy (XPS), both of
which are well suited for identifying the surface chemistry of a biomaterial.

Scanning electron microscopy (SEM) is very useful for characterizing the two-
dimensional surface topography of a biomaterial. In SEM, a beam of high-energy
electrons is scanned across the sample, causing the material to emit secondary elec-
trons. The intensity of the secondary electrons primarily depends on the topography
of the surface. An image can be recreated by recording the intensity of the current
generated from the secondary electrons. The resolution of an SEM allows magnifica-
tions of up to 100,000x. When greater resolution of a material surface is needed,
atomic force microscopy (AFM) can be used. In AFM, an atomically sharp tip
attached to a cantilever is dragged across the surface of a material but actually does
not touch the material. The interactions of the atoms of the material being analyzed
with the tip cause either repulsion or attraction. The height adjustments or changes in
interatomic forces are recorded and used to construct images of the surface topog-
raphy. Under proper conditions, images showing individual atoms can be obtained.

Images in three dimensions can be obtained using computer-aided x-ray tomog-
raphy (micro-CT) or nuclear magnetic resonance (NMR) imaging. An image obtained
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Figure 6.18 The scaffold of Figure 6.17 imaged by computer-aided x-ray tomography (micro-CT).
(Courtesy of Douglas J. Adams, Ph.D., Micro-CT Facility, University of Connecticut Health Center.)

by micro-CT of a biodegradable porous scaffold is shown in Figure 6.18. In both
techniques, the samples are scanned in all directions, and then the image is created
mathematically by a merging of all the directional information. Solid or porosity
volume or volume fraction can be measured nondestructively. Direct measurement of
solid or pore characteristic dimensions (width, diameter, thickness) and spacing (or
period) of repeating structure can be made. In micro-CT, image contrast is achieved
via attenuation of X-radiation; thus, polymers (or other scaffold substrates) with
relatively higher attenuation coefficients will provide higher-contrast images and
improved computational segmentation of scaffolds versus the background. Commer-
cial desktop micro-CT instruments are available with a spatial resolution of approxi-
mately 5 pm.

6.6.2 Methods for Testing and Evaluating Safety and Biocompatibility

It has been emphasized repeatedly in this chapter that the body can affect the
biomaterial and the biomaterial can affect the body. Therefore, both of these aspects
must be investigated prior to biomaterial implantation in the human body. This is
known as biocompatibility and safety testing. Before initiating biocompatibility and
safety testing, the structure and chemistry of the material should be fully characterized
by a combination of techniques as described in Section 6.6.1. This is necessary to
confirm the purity and identity of the biomaterial and to ensure that no unintended
foreign substances have been introduced during the synthesis, manufacturing, and
sterilization procedures.
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Biocompatibility and safety tests include in vitro assays (using cells and tissues),
in vivo models (in animals), and, finally, human clinical trials. Several guidelines and
procedures have been developed by the standards organizations of the world [ASTM
and the International Standards Organization (ISO)] and federal regulatory agencies
(e.g., Food and Drug Administration). ASTM Standard F-748 and ISO 10993 provide
detailed methods for completing adequate safety and biocompatibility testing and are
followed by all implant and medical device manufacturers. The tests are separated
into various categories based on intended use. For example, there is a matrix of tests
appropriate for surface devices, external communicating devices, or implanted
devices. The recommended tests are further categorized based on contact duration
(short term, prolonged contact, permanent). The basic tests include cytotoxicity,
sensitization, irritation or intracutaneous reactivity, acute systemic toxicity, subacute
systemic toxicity, genotoxicity, implantation, hemocompatibility, chronic toxicity,
and carcinogenicity. The preferred test sample is the intact medical device that has
been processed and sterilized in the same manner as the medical device that will
be used in humans. However, it is not always practical to use the intact medical device
due to the constraints of the biological tests. Therefore, an extract of the leachable
components or the degradation components of the implant are often tested first in
the in vitro assays (cytotoxicity) and also in the preliminary iz vivo tests (sensitization
and both systemic toxicity tests). Completion of the preclinical tests described in F-
748 and ISO 10993 typically takes up to 2 years, even if a qualified and experienced
facility is conducting the testing.

Itis difficult to correlate in vitro testing to in vivo testing because the in vivo system is
much more complex and involves many more variables. Typically, cell culture assays are
more sensitive than in vivo tests; however, demonstration of cytotoxicity iz vitro may
not necessarily mean that the material cannot be used iz vivo. Both false negatives and
false positives can be obtained by cell culture testing; therefore, animal testing is a
required step in understanding safety and biocompatibility, and also for an initial
evaluation of the product’s performance and effectiveness. There are, however, vari-
ations in response to biomaterials and drugs among species of animals. The guinea pig
has been found to be the most sensitive animal for assessing delayed immune hypersen-
sitivity (the sensitization test). The rabbit has been found to be the most sensitive animal
model for detecting pyrogens iz vivo. Although animal testing does provide a useful
screen for restricting the implantation of most toxic components in humans, the final
and ultimate biocompatibility and safety testing occurs during human clinical trials. In
some cases, products that demonstrate efficacy in a mouse or dog model may not always
perform as well in humans, particularly in the case of a new drug. The effective dose
sometimes varies greatly between species, as well as between two humans. Therefore
dose escalation schemes are incorporated into biocompatibility and safety and efficacy
testing, and large numbers of patients must be used in clinical trials.

6.6.3 The Regulatory Process

Regulatory approval by the Food and Drug Administration (FDA) is required in the
United States prior to administering a new drug or biologic or implanting a new
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medical device in a human and also prior to marketing the new product. The FDA is
currently divided into six individual centers that regulate devices and radiological
health (CDRH), drugs (CDER), biologics (CBER), food and cosmetics, veterinary
medicine, and toxicology. An assessment must be made as to which mode of action—
drug, device, or biological—contributes the most to the therapeutic benefits of the
overall product. Based on this criterion, the FDA decides which center will take the
lead on the regulatory review. Each FDA center has different procedures and require-
ments that must be completed and met to gain FDA approval. Some products are a
combination of a biologic and a device or a drug and a device, and, therefore, FDA
requirements for two or more centers must be met before the product is granted
approval. Tissue-engineered medical products are examples of combination products.
Combination products are typically the most difficult to regulate and take the longest
to reach the market. Biomaterial scaffolds alone without cells or growth factors are
typically regulated by the FDA as a device and are under CDRH jurisdiction.

The regulatory procedures are sufficiently complicated that typically a specialist in
this area is hired to manage this aspect of new product development. However, it is
important to have some idea of product regulation early on, since it, along with good
research and development, is needed to bring a medical product to clinical success.
Toward that purpose, the procedures utilized by the CDRH branch of the FDA will
now be described.

The CDRH branch of the FDA utilizes classification of medical devices to assist
with determining the requirements for approval and the extent of regulatory control
(http://www.fda.gov/cdrh/devadvice/). Medical devices are placed into one of three
classes. Class I devices are those that have limited body contact and essentially pose no
significant risk. Class II devices require special controls and must usually meet some
performance standards to provide some assurance of safety. A device is placed in Class
III if there is insufficient information to determine that general or special controls are
sufficient to provide reasonable assurance of its safety and effectiveness. A new device
that is not substantially equivalent to a device on the market will automatically be
placed in Class III. Examples of Class I medical devices include dental floss, a tongue
depressor, a surgeon’s glove, and a clinical chemistry test system such as a pregnancy
test. Examples of Class II medical devices include a blood pressure cuff, an oxygen
mask, dental impression material, and an electrocardiograph. Examples of Class III
medical devices include a heart valve, an automated blood warming device, and a
silicone inflatable or gel-filled breast prosthesis. Classification is an important step of
the FDA approval process since it will determine the extent of the testing required
prior to use in humans and when the device can be sold.

At least 90 days prior to commercially distributing a new or substantially modified
device, a manufacturer must submit a premarket notification to the FDA. More than
99% of the applications received by CDRH are cleared for marketing through the
510(k) Premarket Notification process. The goal of this process is to demonstrate to
the FDA that the new device is substantially equivalent to an already approved
predicate device. This is accomplished through careful characterization by several
complementary methods that confirm the identity and purity of the substances
involved, followed by completion of an abbreviated form of the ASTM F-748 and/or
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ISO 10993 test protocols and adherence to quality system regulations. Quality system
regulations include compiling a Device Master Record and Design History File.
Together these two files contain documentation of the procurement process, the
manufacturing details, all testing results—including assay verification tests—and the
details of the design rationale and design verification testing.

If a device does not qualify for 510(k) approval, then a full premarket application
(PMA) must be submitted containing all the required information on the safety and
the effectiveness of the device as determined through preclinical and clinical testing.
There is a decision tree in ISO 10993 that helps define which biocompatibility and
safety testing is necessary based on length of contact with the body and/or blood.
Clinical trials are highly regulated so that human subjects are not exposed to signifi-
cant risks without their knowledge. Carefully documented and successfully completed
in vitro and in vivo animal safety testing is required at the time of application to begin
a clinical trial. Human clinical trials typically are divided into four phases: safety
testing, efficacy testing, blinded efficacy compared to a clinically acceptable alterna-
tive (these three take approximately 5 years to complete), and finally, post-market
surveillance (gathered from product use by the general public after FDA approval).
Prior to initiating a clinical trial, a manufacturer must obtain an investigational device
exemption (IDE) that includes all manufacturing and quality control procedures,
the plan for the clinical study, and the lists of the review boards that have
reviewed the proposed plan (see Chapter 2). The FDA has 30 days to approve or
disapprove the IDE. If the PMA application is considered complete, the FDA has 180
days to approve or disapprove the application. If approved, the product can be
marketed for human use for the purposes declared in the application, which are to
be described in the product labeling. Another FDA submission for review is required
prior to legally marketing the product for a new use (off-label use). For those
interested in further information on regulation by CDRH or any of the other FDA
centers, FDA guidance documents that cover all aspects of regulatory approval are
readily available online (www.fda.gov).

6.7 APPLICATION-SPECIFIC STRATEGIES FOR THE DESIGN AND SELECTION
OF BIOMATERIALS

6.7.1 Musculoskeletal Repair

The design and selection of the biomaterials components for an implant should be
based on restoring the biological function of the damaged or diseased tissue. The
principal function of musculoskeletal tissues is to provide a framework to support the
organs and to provide a means of locomotion. Bone, cartilage, tendons, ligaments,
and muscles are all part of the group of musculoskeletal tissues; however, they have
different functions and different biological properties. Each one must be considered
individually in terms of implant design and biomaterials selection. Bone is the only
tissue capable of undergoing spontaneous regeneration. It is constantly in a state of
remodeling, always optimizing its structure to best meet the needs of the body. This
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ongoing cellular activity is why astronauts rapidly lose bone mass during zero gravity
conditions. Unlike bone, cartilage is acellular and has a very limited capacity for
repair. Therefore, damage to cartilage is often permanent and often progressive.
Cartilage provides an articulating surface enabling low-friction movements between
opposing bone surfaces. Ligaments are not simply passive joint restraints; they also
provide electromechanical signals for joint stabilizing muscle contractions.

Replacement of damaged or diseased tissues or organs is best accomplished by
autograft or allograft donor tissue, but they have limited availability, and a biomimetic
synthetic substitute is the next best alternative. Biomimetic calcium phosphate mater-
ials (hydroxyapatite) have been shown clearly to enhance bone cell activity and are
either used alone or in combination with collagen or other polymers as bone graft
substitutes. Hydroxyapatite not only influences bone cell attachment, but it also
appears to control the differentiation of stem cells to bone forming cells. This is
particularly important for tissue engineering approaches that aim to not only restore
function, but also to restore the actual biological tissue. In tissue engineering product
development, materials selection is more complicated than it is in traditional ap-
proaches; typically, a biomaterial must have sufficient mechanical strength and
also have a surface chemistry conducive to cell attachment and proliferation,
must also perhaps serve as a drug delivery vehicle and release growth factors,
and must also resorb or biodegrade once the new tissue has been formed.

Autografting osteochondral tissue from a healthy portion of a joint to a cleared
defect is a current strategy for articular cartilage repair. Another approach involves
filling the bulk of the defect with cells that can facilitate the growth of appropriate
cartilage and/or bone tissue. This approach recently has been approved by the FDA
and utilizes chondrocytes from the patients themselves. The chondrocytes are har-
vested, are expanded i vitro, and then injected into a surgically created compartment
over the defect site. The cartilaginous tissue created by this process has been found
to degrade faster than cartilage formed during fetal development. Perhaps a vital
cell signaling message has been left out during this artificially stimulated biological
process.

Further research is being conducted to improve tissue-engineered cartilage recon-
struction. Chondrocytes or stem cells are being seeded on soft tissue scaffolds such as
collagen, fibrin, and polylactic acid and precultured in bioreactors containing exoge-
nous growth factors to form neocartilage. This approach may offer an improvement
over the cell-only approaches, mainly due to the use of a biomaterial scaffold. As an
example, a mixture of mesenchymal stem cells suspended in hyaluronan is being
developed for direct injection to a damaged knee meniscus. Similar to how hy-
droxyapatite stimulates differentiation of stem cells to bone cells and is well suited
for bony applications, hyaluronan (found in embryonic extracellular matrix) has a
chondroinductive and antiangiogenic potential and shows promise as a biomaterial
scaffold for cartilaginous tissues.

Biomimetic scaffold materials are clearly more than an inert structural support for
cells. When properly selected for the given application they provide a receptive
framework and lead to induction of a cell down a specific differentiation
pathway (Fig. 6.14). Since mechanical forces do play a role in most tissue function,
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it may also be that certain scaffolds are superior due to their biomimetic mechanical
properties.

Traditionally, the load-bearing requirements of long bone repair applications have
been accomplished by metallic biomaterials. Eventually, scientists and engineers will
learn how to engineer total joints and all of the tissues they comprise, but for now, the
best option is a total prosthesis that has femoral, tibial, and/or patellar components
made of traditional metals and polymers or ceramics (Figs. 6.5, 6.6, and 6.10). Based
on the trends of successful current research, most musculoskeletal injuries or defects
in the future will probably be treated at an earlier, smaller stage. Resorbable compos-
ites delivering cells and growth factors will probably become the material of choice
for not only bone, but also ligament and cartilage. The role of the traditional metallic
load-bearing material may be reduced in the future to serving as a cast or brace that
provides protection from biomechanical loading until the new tissue has fully regener-
ated internally.

6.7.2 Skin Regeneration

As the largest organ in human physiology, the skin plays a vital role in maintaining
homeostasis, providing immunity, and supporting sensory feedback. Not surprisingly,
wounding skin compromises its ability to maintain these critical functions and makes
dehydration and infection much more of a threat, burns being an extreme example of
the latter. Traditionally, medicine has used allogenic skin grafts as a primary means of
treatment for most skin injuries. Because of additional wounding that results from
skin grafts, considerable research has been devoted to the development of a skin
equivalent. In this context, biomaterials improve the capabilities of skin substitutes to
truly act as replacements for the original.

Macroscopically, skin is a dual-layer organ consisting of the dermis and epidermis,
the latter of which has its own secondary hierarchy (Fig. 6.19). The dermis, owing to
its collagen component, is mostly responsible for the structural integrity of the skin. In
addition, dermal cells, specifically fibroblasts, produce chemical factors that are
essential for the proper proliferation and differentiation of the epidermis. Between
the dermal and epidermal layers lies a well-defined basal lamina. A proteinaceous
extracellular layer, the basal lamina serves as the substrate upon which basal cells of
the epidermis adhere and proliferate. Indeed, one common way to evaluate artificial
skin is to assay for the presence of the basal lamina, as this would indicate dermal-
epidermal integration. Basal keratinocyte cells form the first layer adjacent to the basal
lamina. These cells undergo a program of proliferation and differentiation to form the
full epidermal layer. The differentiated forms of epidermal cells from inner- to
outermost include basal, spinous, and granular keratinocytes. The stratum corneum,
a highly cross-linked layer of packed keratinocytes, serves as the outermost barrier
and provides the ultimate protection against desiccation.

In the biomimetic tradition, it has been thought that effective skin substitutes
should mimic natural skin structure. In addition, well-designed skin substitutes should
possess the proper physical integrity to withstand the environment and, at the
same time, support the growth of cells. A schematic of artificial skin is shown in
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Figure 6.19 skin is a dual-layer organ consisting of the dermis and epidermis. The main cellular
components of the dermis are fibroblasts, and the main cellular components of the epidermis are the
keratinocytes that are at various stages of differentiation. (lllustration drawn by Venkatasu Seetharaman.)

Figure 6.20. Biomaterials, in addition to providing the proper substrates for cellular
growth, are excellent sources of mechanical strength. Collagen, a cross-linked poly-
mer, is found as the primary dermal component of most skin substitutes. When cross-
linked, collagen provides a mechanically sound matrix upon which to grow an
epidermal layer and can even be impregnated with fibroblasts to provide chemical
factors for proper epidermal differentiation and proliferation.

Type I bovine-derived collagen, typically used for most skin substitutes, is opti-
mized for physiological conditions by altering pH values and moisture content. Once
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Figure 6.20 A schematic of artificial skin illustrating the similarities to natural skin. (lllustration
drawn by Venkatasu Seetharaman.)
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prepared, the liquid solution is poured into a specimen plate and allowed to polymer-
ize, thereby taking on a more gel-like consistency. Polymerization shrinks the collagen
by way of cross-linking. Depending on how the collagen is prepared and the length of
polymerization, it is possible to control the gel consistency. It is important to note that
the collagen gel or sponge is quite permeable to most molecules and permits diffusion
of essential chemical factors. These can be provided to the epidermis by seeding the
collagen with dermal fibroblasts, essentially trapping them within the cross-linked
collagen structure. To complete the dual-layer skin substitute, epidermal keratino-
cytes are seeded on the dermis and allowed to differentiate into the proper epithelial
cellular arrangement. Other skin substitutes actually use a thin layer of silicone as a
functional epithelial barrier while the dermal layer integrates into the wound site.
A subsequent procedure replaces the silicone with an epidermal matrix, thus com-
pleting the skin. Both collagen and silicone are examples of how biomaterials can be
used to recreate the functionality of normal skin.

6.7.3 Cardiovascular Devices

The primary requirements for biomaterials used for blood-contacting circulatory
applications such as heart valves and blood vessel replacements or stents are resistance
to platelet and thrombus deposition, biomechanical strength and durability, and
biocompatibility and nontoxicity. These key requirements were identified by studying
the primary mode of action of the tissue to be replaced. For example, arteries consist
of three layers that perform various biological functions: the intima, media, and
adventitia. The intima is on the blood vessel interior and has a nonthrombogenic
surface—it prevents blood contact with the thrombogenic media tissue. The cells of
the intima produce a myriad of biomolecules, including growth factors, vasoactive
molecules, and adhesion molecules. The media or parenchymal tissue is the middle
muscular layer that provides the required strength while remaining viscoelastic. The
media layer is made up of multiple layers of aligned smooth muscle cells. The outer
adventitia layer acts as a stiff sheath that protects the smooth muscle media layer from
biomechanical overload or overdistention.

As with most tissues, autograft is the preferred biomaterial for vascular tissue
replacement. For example, one of the patient’s own veins can be harvested and
used to replace a clogged artery. Vein grafts have a failure rate as high as 20%
in one year. Since vein grafts from the patient are unavailable and unsuitable in
approximately 30% of all patients, synthetic graft materials have been developed.
The observation that the intact lining of blood vessels (intima) does not induce
coagulation has led scientists and engineers to produce more blood-compatible bio-
materials by mimicking certain properties of the endothelium. For example, very
smooth materials, surfaces with negative charges, and hydrophilic biomaterials are
now used with limited success in blood-contacting applications. Knitted Dacron®
(polyethylene terephthalate) and Gortex [polytetrafluoroethylene (PTFE)] vascular
grafts are commonly used. The use of synthetic grafts has resulted in reasonable degrees
of success (approximately 40% experience thrombosis at 6 months when synthetic
grafts are used to bypass arteries that are smaller than 6 mm in diameter). Improved
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vascular products have incorporated anticoagulants such as heparin on the blood-
contacting surfaces.

As discussed in the section on wound healing (Section 6.4.2), most biomaterials are
recognized by the body as foreign and lead to platelet deposition and thrombus or
coagulation (blood clot formation). This limits their use in blood-contacting applica-
tions. Therefore the tissue engineering approach of growing and implanting a living
multilayered cell construct holds great promise for cardiovascular applications. It is
only recently that the cell culture conditions and scaffold material selection that will
promote the smooth muscle cell alignment and tight endothelial cell packing of blood
vessels have been identified. A great deal of additional research must be completed
prior to commercial availability of a functional tissue-engineered artery. For example,
the mechanical burst strength of the highly cellular tissue-engineered arteries is not
yet sufficient to withstand what the heart can generate, although these artificial
arteries are nonthrombogenic.

Diseased human heart valves can currently be replaced with mechanical prostheses
(synthetic biomaterials) or bioprostheses (made of biological tissue). The two mech-
anical heart valves shown in Figure 6.21 have four essential components: an occluder
such as a disc or ball; a seating ring against which the occluder sits when the valve
is closed; a capture mechanism, such as a cage, that constrains the occluder when
the valve is open; and a sewing ring that permits attachment of the valve to the
heart. The occluder bounces back and forth from the seating ring to the capture
mechanism with each heartbeat. The more promptly it moves, the more efficient the
opening and closing. Thus, weight, or mass, of the occluder and wear resistance of the
occluder material are critical features. Early materials that were used included light-
weight plastics or hollow metal balls. Silicone rubber proved very effective as a ball.
The advent of low-profile disc valves for the mitral position set a new material
constraint, namely stiffness. Silicone rubber was too soft for the disc designs. Poly-
oxymethylene (POM) or poly acetal is stronger and stiffer than silicone rubber, and
therefore was used in early disc designs. However, it had a problem with wear.
The discs were supposed to be free to spin in the cage, so they could distribute wear
evenly around the edge of the disc. However, as the disc moved up and down in the
cage, wear tracks developed on the edge, preventing spinning and leading to the
development of deep wear tracks and valve failure. Due to its high fatigue strength
and wear resistance, pyrolytic carbon was selected as one of the prime materials for
the occluder.

FLOATING DISC TISSUE CAGED BALL

Figure 6.21 Three types of artificial valves that are used to replace diseased or malformed human
valves. The tissue valve generally contains valve leaflets from pigs; the other two types are composed
entirely of manufactured materials.
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The capture mechanism and seating ring required strength and stiffness to maintain
their shape. Furthermore, they had to be made of a material that could be sprung open
for insertion of the occluders. Metal has typically been used, either as machined parts
or as separate parts that are welded together. Early designs used the cobalt alloys due
to their strength and corrosion resistance. More recently, titanium alloys have been
used, due in part to their being lighter than cobalt alloys. Concerns of allergic
reactions to cobalt alloy cages have also been expressed over the years.

Both the occluder and containment system are in direct contact with blood.
Contact with foreign materials can cause blood to clot and can lead to platelet
attachment and clotting. If the design results in eddy flow or stagnation, the clotting
factors can accumulate and lead to thrombus formation. Therefore, both the material
selection and device design must consider problems of blood contact and blood flow.
Since these problems have not been solved, patients with mechanical heart valves
receive medication to reduce their tendency to form blood clots.

Biological heart valves resist thrombo-embolism much better than synthetic mater-
ials do; however, they are less durable. The valves are harvested from 7- to 12-month-
old pigs and preserved with gluteraldehyde fixation. The gluteraldehyde fixation
slowly leads to unwanted calcification of the biological valves and eventual failure.
Tissue engineering approaches are now being developed to synthesize living heart
valves, but durability remains a large concern. The muscle of the heart has never
withstood grafting; however, stem cells might be able to rebuild the damaged tissue
in situ. Recent results from experiments in which mesenchymal stem cells have been
injected directly into the ventricle wall have shown that the cells incorporate in the
heart muscle and initiate regeneration of damaged heart muscle. Who knows what
this will do to the life expectancy of future generations?

6.7.4 Drug Delivery

Biomaterials play an important role as delivery vehicles for pharmaceuticals and
biomolecules. The pharmaceutical industry has long made use of powdered biomater-
ials such as talc and calcium carbonate to form pills and tablets containing a drug. The
goal of drug delivery research is to prepare formulations that will result in sustained
active drug levels in the body, leading to improved drug efficacy. Controlled-release
formulations accomplish this by various techniques that involve conjugation of the
drug to a biomaterial. For example, by delivering basic fibroblast growth factor bound
to heparin, the blood circulation time (as measured by a half-life) is increased by a
factor of three. Conjugation to polyethylene glycol (PEG) is a well-established ap-
proach for in vivo protein stabilization.

Liposomal drug formulations also exhibit extended circulating half-lives after
intravenous injection. Liposomes are made from phospholipids that form hydropho-
bic and hydrophilic compartments within an aqueous environment. A unilamellar
liposome has spherical lipid bilayers that surround an aqueous core. Water soluble
drugs can be entrapped in the core and lipid soluble drugs can be dissolved in the
bilayer. The drug concentration in plasma over time is elevated three to ten times
when incorporated in liposomes.
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Polymers are widely used in drug delivery systems. Nondegradable hydrophobic
polymers (silicone elastomers) have been used most extensively as semipermeable
membranes around drug reservoirs. Alternative formulations involve mixtures of drug
and resorbable polymer that release drug when the polymer degrades (Fig. 6.22).
Increasing the loading of the protein or drug within the matrix increases the release
rate of the compound. As a rule of thumb, as the average molecular weight of the
polymer in the matrix increases, the rate of protein/drug release decreases. Polymer
microspheres can be formed around drug solutions, thereby encapsulating the drug as
another means of preparing a controlled-release formulation. Polymers that undergo
bulk erosion tend to have burst release rates as compared to polymers that
undergo surface erosion. The targeting of a drug to a particular cell type can be
accomplished by using cell-specific ligands. Microparticles that have been modified
with ligands do not diffuse uniformly throughout the body. Instead, the drug is
delivered directly to only certain cell types through a receptor-ligand interaction.
For example, liposomes have been prepared with folic acid ligands that are preferen-
tially taken up by cancer cells because cancer cells express more folate receptors than
do other cell types.

Direct injection of the drug into the targeted tissue is another means of obtaining
high local drug concentrations. Controlled release of the drug at the site is accom-
plished through conjugation of the drug to a biomaterial drug delivery vehicle. This is
particularly useful when the drug has toxic side effects that can be minimized by
exposing only the tissue of interest to high drug levels. With local drug delivery, the
toxic peak blood levels of drug are reduced, and there are sustained levels of active
drug over a longer time period, leading to better efficacy (Fig. 6.23). As an alternative
to direct injection, chemotherapy-carrying magnetic particles (magnetoliposomes)

Solid polymer

, Cell-targeting

surface

modification
Entrapped solid drug
Fibrous
b d Polymer
Polymer shell sponge

Encapsulated drug
solution

Drug within pore
spaces or drug within
polymer fibers

Figure 6.22 Polymers provide a versatile matrix for controlled release of drugs and biomolecules.
Pharmaceutical agents can be contained within microparticles, microcapsules, or porous polymer blocks
or conjugated to single chains of polymer. Drug targeting can be accomplished through the use of cell-
specific ligands.
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Figure 6.23 The primary advantage of local delivery is a reduction of the systemic blood levels of
the drug to below toxic levels. High local levels at the site of injection or implantation allow for increased
drug efficacy and reduced side effects. This technology is particularly applicable for chemotherapy drugs
and therapeutic hormones.

also have been developed. After systemic injection, the drug-loaded particles are then
localized to the cancer site by guidance with magnets.

Some drugs do not need to be solubilized to initiate biological activity. For example,
nerve growth factor is effective when immobilized on a surface. Even higher levels of
activity may be obtained after immobilization of a protein onto a surface due to
conformational changes that occur upon immobilization. The active portions of the
protein may be better exposed after immobilization. Alternatively, all biological activ-
ity may be lost after immobilization, so it is always necessary to conduct separate tests
to confirm drug activity after immobilization or conjugation to a biomaterial surface.

Collagen is commonly used for the delivery of bone growth factors. The protein
growth factors are typically not covalently immobilized on the collagen surface, leading
to rapid release. Hydroxyapatite materials also are used for delivery of bone growth
factors. The drug or protein often attaches quite strongly to the hydroxyapatite surface
and release is greatly delayed as compared to a collagen drug delivery vehicle.
Depending on the drug and its mode of action, longer release times may or may not be
desired.

Rather than attempting to design a controlled-release drug delivery vehicle with
the perfect release profile, drug delivery chips that can be programmed to open up
drug compartments by an external signal are being developed. The ultimate smart
drug delivery vehicle is the cell. Unlike a passive drug delivery device that acts
independently, cells produce cytokines, growth factors, and extracellular matrix
materials based on the signals from the i vivo environment. Attempts are being
made to exploit this with the implantation of encapsulated xenograft pancreatic
islet cells. Pancreatic islet cells produce insulin in response to the circulating blood
levels. The xenograft cells need to be encapsulated within a biomaterial (typically
alginate) to evade immune surveillance activity that can be toxic to the cells. Current
research in this area is focused on varying the properties of the alginate to maintain
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sufficient permeability to keep the cells vital, yet protected from immune cell toxins,
while still allowing diffusion of insulin out of the device—a tall order for one material.
Materials selection for medical devices will always involve this type of balancing act
between properties.

EXERCISES

1.

2.

10.
11.

List and briefly describe the five basic categories of biomaterials described
in this chapter.

Describe which type of biomaterial you would select for the construction of
the following implantable devices. Explain which properties will be im-
portant and why. More than one material can be used in the same device.
a. Skin substitute

b. Guidance tube for nerve regeneration

c. Hip replacement stem

d. Dental braces

e. Urinary catheter

f. Tissue-engineered bone

List three biomaterials commonly used for the following applications: (a)
sutures, (b) heart valves, (c) endosseous dental root implants, (d) contact
lenses, and (e) hip prosthesis. Provide the specific chemical name.

When selecting a biomaterial to be used as an orthopedic implant, what are
some of the properties or characteristics of the material that should be
considered?

What would happen to the mechanical functionality of bone if the carbon-
ated apatite crystals were not discontinuous or discrete and instead were
long fibers similar to a fiber composite? The modulus of bone mineral is
114-130 GPa. The modulus of cortical (normal) bone is 19-20 GPa.
Discuss three advantages and three disadvantages of natural biomaterials for
medical devices. What is the most commonly used natural biomaterial? List
three medical applications of the most commonly used natural material.
The type of implant—tissue response that occurs at the site of implantation
is a major predictor for the success and stability of the device. List four
types of implant—tissue responses that can occur, beginning with what
happens if the material is toxic.

What is the purpose of a suture? What are some of the important properties
that must be considered when selecting a biomaterial for use as a suture?
List four biomaterials that are commonly used for sutures.

Define calcification. What type of application is at the most risk for failure
due to biomaterial calcification?

What is a bioactive material? What is a biomimetic material?

In the past, an implanted biomaterial was considered biocompatible if it
became encapsulated with fibrous tissue and did not elicit a further re-
sponse from the host. Why has this definition of biocompatibility changed?
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12. If a protein is attached to a biomaterial surface, specifically a growth factor
in order to attract cells once implanted, why would it be important to know
the structure of the protein? Think about how a growth factor would work
to attract the cell to the surface and how these proteins could be anchored
to the surface so that this functionality is not compromised.

13. Many cell types can be found adjacent to a biomaterial implant. What type
of cells would you expect to find depositing bone adjacent to an orthopedic
implant? What type of cells would you expect to find clearing the site of
biomaterial debris?

14. There is a well-defined wound healing response following the implantation
of a biomaterial. Briefly describe the four phases of wound healing.

15. You have recently designed a new implantable biomaterial and have con-
ducted an in vivo implantation study. Subsequent extraction of the sample
reveals a thin, fibrous capsule surrounding your material. What does this
experiment reveal regarding the biocompatibility of this device, specifically
regarding the inflammation response?

16. Is the growth of a fibrous tissue layer around an implanted material a
positive aspect in all applications? Why or why not? In what applications
is a fibrous tissue layer not desired?

17. Describe two methods for making a biomaterial porous.

18. What biomimetic polymer appears to be particularly well suited for the
differentiation of cartilage cells and why?

19. What biomaterial leads to direct bone bonding without an intervening
fibrous tissue layer?

20. Describe a way in which a drug-carrying microparticle or nanoparticle can
be modified to make it targeted to a specific cell type.

21. Classify the following biomedical devices according to the FDA definitions
(www.fda.gov) for Class L, II, and III devices: (a) intraocular lens, (b) heart
valve, (c) preformed tooth crown, (d) oxygen mask, (e) stethoscope,
(f) dental amalgam.
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At the conclusion of this chapter, the reader will be able to:

= Understand the growing area of cellular therapies.

m Describe the three general categories of extracorporeal bioreactors.
= Understand the cellular dynamics underlying tissue function.

= Qualitatively describe the importance of stem cells in tissue function.
= Quantitatively describe cellular fate processes.

m Analytically describe mass transfer in three different configurations.

m Understand the parameters that characterize the tissue environment and how to
approach mimicking them in vitro.

m Describe the issues fundamental to scale-up.

m Define functional tissue engineering and how the “-omics’’ sciences is driving this newly
created research area.

m Discuss many of the issues encountered when implementing cellular therapies or
bioartificial organs to patients.

7.1 WHAT IS TISSUE ENGINEERING?

Tissue engineering is a biomedical engineering discipline integrating biology with
engineering to create tissues or cellular products outside the body (ex vivo) or to
make use of gained knowledge to better manage the repair of tissues within the body
(in vivo). This discipline requires understanding of diverse biological fields, including
cell and molecular biology, physiology and systems integration, stem cell proliferation
and differentiation with lineage attributes, extracellular matrix chemistry and com-
pounds, and endocrinology. It also requires knowledge of many engineering fields,
including biochemical and mechanical engineering, polymer sciences, bioreactor
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design and application, mass transfer analysis of gas and liquid metabolites, and
biomaterials. Translation of tissue engineering constructs to clinical applications
will involve other scientific disciplines so that novel engineered tissues will be easily
accepted and used by clinicians. The combination of these sciences has spawned the
field of regenerative medicine which has, at present, two strategic clinical goals:
(1) cell therapies for the repair of damaged tissues, involving injection or engraftment
of cells or cellular suspensions—sometimes in combination with scaffolding material,
or (2) establishment of tissue ex vivo for use as grafts or extracorporeal organs to assist
or supplement ailing i1 vivo organs. Clinical trials with cell therapies or extracorpo-
real organs are underway for cartilage, bone, skin, neural, and liver tissues—and are
projected as repair mechanisms for many other tissues within the coming years. Both
scientific and economic issues will define the success of these future therapeutic
modalities.

7.1.1 Challenges Facing the Tissue Engineer

Some of the fundamental scaling challenges that face the tissue engineer in the
implementation of cell therapies or creation of grafts and bioartificial organs are
shown in Figure 7.1. In these bioartificial structures, the tissue compartments must
be scaled to mimic nutrient transport existent within natural capillary beds found in
the body. Generally, these i vivo beds are composed of 100 um thick tissue slabs
sandwiched by vasculature. Thus, the microenvironment of ex vivo bioartificial
devices must also maintain these limitations in order to provide appropriate concen-
trations of nutrients to tissue cultures. Once this ex vivo capillary scaling is achieved,
then more advanced engineered devices must be designed in order to support larger
cell masses. One such design is a bioreactor that maintains appropriate radial scaling
parameters while longitudinally extending the cellular space. In Figure 7.1, this
bioreactor is illustrated as a 10 cm longitudinal design. Additionally, for automated
cell cultures and manufactured devices, the scaling up (or down for individual
cell analysis) must maintain correct proportions of nutrient and biomass interactions;
therefore, based upon need, distinctive scaling parameters are necessary for
unique applications. Some of these applications are disussed with a few examples
below:

1. The reconstitution of physical (mass transfer) and biological (soluble and insol-
uble signals) microenvironments for the development of tissue function

2. To overcome scale-up problems in order to generate cellular microenviron-
ments that are clinically meaningful

3. The system automation to perform on clinically meaningful scales

4. The implementation of devices in clinical settings, with cell handling and
preservation procedures that are required for cell therapies

The primary focus of this chapter concentrates on items 1 and 2, although some of the
challenges faced with items 3 and 4 are discussed in Section 7.4. For an overall
understanding, items 1 and 2 are further illustrated in Figure 7.2 from the viewpoints
of “every cell in the body.”
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At the center of Figure 7.2 is a cell. The diagram represents the environment that
influences every cell in the body. First, there are the chemical components of the
microenvironment: the extracellular matrix, hormones, cyto/chemokines, nutrients,
and gases. Physically, it is characterized by its geometry, the dynamics of respiration,
and the removal of metabolic by-products. From these characterized observations,
expanded details of each component will be discussed such that biological under-
standings precede the physical considerations. Finally, both biological and physical
environments are combined to help integrate research and clinical activities for the
future development of tissue engineered products.
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7.1.2 Cellular Therapies, Grafts, and Extracorporeal Bioartificial
Organs

The development of cell therapies initially arises from advancing knowledge within the
cell and molecular biology science domains. Transferring these developments into the
clinical arena becomes a design challenge that requires organized culture control and
exploitation of cell metabolites. In this way, many scientific fields, such as bioengi-
neering, biochemical engineering, and biomaterial sciences, are all needed for the
implementation of cell therapies. However, current challenges revolve around the
design of tissues and tissue-like conditions so that sufficient numbers of cells can be
isolated and grown for clinical and commercial programs. For an historical compari-
son, the discovery of penicillin alone was not enough to affect the delivery of health
care. Mass production methods of clinical grade material had to be developed. The
development of large-scale production of antibiotics arguably represents the most
significant contribution of engineering to the delivery of health care. In a similar
fashion, the development of industrial scale methods for isolation, expansion, and
cryopreservation of human cells will enable routine uses for cell therapies. To meet
these clinical needs, tissue engineering is focused on the manipulation and design of
human tissues.

Several basic issues of cell biology need to be understood and quantitatively
characterized. These include the key cellular processes of cell differentiation, hyper-
plastic and hypertrophic growth, migration (motion), and death (necrosis or apop-
tosis) that are aspects of tissue function. Basic information about stem cell and
maturational lineage biology, and the role of determined stem cells in organ function,
genesis, and repair will be presented. Tissues are comprised of multiple cell types that
are interacting dynamically with each other. Therefore, tissue-specific functions are
observed only with co-cultures of those multiple cell types or with cultures of a
particular cell type in combination with the signals from the others. Those signals
include insoluble factors in the extracellular matrix; signals from direct cell-cell
contact; and soluble signals from autocrine, paracrine, and endocrine interactions.

Many bioengineering challenges must be met. For example, bioengineering con-
siderations in cell therapies include injection needle design and procedure protocols.
For this application, needles must be optimized to reduce shear stress on cell mem-
branes. Nutrient mass transfer must be analyzed to determine adequate cell aggregate
sizes for sustained viable tissues. Engraftment techniques and seed site selections must
be established, so that cells will prosper and assist in system homeostasis. Detrimental
events such as the formation of emboli need to be prevented. For device consider-
ation—such as bioreactors—the function, choice, manufacturing, and treatment of
biomaterials for cell growth and device construction are important. Fluid mechanics
and mass transfer play important roles in normal tissue function and therefore
become critical issues in ex vivo cellular device designs. Systems analysis of metabo-
lism, cell-cell communication, and other cellular processes play key roles in replicating
normalcy and defining bioartificial organ specifications. A properly designed ex vivo
culture system must balance appropriately the rates of biological and physico-
chemical attributes for suitable tissue functions. By mathematically integrating this
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balancing effect, dimensionless computation groups can be formulated that describe
characteristic ratios of time constants. In this way, new dimensionless values will
evolve to include ratios of “physical times” with “biological times.”

The implementation of cell therapies and grafts in the clinic requires the recogni-
tion and resolution of several difficult issues. These include tissue harvest, cell
processing and isolation, safety testing, cell activation/differentiation, assay and
medium development, storage and stability, and quality assurance and quality control
issues. These challenges will be described, but not analyzed in detail. Manufacturing
of cell therapy products are and will continue to be fundamentally challenging.

7.1.3 Human Cells and Grafts as Therapeutic Agents

Cell therapies use human cells as therapeutic agents to alleviate a pathological condi-
tion. It is important to note that cell therapies are not new. One existing type of cell
therapy is blood transfusion, which has been practiced for decades with great thera-
peutic success and benefit. This therapy uses red blood cells (RBCs) as the transplant
product into anemic patients, such that RBCs help restore adequate oxygen transport.
Similarly, platelets have been transfused successfully into patients who have blood
clotting problems. Bone marrow transplantation (BMT) has been practiced for almost
two decades with tens of thousands of cancer patients undergoing high-dose chemo-
and radiotherapies followed by a BMT. More recently, transplantation of hemato-
poietic stem cells is occurring with increasing frequency to correct hematological
disorders. These are all applications of cell therapies associated with blood cells and
blood cell generation, or hematopoiesis (Greek hemato, meaning “blood”, and poiesis,
meaning “‘generation of”’). In this way, numerous patients are currently receiving
therapeutic benefit from cellular therapies. Transplants can be xenogeneic (donor
and recipient are members of different species), allogeneic (donor and recipient are
members of the same species but are not genetically identical), or syngeneic (donor and
recipient are genetically identical, e.g., identical twins). Syngeneic transplants
include autologous transplants (cells from a patient being isolated and given back to
the same person). Historically, the issues relevant to allogeneic transplants are well
known and apply to almost all forms of organ transplantation. However, with the
advent of cell culture and advancing cell manipulation procedures, autologous trans-
plantation is becoming more common. There are, in addition, attempts underway
in several laboratories to make “universal donor” cell sources and cell lines. Such
cell sources should have minimal or no immunogenicity problems (analogy: type
O, Rh™ blood).

The ability to reconstitute tissues ex vivo—a form of tissue engineering—and
produce cells in clinically meaningful numbers has a wide spectrum of applications.
Table 7.1 summarizes the supply-and-demand incidence of organ and tissue deficien-
cies versus the number of procedures performed annually in the United States.
Although the number of procedures is limited, the overall cost of these procedures
was still estimated at a staggering $400 billion per year. The potential socioeconomic
impact of cellular therapies is therefore substantial. By effectively decreasing these
costs, extensive research to improve patient treatments will become monetarily
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TABLE 7.1 Incidence of Organ and Tissue Deficiencies, or the Number of
Surgical Procedures Related to These Deficiencies in the United States”

Indicator Procedure or Patients per Year
Skin
Burns” 2,150,000
Pressure sores 150,000
Venous stasis ulcers 500,000
Diabetic ulcers 600,000
Neuromuscular disorders 200,000
Spinal cord and nerves 40,000
Bone
Joint replacement 558,200
Bone graft 275,000
Internal fixation 480,000
Facial reconstruction 30,000
Cartilage
Patella resurfacing 216,000
Chondromalacia patellae 103,400
Meniscal repair 250,000
Arthritis (knee) 149,900
Arthritis (hip) 219,300
Fingers and small joints 179,000
Osteochondritis dissecans 14,500
Tendon repair 33,000
Ligament repair 90,000
Blood Vessels
Heart 754,000
Large and small vessels 606,000
Liver
Metabolic disorders 5,000
Liver cirrhosis 175,000
Liver cancer 25,000
Pancreas (diabetes) 728,000
Intestine 100,000
Kidney 600,000
Bladder 57,200
Ureter 30,000
Urethra 51,900
Hernia 290,000
Breast 261,000
Blood Transfusions 18,000,000
Dental 10,000,000

“From Langer and Vacanti (1993).
bApproximately 150,000 of these individuals are hospitalized and 10,000 die annually.

obtainable. In this way, new medical products will greatly improve the quality of life

for ailing individuals and reestablish their productivity as citizens within society.
The concept of directly engineering tissues was pioneered by Y.C. Fung in 1985.

The first symposium on the subject was organized by Richard Skalak and Fred Fox in
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1988, and since then the field of tissue engineering has grown significantly. Numerous
articles have appeared, and the journal, Tissue Engineering, is now being published.
Cutting-edge cell therapies include various forms of immunotherapies, chondrocytes
for cartilage repair, liver and kidney cells for extracorporeal support devices, B-islet
cells for diabetes, skin cells for patients with ulcers or burns, and genetically modified
myocytes for treatment of muscular dystrophy. In addition, cell therapies include
tissue engineered grafts to replace damaged or defective tissues such as blood vessels,
ureters and urethras, and other tissues. The challenges faced with each tissue are
different. A few examples are provided in the following sections for illustrative
purposes.

Bone Marrow Transplantation (BMT)

Bone marrow is the body’s most prolific organ. It produces on the order of 400 billion
myeloid cells daily, all of which originate from a small number of pluripotent stem
cells (Fig. 7.3). The bone marrow is comprised of 500 to 1000 billion cells
and regenerates itself every 2 to 3 days, which represents normal hematopoietic
function. Individuals under hematopoietic stress, such as systemic infection or
sickle-cell anemia, will have blood cell production rates that exceed the basal level.
The prolific nature of bone marrow cells makes it especially susceptible to damage
from radio- and chemotherapies. Bone marrow damage limits the extent of these
therapies, and some regimens are fully myoablative. Without any hematopoietic
support, patients who receive myoablative dose regimens will die due to hematopoi-
etic failure.

BMT was developed to overcome this problem. In an autologous setting, the bone
marrow is harvested from the patient prior to radio- and chemotherapies. It is
cryopreserved during the time period that the patient undergoes treatment. After
chemotherapeutic drug application and a few half-lives have passed, the bone marrow
is rapidly thawed and returned to the patient. The bone marrow cells are simply put
into circulation, and the bone marrow stem cells “home” to the marrow cavity and
reconstitute bone marrow function. In other words, the hematopoietic tissue is rebuilt
in vivo by these cells. This process takes several weeks to complete, during which time
the patient is immuno-compromised.

Autologous BMT as a form of cellular therapy simply involves removing the cells
from the patient and storing them temporarily outside the patient’s body. There are
several advantages to growing the harvested cells as newer therapies and treatments
are being developed based on ex vivo culture of hematopoietic cells. Indeed, newer
methods to harvest bone marrow stem cells have been developed. These methods rely
on using cytokines or cytotoxic agents to ‘“‘mobilize” the stem cells into circulation.
The hematopoietic stem and progenitor cells are then collected from the circulation
using leukopheresis.

Myoablative regimens are used in allogeneic settings. In the case of leukemia, this
not only removes the bone marrow but also, it is hoped, the disease. The donor’s cells
are “home to” the marrow and repopulate the bone cavity, just as in the autologous
setting. The primary difficulty with allogeneic transplants is high mortality (10 to
15%) primarily due to graft-versus-host disease, in which the transplanted cells
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Figure 7.3 Hematopoietic cell production. The production fluxes through the lineages can be
estimated based on the known steady-state concentration of cells in circulation, the total volume of
blood, and the half-lives of the cells. Note that the 400 billion cells produced per day arise from a small
number of stem cells (from Koller and Palsson, 1993).

recognize the recipient’s tissues as foreign. Overcoming this rejection problem would
significantly advance the use of allogeneic transplantation.

BMT is a well-developed and accepted cellular therapy for a number of indications,
including allogeneic transplants for diseases such as leukemia, and autologous trans-
plants for diseases such as lymphoma and breast and testicular cancer. Significant
growth has occurred in the use of BMT since the mid-1980s, and approximately
20,000 patients were treated worldwide in 1995 (about evenly split between auto-
logous and allogeneic transplants).

Skin and Vascular Grafts

Skin is the body’s third most prolific tissue. It basically consists of two layers: (1) the
dermis, the main cellular components of which are stroma or fibroblasts, and (2) the
epidermis, the main cellular components of which are epidermal cells that are at
various stages of differentiation into keratinocytes (see Fig. 7.4). Both cell types grow
very well in culture, and ex vivo cultivation is not the limiting factor with this
tissue. Interestingly, transplanted dermal fibroblasts have proven to be surprisingly
nonimmunogenic.
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Figure 7.4 The cellular arrangement and differentiation in skin. The cross section of skin and the
cellular arrangement in the epidermis and the differentiation stages that the cells undergo (from Alberts
et al., 1994).

This transplant technology is easily applied to victims of burns and patients with
diabetic ulcers who have severe problems with skin healing. To treat these problems,
skin can be cultured ex vivo and applied to the affected areas. Technologically, this cell
therapy is relatively well developed. However, several commercial concerns exist,
such as how to “make available” and ““utilize” human skin equivalents for clinical
purposes. Figure 7.5 shows an expansion bioreactor for creating skin grafts from
human foreskins developed by Advanced Tissue Sciences. The bioreactor is con-
structed with one mechanical hinge and two ports for constant “bleed-feed” flow
(left panel). The graft products—which are similar to autologous skin grafts without
hair follicles—are easily removed from the bioreactor by the clinician (shown in the
right panel). A main limitation in the use of these products is cost. Due to U.S. Food
and Drug Agency (FDA) requirements, the cost per single foreskin was exorbitant,
and large surface areas (~4000 m?) are required for expansion. Additionally, the cost
for FDA-approved media components are costly and require lengthy recordkeeping
for each utilized component. Therefore, the profit margin is meager and a single
contamination of a foreskin culture would result in a million dollar loss. Even so,
vascular grafts have been generated using mesenchymal stem cells grown on bio-
degradable tubes. Initial basic research studies are now awaiting the clinic.
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Figure 7.5 Advanced Tissue Sciences bioreactor for culture of their skin product, Trancyte®,
derived from human foreskins.

Pancreatic B-Islet Cells

In insulin-dependent diabetics, the pancreas has lost its ability to produce and secrete
insulin. Pancreases from cadaveric donors can be used as sources of islets of Langer-
hans, which contain the insulin-secreting B-islet cells. These cells can be injected into
the portal vein leading to the liver. The islets then lodge in the liver and secrete life-
sustaining insulin. Unfortunately, at present it is not possible to grow B-islet cells in
culture without them losing their essential properties, and thus this procedure is
constrained by the severely limited supply of tissue. This form of cellular therapy is
an allogeneic transplantation procedure, and the duration of the graft can be pro-
longed by immunosuppressing the recipient.

The immune rejection problem is an important concern in cellular therapies and is
treated in a separate section below. However, ways to overcome rejection include the
physical separation of the donor’s cells from the immune system by a method that
allows exchange between the graft and the host across a semipermeable membrane
(Fig. 7.6).

Cartilage and Chondrocytes

Cartilage is an unusual tissue. It is avascular, alymphatic, and aneural. It consists
mostly of extracellular matrix in which chondrocytes are dispersed at low densities—
on the order of (1 million)/cc. This low value is compared against cell densities of a
(few hundred million cells)/cc found in most tissues. Chondrocytes can be cultured
ex vivo to increase their cell numbers by approximately 10-fold. Using this technique,
deep cartilage defects in the knee can be treated by autologous cell transplantation. In
this case, a biopsy is collected from the patient’s knee outside the affected area
(Fig. 7.7). The chondrocytes are liberated from the matrix by an enzymatic treatment
and allowed to grow in a two-stage cell culture process. The cells are then harvested
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Figure 7.6 Encapsulation of islets in semiporous plastic is one promising way to protect them from
attack by the immune system (from Lacey, 1995).
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Figure 7.7 Diagram of chondrocyte transplantation in the right femoral condyle (from Brittberg,
1994).
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from the culture and introduced into the affected area in the knee joint. The trans-
planted chondrocytes are able to heal the defect. This procedure is relatively simple in
principle, but still has challenges in clinical implementation. Numerous patients are
afflicted with knee problems that effectively leave them immobile. Over 200,000
patients are candidates for this type of cellular therapy annually in the United States
alone.

Clinical Trials for Liver, Neuronal, and Cardiovascular Stem Cell
Therapy

Other forms of cell therapies that are still under development include liver stem cell
therapies, neuronal cell therapies, and cardiovascular cell therapies, for which many
are in clinical trials and are on the verge of completion. However, implantation
efficiency is still a problem. If enough cells implant, they will grow and function to
some extent. Various stem cell populations are being used, from adult stem cells
derived from cadaveric livers (Vesta Inc.) to human neuronal stem cell populations
(Stem Cell Inc.). Still other companies use transformed cell lines and even embryonic
stem cells. It is clear that bioengineering new implantation hardware or designing
mass transfer computational models for predictive analysis would be of great help for
clinical study success. But at present, this is not a conventional procedure required by
FDA. Typically, existing technologies are being used and little modeling of mass
transfer has been performed. Questions such as, “What maximum cell aggregate
diameters are necessary for adequate tissue function and sustained cell viability?” or
“What optimum infusion rates are necessary for cell therapy to be effective in
patients?” must be answered.

7.1.4 Mechanisms Governing Tissues

Normal tissue functions define the engineering specifications and, therefore, the laws
of nature are used as a guide for management of cells to generate tissues. Two dynamic
sets of mechanisms govern tissues: (1) the relationship between epithelium and
mesenchymal cells and (2) stem cell and maturational lineage biology.

Once the mechanisms underlying tissue processes are understood, one can focus on
issues of relevance to engineering. The smallest physiological unit defines the mass
transfer dimensions, whereas the number of cells required to replace the physiological
functions defines the overall dimension of an engineered product. These numbers help
set overall goals of the clinical device or engineered tissue.

The Epithelial-Mesenchymal Relationship

The most fundamental paradigm defining tissues is the epithelial-mesenchymal rela-
tionship consisting of a layer of epithelia bound onto a layer of mesenchymal cells
(stroma, endothelia, smooth muscle cells) (Fig. 7.8). Normal epithelial cells require a
constant relationship with an appropriate mesenchymal partner or with matrix and
soluble signals mimicking that relationship. Signaling between and within the two cell
layers coordinates local cell activities and is affected by soluble signals (autocrine,
paracine, and endocrine factors) working synergistically with extracellular matrix
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Epithelial - Mesenchymal Relationship

Figure 7.8 Epithelial-mesenchymal relationship.

(ECM), where the ECM is an insoluble complex of proteins and carbohydrates found
outside of the cells.

The Soluble Signals

There are three categories of soluble signals:

Autocrine factors: Factors produced by cells and active on the same cell

Paracrine factors: Factors produced by cells and active on their neighbors
Endocrine or systemic factors: Factors produced by cells at a distance from the
target cells and carried through the blood or lymphatic fluid to the target cells

There are multiple, large families of factors that operate as autocrine or paracrine
signals. All of them can act as mitogens (i.e., elicit growth responses from cells) or can
drive differentiation (i.e., induce expression of specialized tissue-specific functions)
depending on the chemistry of the extracellular matrix associated with the cells.
Some of the most well studied of these factors include the insulin-like growth factors
(IGFs), epidermal growth factors (EGFs), fibroblast growth factors (FGFs), colony
stimulating factors (CSFs), platelet derived growth factors (PDGFs), tumor growth
factors (TGFs), and cytokines such as interleukins. Do not be confused by the fact
that most are called “growth factors;” this is due to the fact that all were identified
initially by assays in which the scientists were looking for a growth response in some
type of cell.
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The Extracellular Matrix

The ECM is found on the lateral and basal surfaces of cells. The lateral extracellular
matrix is found on the lateral borders of coupled homotypic cells (e.g., epithelia to
epithelia). The basal extracellular matrix is present between heterotypic cell types
(e.g., epithelial cells to mesenchymal cells) and is referred to also as the basement
membrane. The extracellular matrix may contain up to 1/2 of the proteins in the body.
Indeed, one component of the extracellular matrix—the collagens—consists of more
than 25 different families of molecules and accounts for 1/3 of the body’s proteins.
For many years, the extracellular matrix was thought to play an entirely mechanical
role, binding together cells in specific arrays. Over the last 20 years, it has been found
that the extracellular matrix is a major signaling system, one that is in a solid state
form and that confers chronic or persistent signaling mechanisms. Two of the primary
components of the lateral extracellular matrix are: (1) cell adhesion molecules
(CAMs) that are age- and tissue-specific, and (2) proteoglycans—molecules contain-
ing a protein core to which are attached polymers of sulfated (negatively charged)
sugars called glycosaminoglycans (e.g., heparan sulfates, heparins, chrondroitin sul-
fates, or dermatan sulfates). The basal ECM consists of basal adhesion molecules (e.g.,
laminins or fibronectins) that bind the cells via matrix receptors (integrins) to one or
more types of collagen scaffoldings. The collagens of one cell layer are cross-linked to
those of the adjacent cell layer to provide stable coupling between the layers of cells.
In addition, proteoglycans are bound to the basal adhesion molecules, to the colla-
gens, and/or to the basal cell surface.

The lateral and basal ECM components provide direct signaling to cells in the form
of chronic or persistent signaling. Indirectly, the components also facilitate signaling

by:

1. Stabilizing cells in appropriate configurations of ion channels, receptors, anti-
gens, etc.

2. Influencing intracellular pathways

3. Inducing appropriate cell shapes (flattened or three-dimensional)

These reactions enable the cells to respond rapidly to soluble signals which can derive
from local or distance sources. The soluble factors act by binding to high-affinity
molecules called receptors, which can be on the cell surface or be intracellular. When
the signal binds to its receptor, a signal transduction response is triggered.

Cell Numbers In Vivo and Orders of Magnitude

The cell densities in human tissues are on the order of 1-3 billion cells/ml. The volume
of a 70 kg human is about 70,000 ml. Therefore, the human body consists of about
100 trillion (trillion = 10'2) cells. A typical organ is about 100 to 500 mls in size and,
therefore an organ contains about 100 to 1,500 billion (10%) cells. Organs are
comprised of functional subunits, as illustrated in Section 7.4. Their typical linear
dimensions are approximately 100 um. The cell number in a cube that is 100 pm on
each side is estimated to be about 500 to 1000. These cell numbers are summarized in
Table 7.2.
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TABLE 7.2 Cell Numbers in Tissue Biology and Tissue Engineering: Orders of

Magnitude

Cell numbers in vivo
Whole body 104
Human organ 10°—-10"
Functional subunit 102-103

Cell production in vivo
Theoretical maximum from a single cell 230-50 < 1015
(Hayflick limit)
Myeloid blood cells produced over a lifetime 101
Small intestine epithelial cells produced over a 5 x 10
lifetime

Cell production ex vivo
Requirements for a typical cellular therapy 107 —-10°

Expansion potential” of human tissues
Hematopoietic cells

Mononuclear cells 10-fold

CD34 enriched 100-fold

Two or three antigen enrichment 10°- to 107-fold
T cells 103- to 10*-fold
Chondrocytes 10- to 20-fold
Muscle, dermal fibroblasts >10°-fold

“Expansion potential refers to the number of cells that can be generated from a single cell in culture.

Therefore, a typical organ will have a few hundred million functional subunits.
This number will be decided by the capability of each subunit and the overall
physiological need for its particular function. For example, the number of nephrons
in the kidney is determined by the maximal clearance need of toxic by-products and
the clearance capability that each nephron possesses.

Several important conclusions can be derived from these numbers. The fundamen-
tal functional subunit of most tissues contains only a few hundred cells, and further,
this is a mixed cell population. As outlined in Section 7.3, most organs have accessory
cells that can be as much as 30% of the total cell number. Further, as illustrated below,
the tissue-type-specific cells may be present at many stages of differentiation.

The nature of tissue microenvironments—along with cellular dynamics, communi-
cation, and metabolic processes—must be understood in order to reconstitute tissue
function accurately. Thus, generating a therapeutic dose of cells requires a large
number of microenvironments. These microenvironments must be relatively similar
to have all the functional subunits perform in comparable fashions. Therefore, the
design of cell culture devices must produce uniformity in supporting factors such as
nutrient, oxygen, and growth factor/hormone concentrations. These input applica-
tions must be reasonably homogeneous down to 100 pum distances. Below this size
scale, nonuniformity would be expected and in fact needed for proper functioning of
tissue function subunits.

These considerations influence the approach to cell transplantation. At present, it is
unlikely that fully functioning organs will be produced ex vivo for transplantation
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purposes. Integration of such ex vivo grown tissues into the recipient may prove
problematic. The alternative is to produce stem and progenitor cells that sufficiently
proliferate in vivo to regenerate organ function. BMT, for instance, relies on this
approach.

7.1.5 dClinical Considerations

What Are Clinically Meaningful Numbers of Cells?

Currently, the cells required for clinical practice and experimental cell therapy proto-
cols fall into the range of ““a few tens of millions” to “‘a few billion” (Table 7.2). Since
tissuelike cultures require densities above 10 million cells per milliliter, the size of the
cell culture devices for cell therapies appears to fall into the range of 10 to a few
hundred milliliters in volume.

What Are the Fundamental Limitations to the Production of
Normal Cells?

The number of divisions a cell can undergo is dependent on its maturational lineage
stage with key stages being the (1) stem cells (diploid, pluripotent), (2) diploid somatic
cell subpopulations (unipotent), and (3) polyploid cell subpopulations. The stem cells
can self-replicate and undergo unlimited numbers of divisions (stem cells are the
potential source of immortalized cell lines and of tumor cells). Diploid cells are
subject to the so-called Hayflick limit in the number of divisions for which they are
capable. Normal, somatic, diploid human cells can undergo about 30 to 50 doublings
in culture. Therefore, a single diploid cell can produce, theoretically, 10'° to 10
cells in culture. Given the requirements for cell therapies, the Hayflick limit does not
present a stifling limitation for cell therapies based on diploid cells—either stem cells
or the somatic cells. Furthermore, the expansion potential is minimal or negligible for
the subpopulations of polyploid cells found in all tissues but in very high numbers in
various quiescent tissues (e.g., liver and heart). In this way, regenerative stimuli cause
the polyploid cells to undergo DNA synthesis with limited or negligible capability to
undergo cytokinesis. This results in an increase in their level of ploidy, an increase in
cell volume, and a phenomenon called hypertrophy. Thus, the regeneration of tissues
is a combination of hyperplasia (the diploid subpopulations) and of hypertrophy (the
polyploid subpopulations) activities.

How Rapidly Do Normal Cells Grow in Culture?

Normal cells vary greatly in their growth rates in culture. Hematopoietic progenitors
have been individually clocked at 11- or 12-hr doubling times, which represents the
minimum cycle time known for adult human cells. Dermal foreskin fibroblasts grow
with doubling times of 15 hrs, a fairly rapid rate which may be partially attributable to
the fact that they are isolated from neonatal tissue containing a high proportion of
stem/progenitor cells. Adult chondrocytes grow slowly in culture with doubling times
of about 24 to 48 hrs.
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How Are These Cells Currently Produced?

Expansion of cells is done in a variety of culture dishes (T flasks, roller bottles), in bags
(T cells), in suspension cultures (certain hemopoietic cells or cell lines). Novel scaf-
folding material is permitting ex vivo expansion of most cell types. The ability to
achieve the maximum expansion potential for specific cell types requires precise
culture conditions. These conditions may comprise specific forms of extracellular
matrix, defined mixtures of hormones and growth factors, nutritional supplements,
and basal media containing specific concentrations of calcium, trace elements, and
gases. Reviews of these conditions for many cell types are available in recently
published textbooks (see Suggested Reading).

7.2 BIOLOGICAL CONSIDERATIONS
7.2.1 Stem Cells

All tissues consist of a stem cell compartment that produces cellular offspring that
mature into all tissue phenotypes. The maturational process includes: (a) commit-
ment, in which the pluripotent stem cells produce daughter cells with restricted
genetic potentials appropriate for single cell activities (unipotent), and (b) differen-
tiation, in which sets of genes are activated and/or altered in their levels of expression.
The following sections include information about these major tissue subdivisions to
explain “how they work together to generate or repair tissues” in order to provide
tissue functions.

Stem Cells and the “Niche’’ Hypothesis

Pluripotent stem cells are cells capable of producing daughter cells with more than one
fate, are able to self-replicate, and have the ability to produce daughter cells identical
to the parent. Totipotent stem cells are cells that can generate all the cell types of the
organism. Determined stem cells are cells in which the genetic potential is restricted to
a subset of the possible fates; they can produce some, but not all, of the cell types in
the organism. For example, determined stem cells of the skin can produce all the cell
types within the skin but not those of the heart; the determined stem cells of the liver
can produce all liver cell types but not brain cells. The lay press refers to determined
stem cells as ““adult stem cells,” a misnomer because determined stem cells are present
in fetal and adult tissue. The determined stem cells give rise to unipotent progenitors,
also called committed progenitors, with genetic potential restricted to only one fate.
These unipotent progenitors rapidly proliferate into large numbers of cells that then
differentiate into mature cells. The stem cells and the unipotent progenitors are the
normal counterparts to tumor cells and to immortalized cell lines. Determined stem
cells identified to date are small (typical diameters of 6-10 pm), have a high nucleus to
cytoplasmic ratio (blastlike cells), and express certain early genes (e.g., alpha-feto-
protein) and antigens (e.g., CD34, CD117). They have chromatin that binds particu-
lar dyes at levels lower than that of the chromatin in mature cells, enabling them to be
isolated as “‘side-pocket” cells using flow cytometric technologies. Stem cells express
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an enzyme, telomerase, that maintains the telomeres of their chromosomes at con-
stant length, a factor in their ability to divide indefinitely iz vivo and ex vivo. Multiple
parameters must be used to permit isolation and purification of any determined stem
cell type, since there is no one parameter (e.g., antigen, size, cell density) sufficient to
define any determined stem cells. Furthermore, they appear to grow very slowly
in vivo and may commit to growth and differentiation stochastically. A first-order
rate constant for hemopoietic stem cells is about 1/(6 weeks), and their cycling times
have been measured by means of time-lapse videography. They commit to differenti-
ation in culture. The first and second doubling take about 60 hrs and then the cycling
rate speeds up to about a 24-hr cycling time. By the fifth and sixth doubling they are
dividing at a maximal rate of a 12- to 14-hr doubling time.

What Evidence Is There That Stem Cells Exist?

Lethally irradiated mice, which otherwise die from complete hematopoietic failure,
can be rescued with as few as 20 selected stem cells. These animals reconstitute the
multiple lineages of hematopoiesis as predicted by the stem cell model. Genetically
marked mesenchymal stem cells, found in bone marrow, will ““in sublethally irradiated
animals” give rise to cells in multiple organs over a long time period. These investi-
gations and many others have established conclusively the presence of stem cells, their
multilineage potential, and that they persist over long periods of time in vivo.

Stem Cell Niches

The field of stem cell niches is a relatively new one in which the localized microenvi-
ronment of the stem cell compartment is being defined. It is such a young field that it is
likely to change dramatically over the coming years. Still, there are already general-
izations that have emerged and are proving to be excellent guides for defining ex vivo
expansion conditions for the cells.

m Stem cells do not have the enzymatic machinery to generate all their lipid
derivatives from single lipid sources and so require complex mixtures of lipids
for survival and functioning.

m Calcium concentrations are quite critical in defining whether the cells will
expand or undergo differentiation. The mechanisms underlying the phenomen-
ology are poorly understood.

m Specific trace elements such as copper can cause more rapid differentiation of
some determined stem cell types. It is unknown whether this applies to all stem
cells, and the mechanism(s) is (are) not known.

m Specific mixtures of hormones and growth factors are required, the most
common requirements being insulin and transferrin/fe. Addition of other factors
can result in expansion of committed progenitors and/or lineage restriction of
the stem cells towards specific fates.

The matrix chemistry of known stem cell compartments consists of age-specific and
cell-type specific cell adhesion molecules, laminins, embryonic collagens (e.g., type III
and IV collagen), hyaluronans, and certain embryonic/fetal proteoglycans. With
maturation of the stem cells toward specific cell fates, the matrix chemistry changes
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in a gradient fashion toward one typical for the mature cells. Although the matrix
chemistry of the mature cells is unique for each cell type, a general pattern is that it
contains adult-specific cell adhesion molecules, various fibrillar collagens (e.g., type I
and II collagen), fibronectins, and adult-specific proteoglycans. A major variant is that
in foreskin skin and neuronal cells, in which the mature cells lose expression of
collagens, fibronectins, and laminin, the matrix chemistry of the mature cells of
these cell types is dominated by the CAMs and the proteoglycans.

Stem cells are dependent upon signals from age- and tissue-specific stroma. The
signals from the stroma are only partially defined but include signals such as leukemia
inhibitory factor (LIF), various fibroblast growth factors (FGFs), and various inter-
leukins (e.g., IL 8, IL 11).

The most poorly understood of all the signals defining the stem cell niche are those
from feedback loops, which are initiated from mature cells, where these signals inhibit
stem cell proliferations. Implicit evidence for feedback loops is that cell expansion
ex vivo requires separation between cells capable of cell division (the diploid sub-
populations) and the mature nonproliferating cells.

Which Tissues Have Stem Cells?

For decades it was assumed that stem cell compartments existed only in the rapidly
proliferating tissues such as skin, bone marrow, and intestine. Now, there is increasing
evidence that essentially all tissues have stem cell compartments, even the central
nervous system (Tramontin et al., 2003).

Roles of Stem Cells

The stem cell compartment of a tissue is the ultimate source of cells for turnover and
regenerative processes. Stem cell commitment initiates cell replacement and genesis of
the tissue and, therefore, tissue repair and maintenance of tissue functions. Stem cell
depletion, due to disease or toxic influences (e.g., drugs) eventually leads to partial or
complete loss of organ function. Mutational events affecting the stem cells can result
in tumors for which both altered and normal stem cells are actively present. Thus,
tumors are now considered transformed stem cells, an idea now confirmed by current
stem cell biologists (Galli et al., 2004).

7.2.2 Maturational Lineage Biology

All stem cells are pluripotent, giving rise to multiple, distinct lineages of daughter cells
that differentiate, stepwise, into all of the mature cells of the tissue. A general
model for the production of mature cells from tissue-specific stem cells is shown in
Figure 7.9. Determined stem cells (pluripotent) replicate slowly in vivo with rates
influenced by various systemic signals. Their immediate descendents are committed
progenitors (unipotent) capable of rapid proliferation and shown in some tissues (e.g.,
skin) to be the acute responders to mild to moderate regenerative stimuli. The
unipotent progenitors mature, stepwise, through intermediate stages into fully mature
cells. Characteristically, various tissue-specific functions are expressed in cells
throughout the maturational lineage and in a lineage-dependent fashion. One can
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Figure 7.9 Model for cell production in prolific tissues. This model was derived from decades long
research in hematology. The columns represent increasingly differentiated cells while the rows indicate
the cellular fate processes (Fig. 17.4) and other events that cells undergo at different states of differen-
tiation (t; denotes doubling time.)

generalize about these gradual phenotypic changes by categorizing the functions as
“early,” “‘intermediate,” and “late” taskings. In some cases, a specific gene is ex-
pressed uniquely only at a specific stage; in some, there are isoforms of genes that are
expressed in a pattern along the maturational lineage; and in others, there are changes
in the levels of expression of the gene. Finally, the cells progress to senescence,
also called apoptosis, with a phenomenon that typify aging cells. The maturation of
the cells is dictated in part by mechanisms inherent in the cells (e.g., changes in the
chromatin) and in others by matrix and/or soluble signals in their microenvironment.
The microenvironment can include signaling affecting growth, differentiation, or
apoptosis. For example, some growth factors are survival factors with anti-apoptotic
effects.

Examples of Stem Cell-Fed Maturational Lineages

The stem cell models best characterized are the hematopoietic stem cells (those that
generate blood cells) the skin stem cells, and the intestinal stem cells.

Bone Marrow and Blood Cell Formation

Hematopoiesis was the first tissue function for which a stem cell model was estab-
lished (see Figure 7.3). The reconstitution of the multiple lineages of hematopoietic
cells following a stem cell transplant in mice has been demonstrated to occur with a
surprisingly small number of cells. Once the cells have reached certain maturational
stages, they leave the bone marrow and enter the circulation, where they perform
their mature cell functions. The mature cells eventually die and must be replaced. The
rate of death of mature cells (by apoptosis or necrosis) sets the need for the cell
production rate in the tissue. Ultimately, this death rate determines the number of
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stem cell commitments that are required. The specific hematopoietic lineage cell
production is given in Figure 7.3.

The Villi in the Small Intestine

The lining of the small intestine is comprised of villi that absorb nutrients, as shown
schematically in Figure 7.10. The intestinal epithelial cell layer is highly dynamic. Its
cellular content turns over approximately every 5 days, and it is the body’s second
most prolific tissue. In between the villi are tube-shaped epithelial infoldings. An
infolding is know as a cryptus. All intestinal epithelial cell production takes place in
specific positions within the crypt. Once the cells are mature, they migrate to the outer
edge of the crypt. Then they move over a period of about 5 days, from the base of
villus to the top, where they die and slough off. During this passage the cells carry out
their organ-specific function as mature parenchymal cells. They function in the
absorption and digestion of nutrients that come from the lumen of the gut. Towards
the bottom of the crypt is a ring of slowly dividing determined stem cells. The number
of stem cells per crypt is about 20. After division, the daughter cell moves up the crypt
where it becomes a rapidly cycling progenitor cell, with a cycling time on the order of
12 hrs. The cells that are produced move up the crypt and differentiate. Once they
leave the crypt, they are mature and enter the base of the villi.
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Figure 7.10 Viliiin the small intestine. (a) A schematic showing the villi and the crypt indicating
the mitotic state of the cells in various loactions. (b) Rows of villi of epithelial intestinal cells (the diameter
of a villi is about 80 pm) (from Alberts et al., 1994).



336

CHAPTER 7 TISSUE ENGINEERING

Skin

Human skin has two principal cell layers, an epidermis and dermis, separated by a
form of extracellular matrix called a basal lamina (Fig. 7.4). In this extracellular
matrix, collagen VII is an important component. The two layers undulate with respect
to each other, the undulations producing deep pockets (distant from the skin surface)
and other pockets that are more shallow. The relationship pattern between layers is
unique in each type of skin (e.g., that on the trunk of the body vs. that in the palms of
the hand vs. that on the face). The dermis is a connective tissue layer under the basal
lamina and comprised primarily of fibroblasts (also called stroma). The epidermis
consists of multiple layers of epithelia comprised of differentiating keratinocytes
with the least differentiated cells located at the basal lamina. Thin skin has a squamous
columnar (each column about 30 pm in diameter) organization. A stem cell compart-
ment has been identified in the deep pockets within the epidermis/dermis undulations
and also in bulges near hair follicles. The stem cells produce committed progenitors,
also called transit amplifying cells, which migrate into the shallow pockets and
from there into cells that line the entire basal lamina. Only the epidermal cells
adherent to the basal lamina are cycling, whereas cells that lose their attachment to
the basal lamina move upward and differentiate into succeeding stages of cells.
Ultimately, they turn into granular cells, then into keratinized squames that eventually
flake off. Keratins are proteins defining the differentiated cells of the skin and are
evident in myriad forms: from those that provide skin mechanical protection to those
that are present in body hair (or in feathers in birds or scales in other vertebrates). The
net proliferative rate of skin depends on the region of the body. In particular, the
turnover of skin is on the order of a few weeks, making it the body’s third most
prolific tissue. It is estimated that about half of dust found in houses originates from
human skin.

Mesenchymal Stem Cells (MSC)

The existence of a cell population that has the potential to differentiate into a
number of connective tissue cell types has been demonstrated. The developmental
hierarchy is illustrated in Figure 7.11. Interestingly, this cell population is present in
the bone marrow. The existence of a multilineage potential MSC is not fully proven
yet, as culture experiments from single cells have not shown the ability to produce
multiple mature cell types. The mature cell types that can be derived from a purified
population of putative MSC include osteocytes (bone), chondrocytes (cartilage),
myoblasts (muscle), fibroblasts (tendon), and possibly adipocytes. The creation of a
transgenic mouse carrying an assayable collagen gene has been used to show that
multiple tissue types can be obtained from a subpopulation that resides in bone
marrow. The marrow from the transgenic mouse was transplanted into a sublethally
radiated mouse and the presence of the collagen mini-gene was monitored over time
in various tissues. The results show that there is a subpopulation present in bone
marrow that has the capability to produce a number of mature cell types in different
organs. These observations support, but do not prove, the existence of a multipotent
MSC.
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Figure 7.11 The differentiation of mesenchymal stem cells into different mesenchymal cell types
(from Bruder et al., 1994).

The Liver

The liver is being recognized increasingly as a maturational lineage system, including a
stem cell compartment, analogous to those in the bone marrow, skin, and gut. The
liver’s lineage is organized physically within the acinus, the structural and functional
unit of the liver. In cross section, the acinus is organized like a wheel around two
distinct vascular beds; six sets of portal triads, each with a portal venule, hepatic
arteriole, and a bile duct, form the periphery, and the central vein forms the hub. The
parenchyma, effectively the “spokes™ of the wheel, consist of plates of cells lined on
both sides by the fenestrated sinusoidal endothelium. By convention, the liver is
demarcated into three zones: zone 1 is periportal, zone 2 is midacinar, and zone 3 is
pericentral. Blood flows from the portal venules and hepatic arterioles at the portal
triads, through sinusoids which line plates of parenchyma, to the terminal hepatic
venules, and into the central vein. The stem cell compartment is present around the
portal triads (zone 1), and identified in anatomical entities called Canals of Hering.
The stem cells are bipotent and produce daughter cells that become either biliary cells
(bile duct epithelia) or hepatocytes. Hepatocytes display marked morphologic, bio-
chemical, and functional heterogeneity based on their zonal location (it is assumed
that the same occurs for the biliary cells, but they have not been as well characterized
as hepatocytes). The size of hepatocytes increases from zone 1 to zone 3, and one can
observe distinctive zonal variations in morphological features of the cells such as
mitochondria, endoplasmic reticulum, and glycogen granules. Hepatocytes show
dramatic differences in DNA content from zone 1 to zone 3 with periportal cells
being diploid and with a gradual shift to polyploid cells midacinar to pericentrally.
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Octaploid cells in the pericentral zone show evidence of apoptosis. Adult rodent livers
(rats and mice) are 90-95% polyploid; adult human livers are 40-50% polyploid,
whereas fetal and neonatal liver cells are entirely diploid. The transition to the adult
ploidy pattern is observed by 3 to 4 weeks of age in rats and mice and by late teenage
years in humans. With age, the liver becomes increasingly polyploid in all mammalian
species surveyed. This may help to explain the reduction in regenerative capacity of
the liver with age.

Representative of the zonation of liver functions is the cell division potential of
parenchymal cells in vitro and in vivo in which the maximum is observed in the
diploid periportal cells and negligible cell division is observed pericentrally in the
polyploid cells (Table 7.3). Only the diploid parenchymal cell subpopulations are
capable of undergoing complete cell division, where these comprise the subpopula-
tions of stem cells and unipotent progenitors (< 15 um in diameter) and the diploid
adult hepatocytes (or “small hepatocytes™) having an average diameter of 18-22 pm.
Moreover, there remains a difference in cell division potential between these two
diploid subpopulations: a single small hepatocyte will yield 120 daughter cells in a 20-
day time period, whereas a single stem/progenitor cell in the same time period and
under the same conditions will yield 4000-5000 daughter cells. Mature, polyploid
cells can undergo DNA synthesis but have limited, if any, cytokinesis under even the
most optimal expansion conditions in culture due to downregulation of factors
regulating cytokinesis. The only subpopulations that undergo complete cell division
are those that are diploid; the polyploid cells can be triggered by various stimuli to
undergo DNA synthesis but with limited, if any, cytokinesis. Thus, observations of
nuclei by standard “proliferation” assays (e.g., data such as BUDR, Ki67, H?-thymi-
dine) can be evidence for either hyperplastic (complete cell division) or hypertrophic
(DNA synthesis but no cytokinesis) growth. Reviews of this system have been pre-
sented by a number of investigators in recent years.

TABLE 7.3 Cell and Culture Parameters with Respect to Species and Acinar Zonal

Locations
Parameter Species Zone 1 Zone 2 Zone 3
Ploidy™" Rats 2N 4N 4N and 8N
Mice 2N and 4N 4N and 8 N Upto 32N
Humans 2N 2N 2N and 4N
Growth Maximal Intermediate Negligible
Extracellular Type IV and III Gradient from Type I and III
Matrix collagen, laminin, zone 1 to 3 collagen,
Composition hyaluronans, HS-  ee—— fibronectins, HP-
PG PGs
Gene Expression Early Intermediate Late

In all mammalian species evaluated, the diameters of the adult (mature) hepatocytes depend on ploidy. The
cells that are 2N are 18-22 um; those that are 4N are 22-35 pum; those that are 8N and above can reach up
to 75 um in diameter.
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7.2.3 Models for Stem Cell Proliferative Behavior

It should be clear by now that the replication functions of stem cells are critical to
tissue function and tissue engineering. How do stem cells divide and what happens
when they divide? There are three models that describe the dynamic behavior of the
stem cell population.

The Clonal Succession Concept

Cellular systems are maintained by a reservoir of cells that either grow very slowly or
may be in a dormant state. In these cases, the reservoir of cells are available through-
out the tissues lifespan and can be challenged to enter a complex process of cell
proliferation and differentiation. Once triggered, such a stem cell would give rise to a
large clone of mature cells. Any one of these clones would have a limited life-span as
feedback signals dissipate the need to maintain cell production fluxes. After time, such
a clone will burn out and, if needed, a new stem cell clone would take over the cell
production role.

Deterministic Self-Maintenance and Self-Renewal

This model relies on an assumption that stem cells can self replicate. Following a stem
cell division, there is a 50% probability that one of the daughter cells maintains the
stem cell characteristics, while the other undergoes differentiation. The probability of
self-renewal is regulated and may not be exactly 50% depending on the dynamic state
of the tissue.

Stochastic Models

This model considers that the progeny of a stem cell division can generate zero, one,
or two stem cells as daughter cells (notice that the clonal succession model assumes
zero, and the deterministic model one). The assumption is that each of the three
outcomes has a particular probability.

7.2.4 Stem Cells and Tissue Engineering

Stem cells build tissues. Stem cells are the source for cells in tissues. Thus, stem cells
build and maintain tissues iz vivo and can be used to generate tissue ex vivo, as in
bioartificial organs.

Ex vivo growth and manipulation of stem cells. Being able to grow stem cells ex
vivo, that is to have them divide without differentiation, would theoretically provide
an inexhaustible source of stem cells. However, ex vivo conditions for truly self-
replicative expansion have not been fully achieved for any stem cell family, though
there have been considerable improvements towards this goal.

Isolation of stem cells for scientific and clinical purposes. Methods have been
developed to isolate stem cells or enrich the stem cell content of a cell population.
Since at present, no stem cell type can be purified with a single parameter, the most
effective protocols make use of multiparametric isolation strategies. These strategies
may comprise immunoselection for cells with specific antigenic profiles that are in
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combination with cell selection methods such as diameter, cell density, and levels of
“granularity” (the extent of cytoplasmic particles such as mitochondria). The pub-
lished protocols include flow cytometry and/or immunoselection with magnetic
columns, affinity columns, and counterflow elutriation.

Proof that one has identified stem cells can be done either ex vivo or in vivo. The ex
vivo assays are done with clonogenic expansion assays in which a single cell is
expanded in cultures under precise conditions and then observed to give rise to
daughter cells of more than one fate. The in vivo assays are ones in which very
small numbers of candidate stem cells are assessed for their ability to reconstitute
damaged tissues.

Stem cells are rare. Hematopoietic stem cells are believed to be 1 in 100,000 cells in
human bone marrow and 1 in 10,000 in mouse bone marrow.

7.2.5 Stem Cell Aging

Telomerases, DNA Stability, and Natural Cell Senescence

When linear DNA is replicated, the lagging strand is synthesized discontinuously
through the formation of the so-called Okazaki fragments. The last fragment cannot
be initiated, and therefore the lagging strand will be shorter than the leading strand.
Linear chromosomes have noncoding repeating sequences on their ends, which are
called telomeres. These telomeres can be rebuilt using an enzyme called telomerase.
Telomerase is a ribonucleoprotein DNA polymerase that elongates telomeres. When
expressed, telomerase maintains the telomere length in growing cells. The telomere
hypothesis implicates short telomere length and telomerase activation as critical
players in cellular immortalization. This enzyme is active in microorganisms such as
yeast, in stem cells, and in the transformed derivatives of the stem cell (i.e., tumor
cells). Commitment of stem cells toward their unipotent descendents results in the
loss of telomerase activity. Thus, normal somatic cells lack this activity, and the
telomeres are shortened by about 50 to 200bp per replication. This shortening
gives rise to the so-called mitotic clock. The length of the telomeres is about 9 to
11 kbp and when it reaches about 5 to 7kbp the chromosomes become unstable
and replication ceases (Figure 7.12). This mechanism is believed to underlie the
Hayflick limit.

Telomerase activity is found in somatic hematopoietic cells, but at a low activity
level. There is evidence that telomeres in immature hematopoietic cells do shorten
with ontogeny and with increased cell doublings in vitro. The rate of telomere
shortening in stem cells is finite, but may be slower than in other somatic cells.
Numerical evaluation of the consequences of stem cell aging strongly suggest that
there has to be some form of self-renewal of stem cells in adults (see Exercise 1).

7.2.6 Tissue Dynamics

Tissues are comprised of many cell types of various developmental origins
(Figure 7.13). The dynamic behavior of cells and their interactions determine overall
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Figure 7.12 Primary experimental data showing the shortening of telomere length with increas-
ing cellular doubling in cell culture (from Harley et al., 1990).

tissue formation, state, and function. The activities of individual cells are often
substantial. However, the time scales that relate cellular activities with tissue function
are relatively long, and therefore their importance tends to be overlooked. The

processes at a cellular level that underlie dynamic states of tissue function fall into
the following categories:

1. Hyperplasia: Cell replication or proliferation resulting in an increase in
cell number due to complete cell division (both DNA synthesis and cyto-
kinesis)

2. Hypertrophy: DNA synthesis not accompanied by cytokinesis and resulting in
an increase in the cell volume

3. Cell maturation and differentiation: Changes in gene expression, and the acqui-
sition of particular functions with the changes occurring in a maturationally
lineage-dependent pattern

4. Cell apoptosis: Aging cells undergoing senescence, a process distinguishable
from necrosis
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Figure 7.13 Levels of cellular organization in tissues and the diverse developmental origins of cells
found in tissues (from Vander et al., 1994).
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5. Cell adbesion: The physical binding of a cell to its immediate environment,
which may be a neighboring cell, extracellular matrix, or an artificial surface
6. Cell motility: The motion of a cell into a particular niche, or location

These processes are illustrated in Figure 7.14. What is known about each one of these
processes will be briefly described in the following sections, with particular emphasis
on quantitative and dynamic descriptions. The processes contribute to three dynamic
states at a tissue level:

1. Histogenesis: The maturational lineages of cells are derived from a tissue’s stem
cell compartment. A tissue’s overall functions are the net sum of contributions
from all the cells within the maturational lineages of a tissue.

2. Tissue formation: The formation of tissue has been characterized by studies
comprising the field of developmental biology. Tissues vary in their proportion
of stem cells, diploid cells, and polyploid cells depending on age. The tissue,
when isolated from young donors (e.g., infants) will have tissues with matur-
ational lineages skewed toward the young cells in the lineage (stem cells, diploid
somatic cells), whereas those from geriatric donors will have tissues skewed
towards the later stages of the lineage (polyploid cells). This phenomenon is the
explanation for why tissues procured from young donors have greater expan-
sion potential ex vivo and are probably going to have greater potential for most
forms of cell therapy programs.

3. Tissue repair: Repair of damaged tissues involves production of cells from the
stem cell compartment, proliferation of the cells, and their differentiation into
the fully mature cells. The repair process can also involve migration of cells, if
need be, to a site of damage.

The dynamic processes just described involve interplay among many different cell
types. The cells communicate and coordinate their efforts through the principal

¢ Tissue Function (homeostasis)
* Tissue Formation (developmental biology)
* Tissue Repair (wound healing)

Cellular Fate
Processes

72
1. Cell Replication
2. Cell Differentiation 2 3
3. Cell Death
4. Cell Motion _;_ —
5. Cell Adhesion :

Figure 7.14 Tissue dynamics. The three dynamic states of tissues and the underlying cellular fate
processes.
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cellular processes (Fig. 7.14). The biology and dynamics of these processes are
discussed in detail in subsequent sections.

Tissue Histogenesis

All tissues are dynamic. For instance, tissue dynamics can be illustrated by comparing
the cell numbers that some organs produce over a lifetime to the total number of cells
in the human body. As stated in Section 7.1, the human bone marrow produces about
400 billion myeloid cells daily in a homeostatic state. Over a 70-year lifetime, the cell
production from bone marrow accumulates to a staggering 10'¢ cells. This cell
number is several hundred times greater than the total number of cells that are in
the body at any given time. Similarly, the intestinal epithelium, the body’s second
most prolific tissue produces about 5 x 10'* cells over a lifetime—ten times the
number of total number of cells in the human body.

Tissues have their own characteristic turnover rates (Table 7.4). The lining of the
intestine and myelopoiesis have ranges of 1-2 days, followed by erythropoiesis and
hematopoiesis at 2.5 days, and then the epidermis at 7 days. The turnover rate in
quiescent tissues is on the order of months to even years. For example, the turnover of
the liver of rodents is estimated to be about one year; the turnover rate in the livers of
humans is not known. The tissue of the central nervous system is hypothesized to be
even slower, but is indeed occurring, with its stem cell compartment now identified to
be lining the ventricles of the brain. (Gage, 1994).

Tissue Genesis

The preceding overview is of steady-state tissues focused on stem cell compartments
and maturing lineages of cells. That steady state is achieved gradually during embry-
onic development and the process of organogenesis, which is quite complicated as
exemplified by hematopoiesis or the formation of blood cells. During vertebrate

TABLE 7.4 Cell Renewal Rates in Tissues

Tissue Species Turnover Time (days)
Erythropoiesis Rat 2.5
Myelopoiesis Rat 1.4
Hematopoiesis Human 2.5
Small intestinal epithelium Human 4-6
Rat 1-2
Epidermis Human 7-100
Corneal epithelium Human 7
Lymphatic cells Rat (thymus) 7
Rat (spleen) 15
Epithelial cells Rat (vagina) 3.9
Human (cervix) 5.7
Spermatogonia Human 74
Renal interstitial cells Mouse 165

Hepatic cells Rat 400-500
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ontogeny, hematopoiesis sequentially occupies the yolk sac, fetal liver, spleen, and
bone marrow. Variations in this pattern exist among vertebrate species. The earliest
identification of hematopoietic cells is their assignment to the progeny of the C4
blastomere in the 32-cell embryo. The blastula grows to about 1000 cells (ten
doublings) and assumes a spherical shape. Then, the blastula undergoes gastrula-
tion—not unlike pushing a finger into an inflated balloon. The point of invagination
is the endoderm (the vegetal pole) that eventually forms the gut. After gastrulation,
the ectoderm is brought into a position with the endoderm and a third germ layer is
formed between the two: the mesoderm. This middle layer is called the marginal zone
and is formed via cell—cell interactions and soluble growth factor action. Several
determined stem cells originate from the mesoderm, including hematopoietic tissue,
mesenchymal tissue, muscle, kidney, and notochord. Blood cells originate from the
ventral mesoderm. Some hematopoietic cells migrate into the yolk sac to form blood
islands—mostly erythroid cells (“primitive”” hematopoiesis). Intra-embryonic hema-
topoiesis originates from the aortic region in the embryo and leads to “definitive”
hematopoiesis. It appears that the embryonic origin of hematopoietic cells is from
bipotent cells that give rise to both the vasculature (the endothelium) and hemato-
poietic cells. Hematopoietic stem cells are then found in the liver in the fetus. Around
birth, the hematopoietic stem cells migrate from the liver into the bone marrow where
they reside during postnatal life. Interestingly, the umbilical cord blood contains
hematopoietic stem cells capable of engrafting pedriatic, juvenile, and small adult
patients. This developmental process illustrates the asymmetric nature of stem cell
division during development and increasing restriction in developmental potential.
Furthermore, the migration of stem cells during development is important. Under-
standing the regulatory and dynamic characteristics of the stem cell fate processes is
very important to tissue engineering.

Tissue Repair

When tissue is injured, a healing response is induced. The wound healing process is
comprised of a coordinated series of cellular events. These events vary with onto-
logical age. Fetal wound healing proceeds rapidly and leads to the restoration of
scarless tissue. In contrast, postnatal healing is slower and often leads to scarring,
which generally permits satisfactory tissue restoration, though not always fully restor-
ing normal tissue structure. Some pathological states resemble wound healing.
A variety of fibrotic diseases involve processes similar to tissue repair and subsequent
scarring. The increasing appreciation of stem cell compartments and their descendent
maturational lineages and the changes that occur with them with age are likely to
provide improved understanding of wound healing phenomena.

The Sequence of Events That Underlie Wound Healing

Immediately following injury, control of bleeding starts with the rapid adhesion of
circulating platelets to the site of damage. Within seconds, the platelets are activated,
secrete contents from their storage granules, spread, and recruit more platelets to the
thrombus that has started to develop. Within minutes of injury, the extent of hemor-
rhaging is contained through the constriction of surrounding blood vessels.
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The next phase of the wound healing process involves the release of agents from
the platelets at the injured site that cause vasodilatation and increased permeability of
neighboring blood vessels. The clotting cascade is initiated and results in the cleavage
of fibrinogen by thrombin to form a fibrin plug. The fibrin plug, along with fibronec-
tin, holds the tissue together and forms a provisional matrix. This matrix plays a role
in the early recruitment of inflammatory cells and later in the migration of fibroblasts
and other accessory cells.

Inflammatory cells now migrate into the injured site. Neutrophils migrate from
circulating blood and arrive early on the scene. As the neutrophils degranulate and
die, the abundance of macrophages at the site increases. All tissues have resident
macrophages, and their number at the injury site is enhanced by macrophages migrat-
ing from circulation. They act in concert with the neutrophils to phagocytose cellular
debris, combat any invading microorganisms, and provide the source of chemoattrac-
tants and mitogens. These factors induce the migration of endothelial cells and
fibroblasts to the wound site and stimulate their subsequent proliferation. If the
infiltration of macrophages into the wound site is prevented, the healing process is
severely impaired.

At this time, so-called granulation tissue has formed. It is comprised of a dense
population of fibroblasts, macrophages, and developing vasculature that is embedded
in a matrix that is comprised mainly of fibronectin, collagen, and hyaluronic acid. The
invading fibroblasts begin to produce collagen, mostly type I and III. The collagen
increases the tensile strength of the wound. Myofibroblasts contract at this time,
shrinking the size of the wound by pulling the wound margins together.

The matrix undergoes remodeling which involves the coordinated synthesis and
degradation of connective tissue protein. Remodeling leads to a change in the com-
position of the matrix with time. For instance, collagen type III is abundant early on,
but gives way to collagen type I with time. The balance of these processes determines
scar formation. Although the wound appears healed at this time, chemical and
structural changes continue to occur within the wound site. The final step of the
wound healing process is the resolution of the scar. The formation and degradation of
matrix components returns to its normal state in a process that may take many
months. Finally, the composition of the matrix and the spatial location of the cells
have returned to close to the original state.

Understanding the wound healing process is important to the tissue engineer since
the placement of disaggregated tissues in ex vivo culture induces responses reminis-
cent of the wound healing process.

7.2.7 Cell Differentiation

The coordinated activity of the cellular fate processes determines the dynamic state of
tissue function (Fig. 7.14). There is growing information available about these pro-
cesses in genetic, biochemical, and kinetic terms. The dynamics considerations that
arise from the interplay of the major cellular fate processes are introduced at the end
of the chapter, and the associated bioengineering challenges are described.
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Describing Cell Differentiation Biologically

Differentiation is a process by which a cell undergoes phenotypic changes to an
overtly specialized cell type. The specialized cell type then carries out the physio-
logical function for which it is designed. This process begins with a lineage and
differentiation commitment and is followed by a coordinated series of gene expres-
sion events.

The term differentiation is derived from differential gene expression. Differenti-
ation involves a change in the set of genes that are expressed in the cell, and this
change is usually an irreversible change towards a particular functional state. This
process involves a carefully orchestrated switching “off” and ““on” of gene families.
The final genes expressed are those that pertain to the function of the mature cell.
In animals, the process of differentiation is irreversible.

Example Problem 7.1

Production of red blood cells: How long does it take to produce a red blood cell?

Solution

Erythropoiesis replaces decaying mature red blood cells. About 200 billion need to be
produced daily in a human adult. Many of the changes that a cell undergoes during the
process of erythropoiesis are well known (Fig. 7.15). The cell size, the rates of RNA
and DNA synthesis, and protein content all change in a progressive and coordinated
fashion. The differentiation from a pro-normoblast (earlier precursor stage) to a fully
mature enucleated erythrocyte takes about 180 hrs, or about one week. The replica-
tion activity is the highest at the preprogenitor and progenitor stage, but once the
precursor stage is reached, replication activity ceases sharply. [ |

Experimental Observations of Differentiation

The process of differentiation can be observed directly using fluorescent surface
markers and/or light microscopy for morphological observation. Ultrastructural
changes are also used to define the stage of differentiation.

A flow cytometer is often used to monitor the process of cellular differentiation.
The basis for this approach is the fact that characteristic surface proteins are found on
cells at different stages of differentiation. These surface markers can be used as
binding sites for fluorescently conjugated monoclonal antibodies. The flow cytometer
can be used to trace the expression of several surface markers.

Erythropoiesis can be traced based on expression of the transferrin receptor
(CD71) and glycophorin A. The latter is an erythroid-specific surface protein that is
highly negatively charged and serves to prevent red cell aggregation in dense red cell
suspensions. The transferrin receptor plays a critical role during the stages in which
iron is sequestered in hemoglobin. The measurement of this process is shown in
Figure 7.16.
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Figure 7.15 Erythroid maturation sequence (from Granick and Levere, 1964).

Describing the Kinetics of Cell Differentiation

The process of differentiation is a slow one, often taking days or weeks to complete.
The kinetics of this complex process can be described mathematically using two
different approaches.
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Figure 7.16 Two-parameter definition of erythropoietic differentiation. Glycophorin A is found on
erythroid cells post the blast-forming unit-erythroid (BFU-E) stage, whereas transferrin (CD71) is ex-
pressed at the progenitor stage [BFU-E and colony-forming unit-erythroid (CFU-E)]. By measuring the
two simultaneously using a flow cytometer, this differentiation process can be traced as a U-shaped path
on a bivariate dot plot (from Rogers et al., 1995).

Compartmental Models

The traditional approach to describing cell growth and differentiation is to use
compartmental models. The differentiation process involves a series of changes in
cell phenotype and morphology, typically becoming more pronounced at the latter
stages of the process:
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Xo— X1 —>X3 — ....... Xi— ... X, — turnover (7.1)

where 7 can be as high as 16 to 18.

In the use of compartmental models in the past, the transition from one stage to the
next was assumed to represent cell division. Thus, these models couple differentiation
with cell replication. Mathematically, this model is described by a set of ordinary
differential equations, as

dX;
dt
The transition rate from one stage to the next is proportional to the number of cells

present at that stage. This transition rate can clearly be a function of growth factor
concentration and a number of other variables.

=2k 1Xi-1 — RiX; (7.2)

Differentiation as a Continuous Process

An alternative view is to consider the differentiation process to be a continuous
process. Once the commitment to differentiation has been made, the differentiation
process proceeds at a fixed rate. This viewpoint leads to a mathematical description in
the form of first-order partial differential equations:

dX _dX
7 T8 = [na) — o) 1X (7.3)

where 6 is the rate of differentiation and 4 is a parameter that measures the differenti-
ation state of the cell. p and o are the growth and death rates, respectively, and vary
between zero and unity. Both p and o can be a function of a.

Cell Motion

The Biological Roles of Cell Migration

Cell migration plays an important role in all physiological functions of tissues and also
some pathological processes. Cell migration is important during organogenesis and
embryonic development. It plays a role in the tissue repair response in both wound
healing and angiogenesis. The immune system relies on cell migration, and patho-
logical situations, such as cancer metastasis, are characterized by cell motility. Cell
migration represents an integrated molecular process.

Animal cells exhibit dynamic surface extensions when they migrate or change
shape. Such extensions, called lamellipodia and filopodia, are capable of dynamic
formation and retraction. Local actin polymerization at the plasma membrane is a
significant process in the generation of these structures. These extensions in turn rely
on a complex underlying process of multiprotein interactions. In neurites, filopodia
are believed to play a role in the progression of elongation by aiding the assembly of
microtubules which are a significant component of these cells. The filopodia in
neurites extend from the lamellipodial region and act as radial sensors. Filopodia
on neurites have been found to be crucial to growth cone navigation. The filopodia on
neurite growth cones also have been found to carry receptors for certain cell adhesion
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molecules. Mature leukocytes can extend cytoplasmic extensions. Recently, structures
termed uropods have been found on T lymphocytes. These cytoplasmic projections
form during lymphocyte—endothelial interaction. There is a redistribution of adhe-
sion molecules, including ICAM-1, ICAM-3, CD43, and CD44, to this structure.
T cells have been found to use the uropods to contact and communicate directly with
other T cells. Uropod development was promoted by physiologic factors such as
chemokines. Cytoplasmic extensions, therefore, can perform a spectrum of functions
in different cells that are related to migration and communication.

Describing Cell Motion Kinetically

Whole populations. The motion of whole, nonreplicating cell populations is de-
scribed with

dX
it
where | is the flux vector of the system boundary (cells/distance/time in a two-

dimensional system), X is the cell number, and x is the flux dimension. The cellular
fluxes are then related to cellular concentration and chemokine concentrations with

(7.4)

J = random motility + chemokinesis + chemotaxis

_ o _ (X\(do\(da)  Xda 7.5)
%% \2)\da)\dx) T dx '

where o is the random motility coefficient, i is the chemotactic coefficient, and a is
the concentration of a chemoattractant. The first term is similar to a diffusion term in
mass transfer and is a measure of the dispersion of the cell population. The chemokin-
esis term is a measure of the changes in cell speed with concentration and is normally
negligible.

If y = 0 and chemokinesis is negligible, then the motion of the cells is like random
walk and is formally analogous to the process of molecular diffusion. The biased
movement of the cells directly attributable to concentration gradients is given by the
chemotaxis term, which is akin to convective mass transfer.

As just described, motile cells appear to undergo a random walk process that
mathematically can be described in a fashion similar to the diffusion process. Unlike
the diffusion process, the motion of each moving entity can be directly determined
(Fig. 7.17). Thus, the motility characteristics of migrating cells can be measured on an
individual cell basis.

Such a description is given in terms of the cell speed (s), the persistence time (p),
which is the length of time that the cell moves without changing its direction, and the
orientation bias (8), which is due to action of chemoattractants. The random motility
coefficient (o) is related to these parameters as:

o =5 (7.6)

Typical values for these parameters are given in Table 7.5.
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Figure 7.17

Experimental paths of individual neutrophil leukocytes undergoing random motility

in uniform environments (from Lauffenburger and Linderman, 1993).
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TABLE 7.5 Random Motion—Measured Cell Speeds and Persistence Times

Cell Type Speed Persistence Time
Rabbit neutrophils 20 pm/min 4 min
Rat alveolar macrophages 2 um/min 30 min
Mouse fibroblasts 30 um/h 1h
Human microvessel endothelial 25-30 um/h 4-5h
cells

Cell Replication
The Cell Cycle

The process of cell division is increasingly well known and understood in terms of
molecular mechanisms (Fig. 7.18). The cycle is driven by a series of regulatory
proteins known as cyclin-dependent kinases. The cyclins exist in phosphorylated
and dephosphorylated states, basically a binary system. The network goes through a
well-orchestrated series of switches, during which the cyclins are turned off and on.
When in an “on” state, they serve to drive the biochemical processes that are needed
during that part of the cell cycle. The sequence of events that describes the mamma-
lian cell cycle has been the subject of many reviews. It should be noted that there are
several important decisions associated with moving “in and out of cycle,” namely to
move a cell from a quiescent state (the so-called G,) to a cycling state and vice versa.
The cell cycle is such that the time duration of the S, G,, and M phases is relatively
fixed. Once a cell determines it needs to and can divide, it initiates DNA synthesis and
subsequent cell division. This process has the overall characteristics of a zero-order

Cdc2

Cdk2 cyclin B

cyclin A

cyclin E

Cdk2

Figure 7.18 Schematic representation of the eukarotic cell cycle (G,-5-G,-M) and the presence
of cyclin-dependent kinases.
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kinetic process. Once initiated, it proceeds at a certain rate. The minimal cycling time
of human cells is about 12 hrs. Progenitor cells can cycle at this rate.

Describing the Cell Cycle Dynamics

The dynamics of growth can be described in different ways.

1. Exponential growth: 1f growth is unconstrained, the rate of formation of new
cells is simply proportional to the number of cells present:

dX
o WX Xt =0) =Xo = X(t) = Xo exp () (7.7)
and exponential growth results. The growth rate p is equal to In (2) /t,, where ¢,
is the doubling time.

2. Age—time structured descriptions: If the phases of the cell cycle are to be
described, then the cell cycle status of the cell needs to be incorporated in the
dynamic description. This leads to first-order partial differential equations in
time and cell cycle status:

%—i—u‘i—f: oa)x (7.8)
where vis the rate at which the cell moves through the cell cycle, a is a variable that
describes the cell cycle status (@ =0 newborn cell, a =1 cell completing
mitosis), and o is the death rate of the cell that can be cell cycle dependent. This
population balance equation can be solved under the appropriate initial and
boundary conditions.

3. Molecular mechanisms: The cascade of cyclin-dependent kinases that constitute
the molecular mechanism for cell cycling have been unraveled. Based on this
knowledge, it is possible to describe the cell cycle in terms of the underlying
molecular determinants. Such models have many components and need to be
solved using a computer.

Interacting Cellular Fate Processes Determine Overall Tissue
Dynamics

The differentiation process involves a series of changes in cell phenotype and morph-
ology that typically become more pronounced at the latter stages of the process. The
key event is milieu-dependent differentiation (or differential gene expression), which
basically is the organogenic process to yield mature cells of a certain type and
functionality. Similarly, embryonic induction can be described as a series of such
events. Branching in this process will be described in the following paragraphs. This
process is schematically presented in Equation 7.1.

This progression of changes is typically coupled to fundamental “driving
forces” such as cell cycling (mitosis) and cell death (apoptosis). Thus, the basic
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cellular processes can be accounted for in a population balance on each stage of
differentiation:
As in cell = entry by input — differentiation — exit by apoptosis
+ entry by cell division

or in mathematical terms:

)
=X —oX 4 X

=I—-0+aoa—puX

(7.9)

where 3, o, and p are the rates of differentiation, apoptosis, and replication, respec-
tively. This equation can be rewritten as:

dX

—+ kX =1 7.10

s (7.10)
where k =38+ o — pand ¢ = 1/k. The parameter k is the reciprocal of the time
constant ¢ that characterizes the dynamics of changes in the number of cells of type
X. It is therefore evident that the ratios of /8 and a/p are the key dimensionless
groups that determine the overall cell production in tissue.

7.2.8 Cellular Communications

How Do Cells Communicate?

Cells in tissues communicate with one another in three principal ways (Fig. 7.19).

1. They secrete soluble signals, known as cyto- and chemokines.
2. They touch each other and communicate via direct cell—cell contact.
3. They make proteins that alter the chemical microenvironment (ECM).

All these means of cellular communication differ in terms of their characteristic time
and length scales and in terms of their specificity. Consequently, each is suitable to
convey a particular type of a message.

Soluble Growth Factors

Growth factors are small proteins that are on the order of 15 to 20 kDa in size (one Da
is the weight of the hydrogen atom). They are relatively chemically stable and have
long half-lives unless they are specifically degraded. Initially, growth factors were
discovered as active factors that originated in biological fluids. For instance, erythro-
poietin was first isolated from urine and the colony stimulating factors from condi-
tioned medium from particular cell lines. The protein could be subsequently purified
and characterized. With the advent of DNA technology, growth factors can be cloned
directly as ligands for known receptors. This procedure was used to isolate thrombo-
poietin as the c-mpl ligand and the stem cell factor as the c-kit ligand. Growth factors
are produced by a signaling cell and secreted to reach a target cell.
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Figure 7.19 Cell and extracellular matrix (ECM) protein interactions (from Mutsaers et al., 1997).

Example Problem 7.2

What is the maximal secretion rate of protein?

Solution

The maximal secretion rate of a protein from a single gene in a cell can be estimated
based on the maximal rates of transcription and translation. Such estimates have been
carried out for the production of immunoglobulins (MW = 150 kDa) whose genes are
under the control of strong promoters. The estimate shows that the maximal secretion
rate is on the order of 2000 to 8000 protein molecules per cell per second, which
corresponds to about 1 pg per cell per hour. This estimate compares favorably with
measured maximal secretion rates. Since growth factors tend to be about one-tenth
the size of immunoglobulins, a correspondingly higher secretion rate in terms of
molecules per cell per time would be expected, although the total mass would stay
the same. The secretion rates of protein from cells are expected to be some fraction of
this maximum rate since the cell is making a large number of proteins at any given
time. |

Growth factors bind to their receptors, which are found in cellular membranes,
with high affinities. Their binding constants are as low as 10 to 100 pM. The binding
of a growth factor to a receptor is described as
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G][R
G +R & G:R, and %:K‘Z (7.11)
where [G], [R], [G:R] are the concentrations of the growth factor receptor and the
bound complex, respectively, and K,, is the binding constant. Since the total number of
receptors (Rio) in the system is constant, the mass conservation quantity is given by:

Rioe = [R] + [G:R] (7.12)
and therefore equation (7.12) can be written as
K K
Rt = [G:R] =% + [G:R] = [G: R](1 4 —2 7.13
[G: Rl + [G:R] = [GERI(1 +2%) 7.13)
or
[G:RI\ _ [G]
( R ) ~GI+K) 719

Receptor occupancy rates ([G: R]/Ryo) need to be on the order of 0.25 to 0.5 to reach
a significant stimulation (Fig. 7.20), and therefore growth factor concentrations as
low as 10 pM are sufficient to generate cellular response.

In many cases, the receptor:ligand complex is internalized, and a typical time
constant for internalization is 15 to 30 min. The absolute values for growth factor
uptake rates have been measured. For instance, interleukin-3 (IL-3) and the stem cell
factor (SCF) are consumed by immature hematopoietic cells at rates of about 10 and
100 ng per million cells per day. Further, it has been shown that 10,000 to 70,000
growth factor molecules need to be consumed to stimulate cell division in complex
cell cultures.
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Figure 7.20 Relationship between steady-state surface complexes and mitogenic response to EGF,
for NR6 cells (0) and human fibroblasts (e) (data from Knauer et al., 1984).
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Example Problem 7.3

How far can soluble signals propagate and how long does it take?

Solution

The maximum signaling distance can be estimated from a simple diffusion model that
describes the secretion from a sphere. Under steady-state conditions, it can be shown
that the concentration of a secreted molecule (c) as a function of the distance from the
cell is described as

c R (R?/D)

—=o0— wherea=-———-"=

K, r (KaR/F)
where R is the radius of the cell, F is the secretion rate, and D is the diffusion
coefficient of the growth factor. The distance that a signal reaches when ¢ = K| is
estimated by

(7.15)

Teritical /R =a (7 16)

Thus, the maximal secretion rate (o) is given by the ratio of two time constants, the
time constant for diffusion away from the cell (R?/D) and the secretion time constant
(K,R/F). Since it takes an infinite amount of time to reach a steady state, a more
reasonable estimate of the signal propagation distance is the time at which the signal
reaches one-half of its ultimate value. This leads to a time constant estimate for the
signaling process of about 20 minutes and a maximal distance of about 200 pm. This
distance is shortened proportionally to the secretion rate (F) and inversely propor-
tionally to the affinity (K,), both of which are limited. [ ]

The binding of a growth factor to its receptor triggers a complex signal transduc-
tion process (Fig. 7.21). Typically the receptor complex changes in such a way that its
intracellular components take on catalytic activities. These activities are in many cases
due to the Janus kinases (JAKs). These kinases then operate on the signal transducers
and activators of transcription (STATs) that transmit the signal into the nucleus. The
kinetics of this process are complex, and detailed analyses are becoming available for
the epidermal growth factor signal transduction process.

Direct Cell-Cell Contact—Insoluble Factors 1

Cells are equipped with proteins on their surface that are called the cell adhesion
molecules (CAMs). These include the cadhedrins (adhesion belts, desmosomes) and
connexins (gap junctions). These molecules are involved in direct cell-to-cell contact.

Some of these are known as the cell junction molecules since junctions are formed
between the adjacent cells allowing for direct cytoplasmic communication. Such
junctions are typically on the order of 1.5nm in diameter and allow molecules
below about 1 kDa to pass between cells.

A growing body of literature is showing how fluid mechanical shear forces influ-
ence cell and tissue function. Tissue function has a significant mechanical dimension.
At the cellular level, the mechanical role of the cytoskeleton is becoming better
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Figure 7.21 A schematic representation of the interferon gamma signal transduction pathway
(from Lodish et al., 1995).

understood. Signals may be delivered to the nucleus by cellular stretching in a way
that is similar to the method in which growth factor binding to a receptor delivers
signals. The integrins thus can perform as “mechanical transducers” of important
signals. Further, cells do know their location within a tissue and long-distance infor-
mation must be transmitted between cells via weak mechanical interactions. The
mechanical characteristics of the cellular microenvironment are thus of importance,
as are the mechanical properties of the cells themselves.

Cell-Matrix Interactions—Insoluble Factors 2

The extracellular matrix (ECM) comprises complex weaves, glues, struts,
and gels that interconnect all the cells in a tissue and their cytoskeletal
elements. The ECM is multifunctional and provides tissue with mechanical support
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and cells with a substrate on which to migrate, as well as a place to locate signals for
communications. The ECM thus has structural and informational functions. It is
dynamic and is constantly being modified. For instance, ECM components are de-
graded by metalloproteases. In cardiac muscle, about 3% of the matrix is turned over
daily.

The ECM is composed of a large number of components that have varying
structural and regulatory functions. On the cell surface, there are a number of
adhesion and ECM receptor molecules that facilitate cell-ECM communications.
These signals contain instructions for migration, replication, differentiation, and
apoptosis. The nature of these signals is governed by the composition of the ECM,
which in turn can be altered by the cells found in the tissue. Thus, all the cellular fate
processes can be directed by the ECM, and it provides a means for cells to communi-
cate. The signals in the ECM are more stable and can be made more specific and
stronger than those delivered by diffusible growth factors.

The components of the ECM and their functions are summarized in Table 7.6.

Example Problem 7.4

How many receptor sites are needed for various cellular functions?

Solution

The RGD (arginine—glycine—aspartic acid) tripeptide binding sequence has been immo-
bilized on a cell growth surface at varying densities. Cell attachment, spreading, and
growth were examined as a function of the surface density of RGD binding sites for
fibroblasts. The results showed that an average receptor spacing of 440 nm was sufficient
for cell attachment and spreading and 160 nm for focal point adhesion formation. W

Many tissue engineering efforts to date have been aimed at artificially constructing
an ECM. These matrices have taken the form of polymeric materials, which in some
cases are bioresorbable to allow the cells to replace this artificial ECM as they
establish themselves and reconstruct tissue function. The properties of this matrix
are hard to design since most of the functionalities are unknown and since it carries
two-way communication between cells. The full spectrum of ECM functionalities can
be provided only by the cells themselves (Table 7.7).

7.3 PHYSICAL CONSIDERATIONS

7.3.1 Organization of Tissues into Functional Subunits

The body has eleven major organ systems (Table 7.8), with the muscular and skeletal
systems often considered together as the musculoskeletal system. These organ systems
carry out major physiological functions such as respiration, digestion, and mechanical
motion. Each one of these organs systems in turn is comprised of organs. The major
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TABLE 7.6 Components of the Extracellular Matrix?

361

Component Function Location
Collagens Tissue architecture, tensile strength Ubiquitously distributed
Cell-matrix interactions
Matrix—matrix interactions
Elastin Tissue architecture and elasticity Tissues requiring elasticity (e.g., lung,
blood vessels, heart, skin)
Proteoglycans Cell-matrix interactions Ubiquitously distributed
Matrix—matrix interactions
Cell proliferation
Binding and storage of growth factors
Hyaluronan Cell-matrix interactions Ubiquitously distributed
Matrix-matrix interactions
Cell proliferation
Cell migration
Laminin Basement membrane component Basement membranes
Cell migration
Epiligrin Basement membrane component Basement membranes
(epithelium)
Entactin (nidogen) Basement membrane component Basement membranes
Fibronectin Tissue architecture Ubiquitously distributed
Cell-matrix interactions
Matrix—matrix interactions
Cell proliferation
Cell migration
Opsonin
Vitronectin Cell-matrix interactions Blood
Matrix—matrix interactions Sites of wound formation
Hemostasis
Fibrinogen Cell proliferation Blood
Cell migration Sites of wound formation
Hemostasis
Fibrillin Microfibrillar component of elastic Tissues requiring elasticity (e.g., lung,
fibers blood vessels, heart, skin)
Tenascin Modulates cell-matrix interaction Transiently expressed associated with

SPARC? (osteonectin)

Thrombospodin
Adhesion molecules

von Willebrand factor

Antiadhesive
Antiproliferative
Modulates cell-matrix interaction

Antiadhesive

Antiproliferative

Modulates cell-matrix interaction

Cell surface proteins mediating cell
adhesion to matrix or adjacent cells

Mediators of transmembrane signals

Mediates platelet adhesion

Carrier for procoagulant factor VIII

remodeling matrix

Transiently expressed associated with
remodeling matrix

Platelet o granules
Ubiquitously distributed

Plasma protein
Subendothelium

“Mutsaers et al., 1997.

YSPARG, secreted protein acidic and rich in cysteine.
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TABLE 7.7 Adhesion Molecules with the Potential to Regulate Cell-ECM
Interactions

Adhesion Molecule Ligand

Integrins

o1 By Collagen (I, TV, VI), laminin

o2 By Collagen (I-IV, VI), laminin

o3Py Collagen (I), laminin, fibronectin, entactin,
epiligrin

o4y Fibronectinart, VCAM-1, thrombospondin

o5 By Fibronectin, thrombospondin

o6 By Laminin

av Py Fibronectin

o B, ICAM-1, ICAM-2, ICAM-3

ampB; ICAM-1, iC3b, fibrinogen, factor X, denatured
protein

ax P, Fibrinogen, iC3b, denatured protein

oy B3 Vitronectin, fibrinogen, fibronectin,
thrombospondin

ayBs Vitronectin

oy P Fibronectin

oo Py Laminin

04 B Fibronecting;r VCAM-1, MAdCAM-1

o1enPBs3 Fibrinogen, fibronectin, vitronectin, vWF

LRI® Fibrinogen, fibronectin, vitronectin, vWF, collagen

(IV), entactin

organs that participate in digestion are shown in Figure 7.22. Each organ syste