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Foreword

The thirteen vitamins that are essential for an ad-
equate human diet are staggeringly diverse in their
structures, chemical properties and functions, but
they have, by and large, all arrived at a similar juncture
in their evolving recognition and understanding. Fifty
to a hundred years ago, the main research emphasis
was on isolation, structural determination, basic bio-
chemical properties and functional significance. As
George Ball’s new book demonstrates, the quest for
their functional significance is still continuing and is
by no means yet complete. However, the recent focus
on their public health significance has shifted from a
relatively straightforward concern with the preven-
tion and cure of overt deficiency diseases towards
more subtle functional properties, often linked to
those medical conditions that are not obviously
vitamin-dependent.

An example is folate, a generic group of compounds
which includes folic acid. When discovered, its medi-
cal significance was in the prevention of megaloblastic
anaemia in pregnant women in developing countries
such as India. Today, the focus has shifted towards
the avoidance of neural tube defects (spina bifida,
anencephaly) in western countries and the reduction
of hyperhomocysteinaemia, which is considered to be
a precursor, predictor, and likely causative agent for
vascular diseases, including some dementias. There
are recent indications that folate may influence can-
cer risk, especially for bowel cancers. Paradoxically,
whereas anti-folate drugs are frequently used to treat
existing cancer, poor folate status may be a risk factor
for development of new cancers, perhaps by com-
promising DNA repair mechanisms. None of these
implications of folate status were recognized before
the final decades of the twentieth century, and they are
still being researched and refined.

Another recently emergent research topic has
involved the so-called ‘antioxidant’ vitamins, prin-

cipally vitamins C and E, perhaps better described
as ‘redox modulators, because they can act as pro-
oxidants as well as antioxidants. Risk of developing
degenerative diseases such as vascular disease, cancers
and eye diseases (cataract, macular degeneration) has
been linked to these ‘protective’ nutrients via animal
and tissue culture model studies and epidemiological
associations. The removal of oxygen-derived reactive
free radicals seems generally beneficial and desirable,
and is performed efficiently by these micronutrients.
Just how important this is for human health remains
controversial, as is the question, how far we now need
to go ‘beyond deficiency’ and ‘toward enhanced and
optimal protection’ against noxious agents in the en-
vironment and those derived from our own metabolic
processes.

The fat-soluble vitamins have likewise proved
equally elusive, with respect to the breadth of their
functional implications. Thus, until a couple of dec-
ades ago, vitamin A was seen as the anti-xerophthal-
mia, anti-keratomalacia vitamin, preventing blind-
ness in children in poor, developing countries. Then
its role in preventing severe morbidity and mortality
from infectious diseases was recognized, and this soon
assumed dominance. Now, new roles for vitamin A
in gap-junction cell-cell communication and on cell-
signalling are recognized, revealing a potential role for
retinoids in the treatment of cancer. Derivatives of vi-
tamin D, the ‘sunshine vitamin’ which prevents rickets
and osteomalacia, also have therapeutic potential for
cancer. Vitamin K, which is used clinically to prevent
haemorrhagic disease in breast-fed babies, now as-
sumes important new significance for osteoporosis
and arterial calcification.

All these newly discovered roles for individual vita-
mins have serious implications for recommended di-
etary amounts and for public health food policies. In
the UK, government recommendations for ‘reference’
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(orrecommended) nutrient intakes have traditionally
been linked to the avoidance of deficiency diseases.
New evidence for subtle, unexpected functional ad-
vantages of increased intakes, coupled with the reali-
zation that genetic and lifestyle diversity — especially
the genetic diversity associated with common enzyme
polymorphisms — has tended to increase the level of
controversy about the exact aims of dietary recom-
mendations. It is a frustrating fact that almost every
expert committee, in every country, has a different set
of dietary recommendations.

Another area where the information available varies
greatly in quality and quantity is the characterization
of population dietary intakes and biochemical status
parameters. In the UK, we are fortunate in having a
recent set of National Diet and Nutrition surveys,
which have enabled us to determine which subgroups
of the British population are at risk for inadequate
nutrient intakes and which status parameters are ap-
propriate. This survey work is admittedly expensive
and time-consuming, but such information is of vital
importance for the effective targeting of public health
interventions to combat deficiency and to optimize
intakes in the population.

The other end of the nutrient intake spectrum is
that of excessively high intakes, with the attendant
risk of tissue overload and toxicity. The increasing
availability and sales of over-the-counter vitamin
supplements in the UK renders this hazard increas-
ingly problematic. Whereas the toxicity of high in-

takes of vitamins A or D is well known, perhaps one
should also be concerned about high intakes of other
vitamins. Thus: can high intakes of folic acid mask
incipient pernicious anaemia? — or perhaps increase
the growth rate of any pre-existing tumours? For gov-
ernments, it is vital to decide when and how to make
vitamin fortification of foods mandatory, voluntary
or forbidden.

Our perception of what is the minimum intake
to achieve adequacy tends to be higher than it once
was, yet our perception of the maximum intake that
is compatible with adequate safety is lower, so the ‘safe
range’ is becoming ever narrower. This safe (or opti-
mal) range may vary between individuals (e.g. with
genotype and enzyme polymorphisms) and with life-
style variations. Will it perhaps be necessary to tailor
nutrient recommendations to specific individuals
and/or specific lifestyles in the future?

George Ball’s book has drawn together much of
the scientific information about vitamin function
that is scattered throughout the literature. Our next
challenge will be to harness this invaluable knowledge
effectively, for the benefit of individuals and of popu-
lations.

C. ]. Bates

Head of Micronutrient Status Research (retired)
Medical Research Council

Human Nutrition Research

Cambridge, UK



Preface

Vitamins are involved in many branches of biology. To
facilitate an understanding of their mode of action I
have included background chapters on physiology and
functional anatomy, biochemistry, immunology and
the genetic control of protein synthesis. A glossary pro-
vides rapid access to some of the lesser-known terms.
The information presented in this book is not set in
stone. Some information is controversial and current

concepts are likely to change in the near or distant
future as new knowledge comes to light. The truth, or
asnear as we can approach it, can only be arrived at by
consensus from different research groups using dif-
ferent experimental approaches and perhaps working
from different viewpoints.

George F. M. Ball






1

Historical Events Leading to the
Establishment of Vitamins

1.1 Introduction
1.2 Early studies of nutritionally related diseases
1.2.1 Beriberi
1.2.2 Scurvy
1.2.3 Pellagra
1.2.4 Rickets

1.1 Introduction

The vitamin story does not unfold in an orderly
chronological fashion. Investigations were long-term
and conducted on different aspects in different parts
of the world, making it impossible to pinpoint dates
of specific discoveries. Those dates which are given
are those of publications that we now recognize as
ground-breaking. At the same time, much of the
published work was overlooked or not accepted until
decades later. The poor dissemination of knowl-

Table 1.1  Nobel Prizes for research into vitamins.

1.3 Experiments on formulated diets
1.4 Naming of the vitamins

Further reading

References

edge, attributable in part to lack of communication
and transport, meant that an investigator was often
completely oblivious of another’s work in a distant
country. Moreover, the vitamin pioneers were unwit-
tingly dealing with a hitherto unknown concept — a
disease caused by a nutritional deficiency. They faced
huge obstacles in getting their work accepted by the
medical establishment, which adhered tenaciously to
the belief that diseases must have a positive aetiology.
Some investigators achieved fame, a few being award-
ed the Nobel Prize (Table 1.1), and their names live on

Year Category

Nobel Laureates and their scientific achievements

1929 Physiology or medicine
beriberi) in chickens.

Christiaan Eijkman: for discovering that a diet consisting mostly of polished rice causes polyneuritis (a form of

Frederick Hopkins: for establishing that artificial diets composed solely of purified proteins, fats, carbohydrates,
mineral salts and water are insufficient for normal animal growth; ‘accessory substances’ (now known as

vitamins) are essential.
1934 Physiology or medicine
1937 Physiology or medicine
1937 Chemistry

George Whipple, George Minot and William Murphy: for treating pernicious anaemia patients with dietary liver.
Albert Szent-Gydrgyi: for isolating vitamin C.
Walter Haworth: for determining the structure of vitamin C and synthesizing it.

Paul Karrer: for his research into carotenoids, flavins and vitamin A; accomplished the total synthesis of

riboflavin.
1938 Chemistry
1943 Physiology or medicine
1964 Chemistry
1967 Physiology or medicine

Richard Kune: for his research into carotenoids and vitamins of the B complex.
Carl Dam: for discovering vitamin K.

Dorothy Hodgkin: for determining the structure of vitamin B, ,.

George Wald: for determining the role of vitamin A in the biochemistry of vision.
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in encyclopaedias and textbooks. The excellent work
of many other scientists, however, was never given the
recognition it deserved and prophecies which turned
out to be correct were largely ignored. This chapter
aims to give some idea of the scale of the vitamin
pioneers’ intellectual and practical achievements
and also their exceptional perseverance. Additional
information about the nature of nutritionally related
diseases and the discovery of specific vitamins is pro-
vided within each relevant chapter.

The discovery of vitamins has developed along
two parallel lines of enquiry; namely, (1) studies of
the aetiology of nutritionally related diseases, and (2)
studies of the effects of formulated diets.

1.2 Early studies of nutritionally related
diseases

For centuries in the past, certain populations in the
world were subjected to the ravages of four particular
diseases with well-characterized symptoms: these dis-
easesare beriberi, scurvy, pellagraand rickets. Progress
in the aetiology of these diseases was hindered by the
dogged belief that a disease must be caused by a
positive factor, i.e. a microorganism or a toxin. The
medical authorities could not envisage that a disease
could be caused by a lack of something in the diet. Al-
though the aetiologies were not understood until the
early part of the twentieth century, dietary cures were
known much earlier among certain people.

1.2.1 Beriberi

The first clinical description of beriberi is attributable
to a Dutch physician, Jacobus Bonitus, while working
in Java in 1642. No remedies for beriberi were known
until 1882 when Admiral Kanehiro Takaki, Director-
General of the Medical Department of the Japanese
Navy, showed the disease to have a dietary origin. By
simply increasing the allowance of vegetables, fish,
meat and barley in a diet consisting predominantly
of polished (milled) rice, Takaki was able to prevent
the disease. Furthermore, Takaki managed to per-
suade the Japanese authorities to change the standard
naval ration to one with a higher protein content. The
beriberi problem in the Japanese Navy disappeared
almost entirely following the change. Takaki ascribed
his success to the increase in the nitrogen to carbon

ratio of the diet. This explanation was not accepted by
the medical establishment who, finding no causative
microorganism, switched their attention to searching
for a toxin.

In 1886, the Dutch government sent Christiaan
Eijkman, a physician, to Batavia on the island of Java
in the Dutch East Indies (now Djakarta, the capital of
Indonesia) to join a research team in the investigation
of beriberi. The disease was rampant among the na-
tive soldiers and also among the island’s prisoners. Be-
cause of its epidemic character, beriberi was assumed
to have a bacterial origin and the scientists thought
that they had isolated the causative micrococcus from
the tissues of sufferers. They believed that the bacteria
were floating in the damp air of barracks and prisons,
so that ventilation and disinfection were the appropri-
ate preventive actions.

Eijkman tried to infect rabbits and then monkeys
with the micrococcus but the animals showed no
signs of disease. Switching to chickens, because they
were more economical both to buy and maintain,
Eijkman noted that control birds as well as injected
birds developed a paralytic disease, which he named
polyneuritis gallinarum. The disease was character-
ized by an unsteady gaitleading to an inability to stand
and culminating in death. Autopsies revealed degen-
eration of peripheral nerves, most conspicuously in
the limbs, that resembled nerve degeneration seen in
the autopsies of people who had died from beriberi.
Thinking that infection had spread from injected
birds to control birds, Eijkman set up another site,
remote from the first, to investigate whether chickens
would remain healthy unless deliberately infected.
Then a surprising thing happened: the chickens at
the original site began to recover and there were no
new deaths.

Eijkman, at first perplexed, then found out that,
during the five months in which the disease had been
developing, the chickens had been fed cooked rice from
the military hospital. Before and after this period, the
birds had been fed feed-grade uncooked rice. Eijkman
performed a controlled experiment which showed
that the cause of the disease was associated with the
cooked rice diet. His explanation was that ‘cooked rice
favoured conditions for the development of microor-
ganisms in the intestinal tract, and hence for the for-
mation of a poison causing nerve degeneration.

Eijkman turned his attention to the difference be-
tween hospital rice and the raw rice normally used for
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the chicken feed. Thelatter had been crudely pounded
to remove most of its outer husk, but the adhering
pericarp or ‘silverskin’ (also known as rice polishings)
was still attached. The hospital rice, on the other hand,
had been further processed by polishing to remove its
silverskin. The important difference between the two
types of rice seemed therefore to be the presence or
absence of the silverskin layer. Eijkman proposed two
theories. In the first theory, the polished rice might
cause disease because, once its protective skin has been
removed, pathogens have easier access to the starchy
endosperm and can multiply there during storage. In
the second theory, the silverskin contains substances
indispensable to life and health that are absent or
occur in too low concentrations in the underlying
grain. Eijkman tested the first theory by feeding four
chickens uncooked polished rice freshly processed
each day. Two of the birds developed the polyneuritis,
making this theory the less likely. At the end of many
experiments, Eijkman’s tentative hypothesis was that
the rice polishings contributed an antidote to a nerve
poison produced by the fermentation of starch in the
chicken’s crop.

Having shown the association of avian polyneuritis
with polished rice, Eijkman still had no evidence that
the polyneuritis and human beriberi had a common
origin. He therefore encouraged a medical colleague,
A. G.Vorderman, who was the inspector of prisons, to
study the relation between the incidence of beriberi
in the many prisons in the Dutch East Indies and the
diet and hygienic condition of the prisoners. It was
standard practice to supply a given prison with a par-
ticular type of rice, therefore the inmates were ideal
subjects for a controlled feeding trial. The statistics of
this study dealt with no less than 279 621 individuals,
all of them prisoners at different times. In 37 prisons,
unpolished rice was supplied; only one of these pris-
ons developed beriberi. In 13 prisons the rice supplied
was polished mixed with unpolished; in six of them
beriberi developed. Out of 51 prisons where polished
rice was supplied, as many as 38 developed cases of the
disease. From these data it was calculated that for each
10 000 of the prison population there was only one
case among those eating unpolished rice, 416 on the
mixed rice diet, and 3900 on polished rice. There was
no significant correlation with the age of the inmates,
the ventilation of their accommodation or degree of
overcrowding.

Despite all of Eijkman’s efforts, beriberi was still
considered to be the result of some kind of infection
and rice was still regarded as a possible carrier of bac-
terial toxins. After Eijkman left Java on the grounds of
ill-health, plans to use unpolished rice for all prisons
in the Dutch East Indies were cancelled. Eijkman’s
successor Grijns at the laboratory in Batavia extracted
a water-soluble ‘polyneuritis preventive factor’ from
rice polishings and in a paper published in 1901 he
correctly concluded (the first to do so) that beriberi is
the result of a dietary lack of an essential nutrient.

1.2.2 Scurvy

A decoction of spruce or pine needles was known in
Sweden to cure scurvy at least as early as the sixteenth
century, and North American Indians demonstrated
a similar elixir to the French explorer Jacques Cartier
in 1535. Ships’ crews of the East India Company had
been using lemon juice to combat scurvy from 1601
onward at the instigation of Sir James Lancaster.
However, this knowledge was not publicised and
scurvy was still the scourge of sailors enduring long
sea voyages. In 1734, Bachstrom stated his belief that
‘this evil is solely owing to a total abstinence from
fresh vegetable food, and greens; which is alone the
primary cause of the disease’.

The first recorded experiment on the cause and
cure of scurvy in humans was performed in 1747 on
board H.M.S. Salisbury by the Scottish naval physi-
cian James Lind. Twelve sailors with scurvy were di-
vided into six pairs and each pair was given a different
daily concoction in addition to a common diet. Two
fortunate patients were each given two oranges and
one lemon every day; only these two recovered, thus
demonstrating the efficacy of oranges and lemons. In
Lind’s A Treatise of the Scurvy published in 1757, Lind
stated that ‘greens or fresh vegetables, with ripe fruits,
are the best remedies’ and ‘the difficulty of obtaining
them at sea, together with a long continuance in the
moist sea air’ are the true causes of scurvy at sea. Al-
though he was mistaken as to the bad effects of salt
water and salt air, Lind’s powers of observation led
him to discover the true cause of scurvy and many of
the factors influencing its occurrence.

Captain James Cook maintained a healthy crew by
stopping frequently to take on fresh fruit and vegeta-
bles during his 1772-1775 voyages around the world.
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The Royal Navy, on the other hand, refused to accept
Lind’s findings and countless sailors succumbed to
scurvy for several years to follow.

Lind devoted his energies to securing a regular issue
of lemon juice in the Royal Navy, but it was not until
1795 that success was finally achieved. The argument
for issuing lemon juice was reinforced by a report
in the previous year of a 23-week voyage, during
which each seaman received two-thirds of an ounce
of lemon juice daily: the crew remained entirely free
from scurvy. The scheduled allowance for the sailors
in the Navy was fixed at 1 ounce of lemon juice (often
called ‘lime juice’) after two weeks at sea. The conse-
quences of the new regulations were startling and by
the beginning of the nineteenth century scurvy in the
British Navy had disappeared.

The modern era of research into scurvy, leading to
the discovery of vitamin C, began in 1907 when Holst
and Frolich reported from Christiana (now Oslo)
that the disease could be produced experimentally in
guinea pigs. It was Holst and Frolich’s original inten-
tion to find a suitable mammalian species for study-
ing beriberi, following Eijkman’s experiments with
chickens. When the guinea pigs were fed a specially
prepared cereal-based diet, the animals developed not
the expected signs of beriberi, but rather the charac-
teristic signs of scurvy, namely loss of body weight,
loosening of teeth, haemorrhages in all parts of the
body, and severe bone lesions. Supplementation of the
basal cereal diet with fresh vegetables and fruit had a
protective and curative action. This important discov-
eryled Chick and Hume in 1919 to develop a bioassay,
using the guinea pig, for testing antiscorbutic activity
in biological materials. The decision by Holst and
Frolich to use guinea pigs was fortuitous as we now
know that the more usual laboratory rodents (rats
and mice) are not rendered scorbutic when deprived
of dietary vitamin C.

From 1910, Zilva and his associates at the Lister
Institute in London were engaged in studying the
chemical nature of the antiscorbutic factor. Two
great obstacles to progress were the instability of the
vitamin and the difficulty of guiding the required
chemical steps by biological assays. Assay periods were
13 weeks, later shortened to 8 weeks. By 1927, Zilva
had obtained syrupy concentrates of the antiscorbutic
substance from the juice of lemons and shown them
to possess strong reducing properties. The reducing
power appeared to be associated with the antiscor-

butic activity, and yet freshly oxidized solutions still
retained their activity. This apparent anomaly was
resolved by Tillmans who correctly deduced that the
antiscorbutic factor was responsible for the reducing
properties of the lemon juice concentrates, and that
both oxidized and reduced forms of the reducing sub-
stance possessed antiscorbutic activity. Drummond’s
proposal to name the antiscorbutic factor ‘vitamin C’
was accepted in 1922.

In September 1931, C. G. King and W. A. Waugh
at the University of Pittsburgh obtained a crystalline
product from lemon juice that exhibited antiscor-
butic activity. They prepared to publish their find-
ings, but press reports then appeared that Rygh at
the University of Oslo had identified vitamin C as
methylnornarcotine. King and Waugh deferred their
manuscript until they tested Rygh’s claim and found
it to be spurious.

Meanwhile, Albert Szent-Gyorgyi was investigat-
ing redox systems in plants and animals for his Ph.D.
degree at Cambridge University, England. In 1927 he
isolated from the adrenal cortex of oxen, and also from
cabbage and paprika, a crystalline, optically active,
acidic substance with the empirical formula C H,O,.
This substance was a strong reducing agent and gave
colour tests characteristic of sugars, therefore Szent-
Gyorgyi designated it as a ‘hexuronic acid’. Later, in
his native country Hungary, Szent-Gyorgyi suspected
that hexuronic acid might be vitamin C, but he did not
have the practical experience in hislaboratory to test it
with the guinea pig assay. Then fate intervened. Joseph
Svirbely, who had only recently left King’s laboratory
in Pittsburgh, turned up at Szent-Gyorgyi’s labora-
tory in Szeged to offer his services. Szent-Gyorgyi
asked Svirbely to test hexuronic acid for vitamin C
activity and after one month the result was evident:
hexuronic acid was indeed vitamin C. Szent-Gyorgyi
and Svirbely’s note in Nature, April 1932, appeared
two weeks after King and Waugh’s deferred paper in
Science (neither of these publications carried a date
of receipt). A sample of hexuronic acid prepared
from adrenal glands by E. C. Kendall using new and
very different procedures was found to be identical to
King’s vitamin C preparation from lemons.

1.2.3 Pellagra

Pellagra was unknown in Europe until the 1730s,
when it was described in Spain by Gaspar Casal. It ap-
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peared at around the time that maize was brought to
Spain by Columbus from his voyages to America. The
disease spread from Spain into France and Italy and
eastward with the cultivation of maize and its use as
a staple foodstuff. Great epidemics occurred in North
Africa, especially in Egypt, later spreading to other
parts of Africa. It was widely held that pellagra was in
some way associated with spoiled maize and this led
investigators on a false trail looking for an infectious
or toxic agent. Pellagra first became prominent in the
USA in 1907, affecting many poor families in the Mid-
west and Southern States. Hundreds of thousands of
victims suffered ‘the 3-Ds’— dermatitis, diarrhoea and
dementia. The widespread nature of the disease and
its association with poverty fuelled the belief that it
was infectious, perhaps spread by an insect vector.

By 1912, pellagra had become a matter of grave
national concern in the USA, with death rates up to
10 000 per year. In 1914 Joseph Goldberger, a bacteri-
ologist with the US Public Health Service, was assigned
the task of identifying the cause of pellagra. He noted
the association of the disease with poor diet and was
able to cure the disease and prevent recurrences in or-
phans and hospital patients by adding liberal amounts
of milk and eggs to the institutional diets. Goldberger’s
next objective was to produce pellagra in previously
healthy human subjects by feeding them a pellagra-
genicdiet. The opportunity camein 1915 when agroup
of twelve convicts volunteered to undergo the experi-
ment in return for pardons upon its completion. The
diet consisted of corn (maize) meal, grits, cornstarch,
wheat flour, rice, cane syrup, sugar, sweet potatoes,
small amounts of turnip greens, cabbage and collards,
and a liberal portion of pork fat. After six months on
this diet, six of the eleven remaining volunteers had
developed pellagra. Goldberger concluded in his re-
port that ‘Pellagra may be prevented completely by a
suitable diet without intervention of any other factor,
hygienic or sanitary’ He also considered the possibility
that the lack of a hitherto unknown factor in the diet
was responsible for the disease.

In the meantime, another group, the Thompson—
McFadden Commission, had tried to produce pella-
gra in monkeys and baboons by injecting them with
blood, urine, cerebrospinal fluid and tissue filtrates
from patients with pellagra. The results were entirely
negative and the Commission reported that infection
had not been demonstrated, no insect vector had been
found, and no relation between maize and the disease

had been noted. Even so, much emphasis was laid on
the poor sanitation of the communities investigated.
There was still a question mark over whether humans
could be infected with the disease.

It was Goldberger and 15 courageous colleagues
who finally put paid to the infection dogma. They
injected themselves with blood, swabbed their throats
with nasopharyngeal secretions and swallowed the ex-
creta and epidermal squames from patients severely
ill with pellagra. During the following six months not
one of these 16 scientists became ill.

1.2.4 Rickets

Much of the pioneering work on the aetiology of
rickets should be accredited to the eminent French
physician Armand Trousseau during the 1830s.
Trousseau called attention to the experiments of Jules
Guérin, published in 1838. Weaned puppies were
placed in a dark basement and fed raw meat while
their littermates were given a varied diet in a normal
environment. After a few weeks the meat-fed animals
exhibited all the classic signs of advanced rickets, in
contrast to the littermates which showed no signs of
rickets. A similar experiment conducted on young
pigs given no access to animal fats or to sunlight gave
analogous results. This led Trousseau to postulate that
rickets was due in part to deficient diets. Trousseau
also postulated that cod-liver oil, which had been
demonstrated to cure rickets in children, was acting
as a fat containing unknown beneficial dietary factors,
rather than acting as a specific drug. He recognized
that ‘good general alimentation’ is of prime impor-
tance in the aetiology of rickets as well as the beneficial
effects of sunshine. Unfortunately, these experiments
were ignored and forgotten by 1900. Most medical
authorities at the time advocated the development of
a vaccine in the belief that rickets was a chronic infec-
tious disease. They dismissed cod-liver oil as a useless
‘quack’ remedy.

In 1918, Sir Edward Mellanby in Great Britain un-
dertook the study of rickets, starting again at the same
point as Guérin 80 years before. Mellanby produced
rickets in puppies by raising them without the benefit
of sunlight or UV radiation, and feeding them a high-
cereal, low-fat diet in which white bread was replaced
by unrefined oatmeal. Mellanby further showed that
the addition of cod-liver oil or butterfat to the feed
prevented rickets. This clearly showed that rickets was
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a nutritional disease, and cod-liver oil or butterfat
contained a factor that prevented it.

In 1922 McCollum and associates published the re-
sults of experiments designed to determine whether
the antirachitic factor in cod-liver oil was identical to
or distinct from the previously discovered vitamin A.
They found that cod-liver oil retained its antirachitic
properties after destruction of the vitamin A by heat-
ing and aeration. Thus, in addition to vitamin A, cod-
liver oil contained a new fat-soluble vitamin, which
McCollum later (1925) called ‘vitamin D’. Zucker and
co-workers in 1922 found that vitamin D was present
in the unsaponifiable fraction of cod-liver oil, and
suggested that it was closely related to cholesterol.

1.3 Experiments on formulated diets

In the meantime, research was under way into what
constituted a physiologically complete diet. Lunin,
a pupil of the Swiss biochemist Bunge, first showed
in 1882 that laboratory animals failed to thrive when
kept on an artificial diet comprising the then known
constituents of food (fat, protein, carbohydrate, min-
eral salts and water) in purified form. Taking a similar
approach of using isolated purified food ingredients,
Pekelharing formulated a baked product containing
only casein, albumin, rice flour, lard and a mixture of
all the salts which ought to be found in food. When
this product, plus water to drink, was provided as
food for mice, the mice failed to grow and died. When
other mice were provided with the same meal, but
with milk to drink instead of water, they kept in good
health. Pekelharing concluded in 1905 that “There is
an unknown substance in milk, which, even in very
small quantities, is of paramount importance to
nutrition. If this substance is absent, the organism
loses the power properly to assimilate the well-known
principal parts of food, the appetite is lost and, with
apparent abundance, the animals die of want. Un-
doubtedly, this substance not only occurs in milk, but
in all sorts of foodstuffs, both of vegetable and animal
origin. Stepp from 1909 to 1913 provided mice with
a natural complete foodstuff (milk and bread) from
which he had removed certain constituents by means
of alcohol-ether extraction. He discovered thereby
that milk and other foods contained some unknown
alcohol-soluble dietary factor indispensable for life.
As no-one had yet succeeded in isolating the factor,

there was no proof of its existence and many doubts
were raised concerning the validity of Pekelharing’s
conclusions. One school of thought was that the ani-
mals failed because of the mere monotony of the diet,
or its lack of palatability, or to the absence of flavour-
ing substances. Others thought that the cause was to
be found in insufficient consumption or failure of
absorption.

That a monotonous and unaccustomed food may
be used successfully over long periods of time without
ill-effects was proved by the experiments of Falta and
Noeggerath, published in 1905. They maintained rats
successfully for six months or more on monotonous
diets of milk, milk powder or lean horsemeat.

We now turn to the work of Sir Frederick Hopkins
in England. He fed young rats on an artificial food
mixture containing caseinogen, starch, cane sugar,
lard and inorganic salts. When these constituents
were given in their crude condition, they were appar-
ently adequate to maintain life and a certain amount
of growth. When, however, they were subjected to
careful purification, growth invariably ceased within
a comparatively short time, and the rats died. By care-
tully determining the total energy consumption of his
test rats, Hopkins was able to show that this failure was
not due to an insufficient food intake. They ceased, in
fact, to grow at a time when they were consuming food
in more than sufficient quantity to maintain normal
growth. Cessation of growth took place before any
failure in appetite. Any effects upon the appetite must
therefore have been secondary to a more direct effect
upon growth processes. In his classic paper (Hopkins,
1912), Hopkins suggested the term ‘accessory factors’
for the missing nutrients, postulating that their neces-
sity is a consequence of physiological evolution. Hop-
kins’ work was the first to attract general attention to
the existence of the hitherto unrecognized growth-
promoting substances.

Casimir Funk, a Polish biochemist working at the
Lister Institute in London, set out to isolate the anti-
beriberi factor from rice polishings and obtained
a biologically active, crystalline substance with the
chemical properties of an amine. Funk believed that
he had isolated the pure factor, but it was later realized
that he had not. In 1912 Funk published a review of
the existing knowledge of the diseases caused by nu-
tritional errors (Funk, 1912). He proposed that berib-
eri, scurvy, pellagra and possibly rickets were caused
by the absence from the diet of ‘special substances
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which are of the nature of organic bases, which we will
call vitamines’ His new word ‘vitamine’ was derived
from vita (meaning life in Latin) and amine. Funk
postulated the existence of an anti-beriberi vitamine,
an anti-scurvy vitamine, probably an anti-pellagra vi-
tamine and possibly an anti-rickets vitamine. Later, in
1922, Funk wrote, ‘I must admit that when I chose the
name vitamine I was well aware that these substances
might later prove not to be of an amine nature. How-
ever, it was necessary for me to choose a name that
would sound well and serve as a catch-word’

The year 1912 was alandmark in the history of vita-
minsand heralded a new era in vitamin research. Hop-
kins’ celebrated paper and Funk’s review, published a
few months earlier, attracted world-wide attention
and, finally, a general acceptance of the existence of
vitamins. In his review Funk commented, “There is
perhaps no other subject in medicine where so many
contradictions and inexact statements were made,
which, instead of advancing the research, retarded it
by leading investigators in a wrong direction.

The importance of the pioneering experiments of
Eijkman and of Hopkins was finally recognized by the
award to them jointly of the Nobel Prize for Physiol-
ogy or Medicine in 1929.

1.4 Naming of the vitamins

By1915,0sborneand Mendel and also McCollum and
Davis had between them distinguished two types of
accessory factors based on their solubilities and called
them ‘fat-soluble A’ and ‘water-soluble B’. Fat-soluble
A was present in butterfat and egg yolk; a deficiency
of this substance produced an infectious eye disease
(xerophthalmia) and growth retardation in young
rats. Water-soluble B was present in wheat germ and
milk powder; its deficiency produced the avian form
of beriberi in pigeons. In 1920, the terminal ‘-¢’ was
dropped from the word ‘vitamine’ and fat-soluble A
and water-soluble B were renamed vitamin A and
vitamin B, respectively. The anti-scurvy factor was
named vitamin C. For some time it was considered
probable that the anti-rickets factor might be identi-

cal with vitamin A, since those foods which protected
against experimental rickets were generally the same
as those rich in vitamin A. Later, however, differ-
ences in distribution and chemical properties were
established, and the anti-rickets factor was designated
vitamin D. In 1922 Evans and Bishop discovered an
anti-sterility factor necessary for successful reproduc-
tion in the rat; this factor was later named vitamin E.
An anti-haemorrhagic factor for chicks reported in
1935 by Dam was later named vitamin K.

Vitamin B eventually proved to be a mixture of
compounds having different chemical and physi-
ological properties. This mixture is referred to today
as the ‘vitamin B complex’ in accordance with the
original nomenclature. The components of the vita-
min B complex were originally designated arbitrarily
asvitamins B, B, B,, B,, etc.

Gaps in the present alphabetical and numerical
designations can be explained by the fact that several
nutritional factors originally claimed to be vitamins
turned out not to be vitamins after all, or were identi-
cal to another vitamin. Later, when the vitamins had
been isolated and chemically characterized, they
were given names according to the class of chemical
compounds to which they belong. The last vitamin to
be discovered was vitamin B, which was isolated in
crystalline form from liver in 1948.

Further reading
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Nutritional Aspects of Vitamins

2.1 Definition and classification of vitamins
2.2 Nutritional vitamin deficiency
2.3 Stability and bioavailability of vitamins
2.3.1 Stability
2.3.2 Bioavailability

2.1 Definition and classification of
vitamins

Vitamins are a group of organic compounds which
are essential in very small amounts for the normal
functioning of the body. Thirteen vitamins are recog-
nized in human nutrition and these have been classi-
fied, according to their solubility, into two groups. The
fat-soluble vitamins are represented by vitamins A, D,
E and K; also included are the 50 or so carotenoids
that possess varying degrees of vitamin A activity. The
water-soluble vitamins comprise vitamin C and the
members of the vitamin B group, namely thiamin
(vitamin B,), riboflavin (vitamin B,), niacin, vita-
min B,, pantothenic acid, biotin, folate and vitamin
B,,. Vitamins have widely varying biochemical and
physiological functions and are broadly distributed in
natural food sources.

For several of the vitamins, biological activity is
attributed to a number of structurally related com-
pounds known as vitamers. The vitamers pertaining
to a particular vitamin display, in most cases, similar
qualitative biological properties to one another, but,
because of subtle differences in their chemical struc-
tures, exhibit varying degrees of potency.

It is often stated that vitamins cannot be produced
in the body and must, therefore, be supplied in the
diet. This statement is valid for many of the vitamins,
but is not strictly true for others. For example, vi-

2.4 Vitamin requirements
Further reading
References

tamin D can be formed in the skin upon adequate
exposure to ultraviolet radiation; vitamin K is nor-
mally produced in sufficient amounts by intestinal
bacteria; and niacin can be synthesized in vivo from
an amino acid precursor, L-tryptophan. With the
possible exception of vitamins D and K, vitamins
must be supplied by the diet because they cannot
be produced in adequate amounts by the human
body. Plants have the ability to synthesize most of
the vitamins and serve as primary sources of these
dietary essentials.

2.2 Nutritional vitamin deficiency

In countries where diets are unbalanced and inad-
equate, or where there are particular dietary customs,
certain typical disease patterns have been shown to
be due to vitamin deficiency. Examples of the most
commonly observed diseases are xerophthalmia, rick-
ets, beriberi, pellagra and scurvy, which result from
deficiencies of vitamin A, vitamin D, thiamin, niacin
and vitamin C, respectively. Deficiency of a single
member of the vitamin B group is rare in humans
because these vitamins are largely found together in
nature, and foodstuffs lacking in one member of the
complex are likely to be poor in the others. Moreover,
the overt manifestations of deficiency of this group
overlap to some extent.



Subclinical deficiency and marginal deficiency are
synonymous terms used to describe conditions in
individuals who are not clinically nutrient deficient,
but who appear to be close to it. An alternative and
perhaps better term proposed by Victor Herbert in
1990 is ‘early negative nutrient balance, which is
used when laboratory measurements indicate that an
individual is losing more of a nutrient than is being
absorbed.

By reference to the sequence of events in the de-
velopment of vitamin deficiency, Pietrzik (1985)
emphasized the importance of preventing functional
metabolic disturbances that can evolve into overt
clinical symptoms. This sequence can be subdivided
into six stages as follows.

e Stage 1 Body stores of the vitamin are progressively
depleted. A decreased vitamin excretion in the
urine is often the first sign. Normal blood levels are
maintained by homeostatic mechanisms in the very
early stages of deficiency.

e Stage 2 The urinary excretion of the vitamin is fur-
ther decreased and vitamin concentrations in the
blood and other tissues are lowered. A diminished
concentration of vitamin metabolites might also be
observed.

e Stage 3 There are changes in biochemical param-
eters such as low concentrations of the vitamin in
blood, urine and tissues, and a low activity of vi-
tamin-dependent enzymes or hormones. Immune
response might also be reduced. Non-specific sub-
clinical symptoms such as general malaise, loss of
appetite and other mental changes appear.

e Stage 4 The biochemical changes become more
severe and morphological or functional distur-
bances are observed. These disturbances might
be corrected by vitamin dosing in therapeutic
amounts within a relatively short time or vitamin
supplementation in amounts of (or exceeding) the
recommended dietary allowances over a longer
period. Malformation of cells is reversible at this
stage.

e Stage 5 The classical clinical symptoms of vitamin
deficiency will appear. Anatomical alterations char-
acterized by reversible damage of tissues might be
cured in general by hospitalization of the patient.In
most cases there are deficiencies of several nutrients
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and a complicated dietetic and therapeutic regimen
has to be followed.

e Stage 6 The morphological and functional distur-
bances will become irreversible, finally leading to
death in extreme cases.

From the health point of view, Pietrzik (1985) pro-
posed that the borderline vitamin deficiency is repre-
sented by the transition from the third to the fourth
stage.

The causes of nutritional vitamin deficiency are
any one or combination of the following: inadequate
ingestion, poor absorption, inadequate utilization,
increased requirement, increased excretion and in-
creased destruction in the body. The capacity to store
vitamins in the body is another aspect to be consid-
ered: humans can store thiamin for only about two
weeks, whereas vitamin B, can be stored for several
years. Other factors that contribute to nutritional vi-
tamin deficiency are listed in Table 2.1.

Table 2.1 Causes of vitamin deficiency. From Marks (1975).
Due to Caused by
Primary food deficiency Crop failure

Food storage losses

Diminished food intake Poverty and ignorance
Loss of appetite
Apathy

Food taboos and fads
Pregnancy sickness
Dental problems

Chronic disease

Diminished absorption Absorption defect diseases
Parasitic infections

Malignant diseases

Increased requirements Increased physical activity
Infections

Pregnancy and lactation
Drug therapy

Vitamin imbalance

Rapid growth

Increased losses Excessive sweating
Diuresis

Lactation
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2.3 Stability and bioavailability of
vitamins

2.3.1 Stability

Vitamin stability is an important issue when consid-
ering the nutritional value of a food. Processing and
storage losses depend upon conditions such as pH,
temperature and moisture content. Niacin and biotin
are relatively stable, but the other water-soluble vita-
mins are labile to varying extents and under different
conditions. Riboflavin is notoriously susceptible to
decomposition by light. During domestic cooking
the water-soluble vitamins are easily leached out into
the cooking water or exuded from meat, but are not
lost if the cooking fluids are consumed. In the case of
vitamin C, rapid heat treatment, such as the blanching
of fruits and vegetables or the pasteurization of fruit
juices, actually serves to prevent vitamin losses during
post-processing storage by inactivating enzymes that
promote the direct oxidation of ascorbic acid.

2.3.2 Bioavailability

The term ‘bioavailability, as applied to vitamins
in human nutrition, refers to the proportion of
the quantity of vitamin in the food ingested that
undergoes intestinal absorption and utilization by
the body. Utilization encompasses transport of the
absorbed vitamin to the tissues, cellular uptake and
the subsequent fate of the vitamin. The vitamin may
be converted to a form which can fulfil some bio-
chemical function. Alternatively, the vitamin may be
metabolized within the cell to a nonfunctional form
for subsequent excretion or simply stored within the
cell for future use. Any definition must be viewed as
an operational definition within the context of the
method used to determine bioavailability.

Bioavailability should not be confused with nu-
trient stability. Whereas food processing can result
in the loss of a labile vitamin, the bioavailability of
the remaining amount of vitamin is not necessarily
altered. Bioavailability is influenced by a diverse range
of interacting parameters and therefore the amount of
bioavailable vitamin in a diet or individual food can
vary considerably.

Absorption of a vitamin depends on the chemi-
cal form and physical state in which the vitamin
exists within the food matrix. These properties may

be influenced by the effects of food processing and
cooking, particularly in the case of niacin, vitamin B
and folate. In foods derived from animal and plant
tissues, the B-group vitamins occur as their coenzyme
derivatives, usually associated with their protein apo-
enzyme. In addition, niacin in cereals and vitamin B,
in certain fruits and vegetables occur largely as bound
storage forms. In milk and eggs, which are derived
from animal secretions, the B-group vitamins occur,
at least to some extent, in the underivatized form, a
proportion of which is associated with specific bind-
ing proteins. Vitamins that exist naturally as chemi-
cally bound complexes with some other material in
the food matrix exhibit lower efficiencies of digestion
and absorption compared with the free (unbound)
vitamin ingested, for example, in tablet form.

Certain dietary components can retard or enhance
a vitamin’s absorption, therefore the composition of
the diet is an important consideration. For example,
the presence of adequate amounts of dietary fat is es-
sential for the absorption of the fat-soluble vitamins.
Carotenoids exhibit low bioavailability relative to
vitamin A due to the poor digestibility of fibrous
plant material. Other ingested substances such as al-
cohol and drugs may interfere with the physiological
mechanisms of absorption.

Biological factors can influence the absorption of a
vitamin from a particular food or diet. For example,
the absorption mechanism in intestinal epithelium
can be adapted physiologically to meet changing
metabolic requirements and food deprivation. Mal-
absorption may occur in the presence of gastrointes-
tinal disorders or disease. Other general factors that
influence absorption include the plane of nutrition,
metabolic requirements, age and state of health.

It is impracticable to determine true or absolute
bioavailability, and therefore almost all methods for
determining vitamin bioavailability in foods yield a
measurement of relative bioavailability. This is the
observed response obtained when the animal is fed
the test food or diet expressed as a percentage of the
response obtained by feeding a reference material of
high bioavailability. Rats or chicks have been used
extensively as experimental animals, but these animal
studies are now thought to have relatively little value
in predicting vitamin bioavailability for humans. This
is because of problems such as intestinal synthesis of
water-soluble vitamins by gut microflora, coprophagy
(faecal recycling) and metabolic differences between



animals and humans. The main emphasis nowadays
in the field of nutrient bioavailability has turned to
the use of protocols with human subjects in order
to avoid the uncertain relevance of animal models
(Gregory, 1988).

2.4 Vitamin requirements

Metabolic processes must respond to the immediate
needs of the body and therefore vitamin requirements
are subject to continuous variation between certain
limits. The Food and Nutrition Board of the Institute
of Medicine in the United States defines a requirement
as the lowest continuing intake level of a nutrient that,
for a specific indicator of adequacy, will maintain a
defined level of nutriture in an individual. A Recom-
mended Dietary Allowance (RDA) of a nutrient is the
average daily dietary intake level that is sufficient to
meet the requirement of nearly all (97 to 98 per cent)
apparently healthy individuals in a particular life
stage and gender group. The RDA is derived from an
Estimated Average Requirement (EAR), which is an
estimate of the intake at which the risk of inadequacy
to an individual is 50 per cent. RDAs have been pub-
lished for vitamins A, D, E and K, thiamin, riboflavin,
niacin, vitamin B, folate, vitamin B,, and vitamin C
(National Research Council, 1989). In the case of pan-
tothenic acid and biotin, there is insufficient evidence
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to calculate an EAR and a reference intake called an
Adequate Intake (AI) is provided instead of an RDA
(Institute of Medicine, 1998). The Al is a value based
on experimentally derived intake levels or approxima-
tions of observed mean nutrient intakes by a group
(or groups) of apparently healthy people.
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Key discussion topics

¢ Physiological concentrations of water-soluble sub-
stances (apart from small uncharged solutes) require
carrier-mediated transport mechanisms in order to
pass through the lipid bilayer of cell membranes.

¢ The passage of substances through a cell membrane
against a concentration gradient requires active
transport with the expenditure of metabolic energy.

e The physiology of intestinal glucose absorption has
been extensively studied and forms a basis for under-
standing the absorption of water-soluble vitamins.

e For micronutrients to enter brain cells from blood,
they must (1) enter the extracellular space of the
brain through the blood-brain barrier or (2) enter
the cerebrospinal fluid via the choroid plexus.

3.1 Movement of solutes across cell
membranes and epithelia

An epithelium is a sheet of closely apposed cells that
forms a boundary at the interface of the body and its
external environment or between fluid compartments
within the body. The epithelium rests on a thin sheet
of an extracellular matrix, the basal lamina, that is
rich in mucopolysaccharides. We are concerned with
epithelia that can perform vectorial (transepithelial)
transport of solutes, such as the epithelia of the small
intestine, kidney and liver. Vectorial transport regu-
lates the volume and/or composition of body-fluid
compartments by absorption or secretion.

3.1.1 Epithelial cell structure

The plasma membrane

Individual animal cells of all types are enveloped by a
plasma membrane composed of a lipid bilayer about
5 nm thick with globular proteins either partially em-
bedded in it or attached to the outer or inner surface
(Fig. 3.1). The lipids are represented by phospholip-
ids, glycolipids and cholesterol, all of which are amphi-
pathic, i.e. having both hydrophilic and hydrophobic
portions. The phospholipids are predominantly
phosphoglycerides, which have a glycerol backbone;
sphingomyelin, a phospholipid which lacks a glycerol
moiety, is a common constituent. The phospholipids
are organized into a bilayer, only two molecules thick,
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¢ Most sites of known mechanisms of placental trans-
port are localized to the microvillous and basal
plasma membranes of the syncytiotrophoblast.

e G proteins act as molecular switches in relaying the
signal from activated receptors on the cell surface
to effector enzymes that catalyse the generation of
second messengers such as cyclic AMP.

e Bone is a dynamic living tissue that is constantly
being destroyed and renewed in order to maintain
its strength.

¢ Inhibiting the flow of growth-controlling factors
through gap junctions leads to neoplastic trans-
formation of cells and the formation of cancerous
tumours.

with polar heads facing outward toward the aqueous
environment and fatty acid tails forming a hydropho-
bic interior. Each phospholipid layer in this lamellar
structure is called a leaflet. The molecular arrange-
ment of the phospholipids represents the stable state
of minimum free-energy expenditure and is due to a
maximization of hydrophilic and hydrophobic inter-
actions. Glycolipids are distinguished from phospho-
lipids by the presence of one or more sugar residues at
the polar head group. Cholesterol contributes to the
membrane fluidity whilst also providing mechanical
stability. The cholesterol molecules are orientated
in the bilayer with their hydroxyl group close to the
polar heads of the phospholipids and glycolipids.
This leaves the distal portions of the phospholipid/
glycolipid fatty acid tails free and relatively flexible.
The plasma membrane regulates the movement
of substances across the impervious lipid bilayer by
virtue of its property of selective permeability. This
property is attributed to the protein constituents of
the membrane. Membrane proteins can be classified
into two broad categories — integral and peripheral
— according to how they interact with the lipid bi-
layer. Integral membrane proteins are amphipathic
molecules whose hydrophobic regions are embedded
within thelipid bilayer and hydrophilic regions are ex-
posed at the membrane’s surface. Almost all are trans-
membrane proteins that span the bilayer in a weaving
fashion and account for most membrane-associated
receptors and transporters and certain enzymes. Most
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of the integral membrane proteins are glycoproteins,
whose chains of sugar residues invariably protrude
to the outside of the cell. These chains, together with
those of membrane glycolipids and other structures
called proteoglycans, form a carbohydrate coat at the
cell surface called the glycocalyx. Peripheral mem-
brane proteins function almost entirely as enzymes.
They do not interact with the hydrophobic interior of
the lipid bilayer, but instead are bound ionically to the
membrane’s outer or inner surface. Binding is either
indirectly to an integral membrane protein or directly
to the polar head of a phospholipid.

The junctional complex

Each epithelial cell is adjoined with its neighbour by
a junctional complex, which comprises three spe-
cialized attachment sites: the tight junction (zonula
occludens), an intermediate junction (zonula adher-
ens) and a desmosome (macula adherens) (Fig. 3.2).
The tight junction constitutes a gasket encircling the
apical end of each epithelial cell and separating the
luminal fluid from the fluid in the lateral intercellular
space. If the epithelium is visualized as a six-pack of
beer, with the cans representing the cells, the sheet
of plastic holding the cans together corresponds to
the tight junction. The intermediate junction is an

i

WY

peripheral protein

peripheral
protein

Fig. 3.1 Schematic diagram of a typical
plasma membrane. (Cholesterol molecules
not shown.) The lipid bilayer consists of two
leaflets of phospholipid molecules whose fatty
acid tails form the hydrophobic interior of the
bilayer; their polar hydrophilic head groups line
both surfaces. Integral proteins mostly span the
bilayer. Peripheral proteins are associated with
the membrane by protein—protein and lipid—
protein interactions. Chains of sugar residues
(oligosaccharides) bind to membrane proteins
and also to lipids, forming glycoproteins and
glycolipids, respectively.

adhesive band that also completely encircles the cell.
Desmosomes are found all over the basolateral mem-
brane and are sites of attachment to filaments of the
cytoskeleton.

The cytoskeleton

The cytoskeleton forms an internal framework of pro-
tein filaments supporting the large volume of cyto-
plasm. The three principal types of protein filaments
— intermediate filaments, microtubules and actin
filaments — are connected to one another, and their
functions are co-ordinated.

Intermediate filaments are tough, rope-like struc-
tures that provide mechanical stability to cells and
tissues. Microtubules are long, stiff, hollow cylinders
composed of polymerized tubulin molecules. Besides
providing structural support for the cell, microtubules
act as lines of transport for the organized movement
of mitochondria and other membranous organelles
to desired locations within the cell. They also facilitate
delivery of transport vesicles from the Golgi complex
to the apical membrane in epithelial cells,and become
associated with the centrioles and chromosomes to
form the spindle during mitosis and meiosis. The
movement of organelles is facilitated by specialized
motor proteins which use the energy derived from
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Desmosomes resemble spot welds between
the lateral plasma membranes.

the hydrolysis of adenosine triphosphate (ATP) to
drag organelles along the microtubule. When cells
are treated with colchicine (an alkaloid that inhibits
the polymerization of tubulin molecules), organelles
change their location. When the drug is removed,
the organelles return to their original position. The
normal position of an organelle is thought to be deter-
mined by a receptor protein on the cytosolic surface of
its membrane that binds a specific motor protein.

A terminal web composed of ordered arrays of actin
filaments and associated proteins underlies and sup-
ports the microvilli of brush-border-type epithelial
cells such as the intestinal absorptive cell (see Section
3.3.1). Within each microvillus is a core of actin fila-
ments whose roots interdigitate with filaments of the
terminal web (Fig. 3.3). Different sets of filaments
within the terminal web are closely associated with
the three components of the junctional complex.
Of particular interest is a circumferential band of
contractile filaments known as the perijunctional
actomyosin ring, which is located at the level of the
intermediate junction.

The microvillous core is attached laterally to
the apical membrane by cross-filaments (Fig. 3.3).

T A

basal membrane

core filaments

cross filaments

F—_\_J
J)

\[

AR\

1[
17

1T

| _plasma
membrane
of microvillus

——

terminal web
filaments

Fig. 3.3 Schematic diagram showing the relationship between the
various filament systems in the brush-border region of intestinal epithelial
cells (enterocytes).
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These filaments are composed of a 110-kDa pro-
tein—calmodulin complex belonging to a family of
mechanoenzymes known as myosin I, and is spe-
cifically known as ‘brush border myosin I Like the
well-known myosin of skeletal muscle, myosin I is an
ATPase, capable of transducing energy stored in ATP
into motion along actin filaments. Because of its cel-
lular location, it can be envisaged that brush border
myosin I produces force on the apical membrane rela-
tive to the actin filaments in the core bundle.

Tight junctions

A tight junction appears by transmission electron
microscopy of thin sections as a series of discrete sites
of apparent fusion involving the outer leaflet of the
lateral plasma membrane of adjacent cells. A more
detailed picture is obtained by examination of cells
prepared by freeze-fracturing. In freeze-fracture rep-
licas the apparent membrane fusion sites are evident
as branching linear arrays of strands on the P face and
complementing grooves on the E face. It seems that
at the apparent fusion sites there are pairs of strands,
offset with respect to each other, with one being con-
tributed by each cell. Each strand may be composed of
large aggregates of occludin molecules.

A proposed model for the molecular organization
of tight junctions is shown in Fig. 3.4. Occludin mol-
ecules spanning the membrane of one cell interact
with complementary domains on occludin molecules
from adjacent cells, thereby forming the barrier por-
tion of the tight junction. Another protein, named
Z0-1 (zonula occludens 1), connects occludin to actin
filaments of the cytoskeleton through spectrin II and
cingulin. Contraction of the actin cytoskeleton (pos-
sibly the perijunctional actomyosin ring) or changes
in the phosphorylation state of ZO-1 or any other
tight junction-associated protein could cause confor-
mational changes in these proteins that would affect
their interactions with occludin and alter the tight
junction barrier. In this regard, the ZO-1 multipro-
tein complex could be a target for second messengers.
For example, Duffey et al. (1981) observed a reduced
ionic permeability across the tight junction and a
reorientation of the junctional strands when amphib-
ian gall bladder epithelium was exposed to adenosine
3",5’-cyclic monophosphate (cyclic AMP).

Tight junctions of intestinal epithelia are much
more permeable to potassium ions (K*) and so-

actin spectrin Il

occludin

cingulin Z0-1
p

Fig. 3.4 Molecular organization of tight junctions. The transmembrane-
spanning protein occludin is shown binding complementary domains
on occludin molecules in an adjacent cell. Cytoplasmic domains of
occludin are bound to ZO-1 and its associated multiprotein complex. This
Z0 complex is linked to the actin cytoskeleton through spectrin Il and
cingulin. Reproduced, with permission, from Ballard et al. (1995), Annual
Review of Nutrition, Volume 15, pp. 35-55, ©1995 by Annual Review
(www.annualreviews.org).

dium ions (Na*) than to chloride ions (CI). This
cation selectivity has been explained by the tight
junctions being lined with hydrated negative charges
that discriminate against the passive movement of
anions (Cereijido et al., 1978). The permeability of an
epithelium to inorganic ions seems to be directly pro-
portional to the transepithelial electrical resistance,
measured by placing microelectrodes on either side
of the epithelium. Because plasma membrane resist-
ances are, in most cases, relatively high, transepithe-
lial resistance values reflect the resistance to current
flow through the tight junction, and hence its ionic
permeability. Different epithelia exhibit a wide range
of resistance values, depending on the physiological
requirements of the tissue. The transepithelial resist-
ance correlates with the number of freeze-fracture
strands in the tight junctions of various epithelia. For
example, the low resistance (6 ohm cm™) epithelium



of the mammalian renal proximal convoluted tubule
has only a single continuous strand whereas the high
resistance (>2000 ohm cm™) epithelium of the toad
urinary bladder has more than eight strands lying
in parallel. This correlation suggests that the strands
represent the functionally important elements of the
tight junction.

Gap junctions

While individual cells are capable of maintaining
their own functions, the co-ordination of cellular
activities within a tissue depends on the exchange of
information among constituent cells. Neural and en-
docrine co-ordination are ways to achieve this goal,
but these involve long-range interactions. Intercel-
lular communication can be achieved directly via the
connecting channels of gap junctions. Gap junctions
are plasma membrane structures formed at points of
contact between two similar cells. As viewed by elec-
tron microscopy, they appear as clusters of particles
(connexons) embedded in the plasma membrane.
These clusters are present at very high density (~10*
gap junctions pm) and are referred to as gap junc-
tional plaques (Musil & Goodenough, 1991). An
individual connexon is formed from six subunits
of transmembrane proteins of the connexin family.
Each connexon is tightly joined to an identical con-
nexon within the plasma membrane of the adjacent
cell. As shown in Fig. 3.5, the paired connexons form
water-filled pipes (usually referred to as channels)
which permit the ready diffusion of cytoplasmic ions
and molecules from cell to cell. The pore size of the
mammalian gap junction is such that it excludes mol-
ecules larger than approximately 1000 daltons. Dif-
fusible molecules include most sugars, amino acids,
nucleotides, vitamins and ‘messenger’ molecules
such as cyclic AMP.

One function of intercellular communication may
be to maintain cellular homeostasis through the ex-
change of ions, metabolites and water. In electrically
active cells such as neurons, cardiocytes and smooth
muscle cells, gap junctions serve as electrical synapses
for the rapid conduction of action potentials. In other
cells, intercellular communication may co-ordinate
tissue responses to hormones through the exchange
of second messenger ions or molecules between
hormone-stimulated cells and non-stimulated cells.
Intercellular communication is also important in the
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Fig. 3.5 Diagram of a possible structure of a gap junction. The connexons
within the plasma membranes of adjacent cells form a channel allowing
intercellular communication. Reproduced, with permission, from Patricia
J.Wynne.

regulation of mitotic cell proliferation. Many types of
cancer cell have a decreased capacity for intercellular
communication and a decreased number of gap junc-
tions. This loss of intercellular communication has
been correlated with the degree of malignancy of the
neoplasm (Klaunig & Ruch, 1990).

Increasing concentrations of intercellular calcium
ions (Ca?") causes a progressive decrease in gap junc-
tion permeability by a channel closure mechanism
that resembles the shutter in a camera. This channel
closure may be mediated by the protein calmodulin,
which binds to gap junction proteins in the presence
of Ca*". The Ca**-activated calmodulin may directly
induce the conformational change in the gap junc-
tion protein(s) that results in channel occlusion
(Peracchia & Bernardini, 1984). Calcium ions trigger
channel closure whenever it is necessary to isolate a
damaged cell.
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3.1.2 Membrane fluidity

An artificial bilayer composed of a single type of
phospholipid changes abruptly from a highly ordered
gel-like state to a more mobile fluid when the tem-
perature is raised. This change of state is called a phase
transition and is due to increased motion about the
C—C bonds of the fatty acid chains. The narrow tem-
perature range over which the gel-like fluid transition
takes place is known as the ‘transition temperature’.
The lipid bilayer is in a more fluid state when the fatty
acid chains of the phospholipids or glycolipids are not
tightly packed (Fig. 3.6). This condition is favoured
when the chains are unsaturated and of shorter
length. Cis double bonds produce kinks in the fatty
acid chains that makes them more difficult to pack,
and a shorter chain length reduces the tendency of the
hydrocarbon chains to interact with one another. The
addition of cholesterol restricts the C—C movements
of the part of the fatty acid chains situated closest to
the polar heads of the phospholipids, but it separates
the flexible tails of the fatty acids and causes the inner
regions of the bilayer to become slightly more fluid.
The fluidity of the lipid bilayer allows individual
constituent phospholipids to diffuse laterally within
their own monolayer, but they are always orientated
with their polar heads facing outwards. Integral mem-
brane proteins also float quite freely, but tend to be
restricted to a limited area of the membrane. The
restrictions are imposed by tight junctions acting as
barriers, linkage to cytoskeletal proteins, and aggre-
gation of membrane proteins with each other. Such

increasing fluidity

saturated
fatty acid chains

some unsaturated
chains
(one double bond)

some unsaturated
chains with two or
more double bonds

restrictions give rise to a ‘patchwork’ of membrane
domains, each exhibiting a different protein compo-
sition and function.

It is essential for many membrane functions that
a precise fluidity of cell membranes be precisely
maintained. Certain membrane transport processes
and enzyme activities, for example, can be shown to
cease when the viscosity of the plasma membrane is
experimentally increased beyond a threshold level.
Membrane fluidity provides the required motional
freedom of the phospholipid molecules, allowing in-
tegral proteins to undergo conformational changes as-
sociated with their function. By synthesizing a diverse
array of phospholipids intercalated with cholesterol,
cells maintain an appropriate fluidity of their plasma
membranes, as well as of all subcellular membranes.

3.1.3 Elementary principles of
bioelectricity

Some basic electrical principles

The removal of electrons from a neutral body results
in a positive charge, as when one electron is removed
from the neutral sodium atom to form a sodium ion.
The practical unit for measuring charge is the cou-
lomb, which equals 6.2 X 10" electrons. An electric
field exists in the space around a charge and extends
to infinity. In order to move a charge against the field,
work must be performed. In experimental work, the
difference in potential between two points is defined
as the work necessary to move a unit charge from one

>

Fig. 3.6 Diagram showing that regions of
the plasma membrane are in a more fluid
state when phospholipids or glycolipids with
unsaturated hydrocarbon chains are present
than when the lipid chains are fully saturated.
Enhanced fluidity is a consequence of kinks
formed at double bonds in the hydrocarbon
chains, which allow greater lateral mobility of
these and associated molecules within their
own monolayers. Reproduced, with permission,
from Avers (1986), Molecular Cell Biology
(©1986), Addison Wesley Longman.



point to the other. The practical unit of electrical
potential difference is the volt, which is the potential
difference against which 1 joule of work is done in the
transfer of 1 coulomb.

A difference in potential is associated with a flow
of current in a medium. The current can be charge-
carrying ions in solutions of electrolytes. The current
flow requires energy since it encounters resistance in
the medium. In order to produce electrical currents,
special sources of electrical energy are available, such
as the battery and generator. Such sources of energy
are said to produce an electromotive force. In solu-
tion, electrical energy is produced by chemical reac-
tions which result in the separation of positive and
negative charges at electrodes. Such separation of
charge itself constitutes a form of stored energy which
manifests as a difference in electrical potential.

Movement of an ion in a solution in which a po-
tential difference is present requires work to be done
with or against two forces: the electric field and any
concentration difference in the ion.

The membrane potential
A potential difference exists across plasma mem-
branes that makes the inside of the membrane elec-
trically negative and the outside positive. The mag-
nitude of this membrane potential is influenced by
the composition of the fluid bathing the membrane.
When mucosal strips of rabbit ileum are bathed by a
physiological electrolyte solution, the membrane po-
tential across the brush border averages —36 mV (cell
interior negative) (Rose & Schultz, 1971). We will see
that the membrane potential plays an essential role in
the transport of substances across the membrane.
Figure 3.7 shows very simply how a membrane
potential is established. The membrane separating
the two aqueous compartments is permeable to K*
but not to anions. The K* concentration of the intra-
cellular compartment is 10-fold that of the extracel-
lular compartment. Potassium ions tend to diffuse by
random motion in both directions across the mem-
brane. However, because the K* concentration is ini-
tially higher in the intracellular compartment, there
is greater net movement of K* from inside to outside.
This diffusion of K* down the concentration gradient,
unaccompanied by anions, produces separation of
charge and therefore the membrane becomes electri-
cally charged, with the inside negative with respect to
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Fig. 3.7 Diagram showing the principle of how a membrane
potential is established. A membrane separates two compartments.
The left (intracellular) compartment contains 100 mM K* and the right
(extracellular) compartment contains 10 mM K*. The membrane is freely
permeable to K* but not to the accompanying anion. Net K* movement
from left to right creates a membrane voltage, left side negative. This build-
up of electronegativity will tend to retard the movement of K* from left to
right until further net movement is prevented. The membrane voltage at
this point defines the membrane potential.

the outside. This build-up of electronegativity along
the inside of the membrane will tend to retard the
outward diffusion of K'. The membrane potential
is the point at which the electric potential across the
membrane becomes great enough to prevent further
net diffusion of K* to the exterior, despite the high K*
concentration gradient.

In an actual plasma membrane, the membrane
potential is established in a similar manner by an in-
teraction between permanently open potassium leak
channels and a sodium-potassium pump located in
the membrane. As described later, K* is pumped into
the cell in exchange for the outward removal of Na*,
creating the high intracellular concentration of K.
The net outward diffusion of K* through the potas-
sium leak channels down the concentration gradient
generates the inside-negative membrane potential
aided by a small contribution by the sodium-potas-
sium pump. Membranes are not in fact solely perme-
able to K*; they are also permeable to Cl, and are not
totally impermeable to Na*.

The separation of electric charges that creates the
membrane potential occurs only in the immediate
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vicinity of the membrane, therefore the bulk of the
cytosol and extracellular fluid remains electrically
neutral. The charge separation involves only a minute
fraction of the total number of positive and negative
charges that exist in the cell, so ion concentrations are
practically unaffected.

3.1.4 Protein-mediated membrane
transport systems

The term ‘transport’ refers to solute translocation
that is mediated by a transmembrane protein (trans-
porter). Most transporters are multisubunit protein
complexes made up of identical or structurally similar
polypeptides held together noncovalently. Transport-
ers exert their effect through a change in their three-
dimensional shape (conformational change), and it
is this change that limits the rate of transport. Each
transporter is responsible for the translocation of a
specific type of molecule, or a group of closely related
molecules. Specificity is imparted by the tertiary and
quaternary structures of the transporter molecule
— only if a solute’s spatial configuration fits into the
protein will the solute be transferred across the mem-
brane. The rapidity of protein-mediated transport
is due to the fact that the transported molecules are
prevented from entering the hydrophobic core of
the membrane bilayer, and are therefore not slowed
down.

Transporters fall into two main classes: carriers and
ion channels. Ion pumps are a type of carrier protein
that is also an enzyme.

Dozens of different transport proteins have been
identified. Some of these proteins, called uniport-
ers, transport a single substance from one side of a
membrane to the opposite side. Others couple the
movement of two substances to one another. When
two coupled substances are moved in the same direc-
tion, the transport protein is called a symporter; if the
two substances are moved in opposite directions, the
protein is termed an antiporter. While channel pro-
teins are always uniporters, carrier proteins can be
uniporters, symporters or antiporters.

The movement of ions across the plasma membrane
is also mediated by transport proteins. Symporters
and certain antiporters co-transport ions together
with specific small molecules, whereas ion channels,
ion pumps and certain antiporters transport only
ions. In all cases, the rate and extent of ion transport

across membranes is influenced not only by the ion
concentration gradient, but also by the membrane
potential. The combination of the ion concentration
gradient and the membrane potential is referred to as
the electrochemical gradient.

Carriers

At physiological concentrations, the translocation of
several water-soluble vitamins (thiamin, riboflavin,
pantothenic acid, biotin and vitamin C) across cell
membranes takes place by carrier-mediated trans-
port.

The interaction of a transportable substrate with
its carrier is characterized by saturation at high
substrate concentration, stereospecificity and com-
petition with structural analogues. These properties
are shared by the interaction of a substrate and an
enzyme, thus the carrier may be considered as a spe-
cialized membrane-bound enzyme. Figure 3.8 shows
the relationship between substrate concentration and
the rate of carrier-mediated substrate transport. The
terms V_ and K_ (Michaelis constant) can be used
to describe the kinetics of carrier-mediated transport.
The maximum rate of transport (V__ ) is the point at
which all of the available binding sites on the carrier
are occupied by substrate — a further increase in the
substrate concentration has no effect on the transport
rate. V__ values are expressed in pmoles of substrate
per mg protein during a specified period (min). Each
carrier protein has a characteristic binding constant
(K ) for its substrate. K_ is defined as the concentra-
tion of substrate (expressed in units of molarity, mM)

V max

V max/2

rate of substrate transport

Km

/

Fig. 3.8 Relationship between substrate concentration and the rate of
carrier-mediated substrate transport.

substrate concentration



at which half of the available carrier sites are occupied
and is independent of the amount of carrier. Experi-
mentally, K is determined from the graph shown in
Fig. 3.8 and is the substrate concentration that cor-
responds to V__ /2. The lower the value of K , the
greater the affinity of the carrier for its substrate and
the greater the transport rate. When two substrates are
transported simultaneously on the same carrier, the
observed K_ for one of them will be an ‘apparent K’
and will depend on the concentration of the second
substrate (Kimmich, 1981).

The term ‘carrier’ is a misnomer because it implies
that the protein is mobile and ferries the transported
substrate from one side of the membrane to the other.
This was once thought to be the case, but it is now
known that it is the conformational change which
brings about substrate translocation. A carrier must
undergo a conformational change in every transport-
ing cycle and transports molecules at a rate of 10°~10*
per second.

lon channels

Ion channels are integral membrane proteins that
allow small specific inorganic ions, mainly Na*, K*,
Ca** or CI;, to diffuse rapidly down their electro-
chemical gradients across the plasma membrane.
The proteins form a narrow water-filled pore across
the membrane through which ions can pass in single
file at rates of 10°-~10® per second — very much faster
rates than transport mediated by carrier proteins. The
pore creates a direct link between the cytosol and the
cell exterior, and therefore there is no need for solute
binding. Ionic diffusion through channels may exhibit
saturation, but usually only when concentrations are
well beyond the physiological range.

Ion channels are highly selective and can distin-
guish, among ions of the same charge, those whose
diameters differ by less than 0.1 nm. Selectivity results
from the characteristics of the hydrophilic pore in the
protein, namely its diameter, its shape and the nature
of the electrical charge along its inside surface. Some
ion channels in nerve and muscle membranes are
100 times more permeable to K* than to Na*, even
though sodium ions are actually smaller than potas-
sium ions.

Many types of ion channel are responsible for the
electrical excitability of muscle cells, and they medi-
ate most forms of electrical signalling in the nervous
system. These types are usually closed, opening only
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in response to specific stimuli and closing rapidly and
spontaneously within milliseconds of having opened.
Such channels are called gated channels, where the
gate is the part of the channel protein that undergoes
conformational change during opening and closing.
One gating episode allows the channel to be in the
transporting mode for as long as it remains open. A
single ion channel operates in an all-or-nothing fash-
ion — the gate is either open or closed. Gated channels
may open in response to changes in the membrane
potential (voltage-gated channels), to mechanical
stress (mechanically gated channels) or to a ligand
binding to a cell-surface receptor (ligand-gated chan-
nels). The ligand can be either an extracellular media-
tor — specifically, a neurotransmitter — or an intracel-
lular mediator, such as an ion or a nucleotide.

lon pumps
Ion pumps are transmembrane proteins that trans-
port inorganic ions such as Na*, K*, Ca>* and H* in or
out of epithelial cells. The energy that drives the pump
is obtained directly from the hydrolysis of metaboli-
cally derived ATP by an ATPase that is inherent to the
pump. The ATPase attacks the high-energy terminal
phosphate bond of ATP, forming adenosine diphos-
phate (ADP). The liberated phosphate is transferred
to a specific phosphorylation site in the protein, form-
ing a high-energy acyl phosphate bond. Hydrolysis of
this bond provides the energy required to elicit a con-
formational change in the protein, making the bound
ion accessible to the opposite side of the membrane.
There are three principal classes of ATP-driven ion
pumps, namely P, F and V. Included in the P class are
the Na*—K*-ATPase (sodium pump) and several Ca**-
ATPases (calcium pumps). All known members of the
F and V classes transport only protons (hydrogen
ions, HY).

3.1.5 Movement of solutes across cell
membranes

The plasma membrane constitutes a selective barrier
to the movement of molecules and ions between the
extracellular and intracellular fluid compartments.
Although fat-soluble substances, water and small un-
charged polar solutes can simply diffuse through the
membrane, ions and water-soluble molecules having
five or more carbon atoms cannot do so. Most bio-
logically important substances (e.g. glucose, essential
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amino acids, water-soluble vitamins and certain inor-
ganic ions) are translocated across the plasma mem-
brane by means of transporting membrane proteins
at rates that are sufficiently rapid to sustain essential
metabolic processes.

The movement of substances across cell mem-
branes can take place either passively, without the ex-
penditure of metabolic energy or by active transport,
which involves ‘uphill’ movement of substances from
aregion of lower concentration to one of higher con-
centration with the expenditure of metabolic energy.
We will encounter two types of passive movement
— simple diffusion and facilitated diffusion — and two
types of active transport — primary and secondary
active transport. We will also encounter receptor-
mediated endocytosis, which is an energy-dependent
mechanism by which macromolecules can enter cells
without actually crossing the plasma membrane.

Simple diffusion
The most straightforward mechanism for moving
substances across cell membranes or within the cell
itself is simple diffusion. Diffusion is the random
movement of substances that ultimately results in
their equal distribution. All molecules and ions in lig-
uids or in gases undergo continual random jumping
movements, driven by their inherent thermal energies,
and are continually colliding with one another. These
movements (collectively known as Brownian motion)
and the impact of the collisions between individual
molecules causes the displacement of molecules from
one location to another. If two solutions of a particu-
lar solute at different concentrations are separated by
a permeable membrane, solute molecules will mi-
grate unaided along the concentration gradient from
the region of higher concentration to the region of
lower concentration. Eventually, the molecules will be
equally distributed throughout the area that encloses
them — a state of equilibrium. At equilibrium, indi-
vidual molecules will continue to migrate randomly
back and forth across the membrane, but there will be
no net migration of molecules across the membrane.
The net rate of diffusion of a solute across a cell
membrane depends on the permeability of the mem-
brane and the pressure difference across the mem-
brane. In the case of an uncharged solute, the sole
driving force is the difference in solute concentration
between the two sides of the membrane. (Note that
an uncharged solute refers to a molecule that bears

no net electrical charge; this includes solutes that have
an equal number of positive and negative charges.) In
the case of permeating ions, the driving force is the
electrochemical gradient, which is a combination of
the concentration difference and the membrane po-
tential. Because the inside of the plasma membrane
is negative with respect to the outside, the membrane
potential favours the entry of cations into the cell, but
opposes the entry of anions.

Lipid-soluble molecules readily pass through the
plasma membrane by dissolving in the lipid matrix
and diffusing through the lipid bilayer. Water and
small uncharged water-soluble molecules, which have
little affinity for the lipid matrix, can pass unhindered
through some membrane protein molecules via nar-
row aqueous channels of no more than 0.5-1.0 nm
diameter. Charged molecules, because of their shell of
water molecules, are insoluble in the lipid bilayer and
too big to pass through the narrow aqueous channels.
However, specific inorganic ions can diffuse through
membranes via ion channels, as previously discussed.

Facilitated diffusion

Facilitated diffusion refers to the carrier-mediated
diffusion of molecules across the plasma membrane.
Substances translocated in this way cannot usually
pass through the membrane without the aid of a spe-
cific carrier protein. As in simple diffusion, the driving
force is the concentration gradient between the inside
and the outside of the cell. When the concentrations
of solutes on the two sides of the membrane are equal,
the carrier-mediated flow in both directions will also
be equal. That is, net transport will cease when the
solute distribution is equilibrated. Facilitated diffu-
sion differs from simple diffusion in that it exhibits
the characteristic properties of carrier-mediated
processes, i.e. saturation kinetics, susceptibility to
competitive inhibition and solute specificity.

The classic example of facilitated diffusion is glu-
cose transport across the plasma membrane of eryth-
rocytes. The glucose concentrations in erythrocytes
are much lower than those in the extracellular fluid
because the sugar is rapidly metabolized by these cells
after gaining entry. The glucose transporter (a uni-
porter) contains a single glucose-binding site and al-
ternates between two conformational states, one fac-
ing the exoplasmic (outside) surface of the membrane
and the other facing the cytoplasmic (inside) surface.
Only the thermal energy of the system is required for



the conformational change to take place. A molecule
of extracellular glucose binds to the outward-facing
site, which then reorientates to face the inside of the
cell. After release of the glucose into the cell interior,
the transporter (without a bound glucose molecule)
undergoes the reverse conformational change to re-
create the outward-facing binding site.

The facilitated diffusion of glucose in erythrocytes
occurs at a rate that is at least a hundred times faster
than that predicted for simple diffusion. Specificity
is high: for example, the K_ for the transport of the
non-biological L-isomer of glucose is >3000 mM (cf.
1.5 mM for D-glucose).

Primary active transport

Primary active transport is a transport process that
is driven directly by metabolic energy. Such processes
are carried out exclusively by ion pumps, such as the
calcium pumps, the sodium pump and the proton
pumps. Ion pumps are ATPases, which utilize the
energy released by the hydrolysis of ATP.

Ca?*-ATPases (calcium pumps)

A calcium pump in the basolateral membrane of ente-
rocytes plays a major role in the vitamin D-regulated
intestinal absorption of calcium (see Chapter 8).

The Na*-K*-ATPase (sodium pump)

In most cells the concentrations of K" and Na* are re-
spectively higher and lower than their concentrations
in the extracellular fluid. A high cytosolic concentra-
tion of K* is essential to maintain the membrane
potential, and the sodium concentration gradient is
required for the active membrane transport of sugars,
amino acids and certain water-soluble vitamins. The
unequal distribution of K* and Na* is maintained
by the sodium pump. The sodium pump is also re-
quired to maintain osmotic balance and stabilize cell
volumes: without its function most cells of the body
would swell until they burst.

The sodium pump operates as an antiporter, ac-
tively pumping Na* out of the cell against its steep
electrochemical gradient and pumping K* in. The in-
flux of K* helps to balance the negative charges carried
by organic anions that are confined within the cell.
Three sodium ions are moved for every two potas-
sium ions. The net outward movement of positively
charged ions constitutes an electrical current, creating
a potential difference across the membrane, with the
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inside negative to the outside. This electrogenic effect
of the pump, however, seldom contributes more than
10% to the membrane potential. The remaining 90%
depends on the pump only indirectly, as previously
discussed. In epithelial cells such as the intestinal
absorptive cell, sodium—potassium pumping activity
is confined to the basolateral domain of the plasma
membrane; there is no such activity on the apical
domain. The drug ouabain competes with K* for the
same site on the exoplasmic surface of the sodium
pump and specifically inhibits its action.

H+-ATPases (proton pumps)

Proton pumps have been described in the membranes
of various intracellular compartments concerned
with endocytosis and potocytosis, such as clathrin-
coated vesicles, plasmalemmal vesicles derived from
caveolae, endosomes and lysosomes, where their
function is to acidify the lumen (Mellman et al., 1986;
Anderson & Orci, 1988). The pumping of protons
across a vacuolar membrane from one compartment
to another will generate an electrical potential across
the membrane, and this will oppose further move-
ment of protons. For proton movement to continue,
there is an accompanying movement of an equal
number of chloride anions in the same direction. A
chloride transporter necessary for the maintenance
of proton pump activity in clathrin-coated vesicles
has been characterized (Xie et al., 1989). Bafilomycin
A,, a macrolide antibiotic isolated from Streptomyces
sp., specifically inhibits the V-type H*-ATPase at na-
nomolar concentration (Bowman et al., 1988).

Secondary active transport

Whereas primary active transport is driven directly
by metabolic energy, secondary active transport is
indirectly linked to metabolic energy through a cou-
pling of the solute to the movement of an inorganic
ion (usually Na*).

Secondary active transport provides the means
whereby physiological amounts of monosaccharides,
amino acids and several water-soluble vitamins in the
intestinal lumen cross the epithelium of the small in-
testine to gain access to the blood vessels; that is, the
absorption of these substances. When sodium ions
are transported out of enterocytes by the action of
the ATP-dependent sodium pump at the basolateral
membrane, an inward downhill concentration gradi-
ent of sodium develops across the cell. This gradient
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represents a storehouse of energy because the excess
sodium outside the cell is always attempting to diffuse
back into the cell. The sodium concentration gradient
drives the coupled transport of sodium and an ac-
companying substance from the intestinal lumen into
the cell via the apical membrane. The coupled trans-
port system is mediated by a carrier protein that has
sites for both the sodium ion and the accompanying
substance. If the accompanying substance is an anion
(negative charge) and one anion is co-transported
with one sodium ion (positive charge), the loaded
carrier bears no net charge and responds solely to
the sodium concentration gradient. If, however, the
loaded carrier bears a net positive charge (e.g. a 2:1
ratio of Na* to anion"), it is responsive to the negative
membrane potential as well as the sodium concentra-
tion gradient; together these constitute the electro-
chemical gradient for sodium.

In co-transport (also called symport) the sodium
moves down its concentration gradient or electro-
chemical gradient and the accompanying substance
moves in the same direction. The absorption of glu-
cose (Section 3.2.6) is an example of co-transport. In
countertransport (also called antiport) the sodium
and accompanying substance move in opposite di-
rections. A typical antiporter is the sodium-calcium
exchanger, which exchanges one calcium ion for every
three sodium ions, and is important for extruding cal-
cium ions from the cytosol of cardiac muscle cells. It
may also play a minor role in the intestinal absorption
of calcium by helping to transport cytosolic calcium
across the basolateral membrane of the enterocyte.

Endocytosis and potocytosis

Endocytosis and potocytosis are mechanisms that
cells use to import nutritious molecules from the
extracellular environment. Both mechanisms are en-
ergy-dependent and tightly controlled. The principal
function of endocytosis is to deliver macromolecules
to lysosomes for hydrolytic processing or to transport
them across polarized cells by transcytosis (Rodman
et al., 1990). Pinocytosis refers to the trapping of a
portion of the extracellular fluid during endocytosis.
For the internalization of certain vital macromol-
ecules in a minimum of extracellular fluid, receptor-
mediated endocytosis provides much greater rates
than ordinary endocytosis. Potocytosis describes the
sequestration and transport of molecules and mac-
romolecules by caveolae. Caveolae seal off from the

plasma membrane, but remain separate from other
endocytic compartments.

Receptor-mediated endocytosis

The various pathways of receptor-mediated endocy-
tosis share one common feature: in each case recep-
tor—ligand complexes are conveyed in coated pits and
coated vesicles. However, there are differences in the
routes that ligands and receptors follow after entering
the cell. The model depicted in Fig. 3.9 is based on the
endocytosis of plasma low-density lipoprotein (LDL)
and other macromolecules in which the receptor re-
cycles and the ligand is degraded. In this model, the
macromolecular ligands bind to specific cell-surface
receptors, which are transmembrane proteins. This
binding triggers clustering of receptor-ligand com-
plexes at specialized internalization sites known as
coated pits. The ‘coat’is formed entirely of the protein,
clathrin, whose heavy and light chains are organized
to form a network on the cytoplasmic face of the plas-
ma membrane. The coated pits invaginate and pinch
off to form intracellular coated vesicles enclosing the
receptor—ligand complexes. This fusion of the ends of
the coated pit membranes and pinching off of vesicles
is ATP-dependent. Within the cytosol, the vesicles are
uncoated by an ATP-dependent enzyme, after which
they fuse with one another to form endosomes, whose
contents are acidified by a proton pump. Within the
endosomes the ligands dissociate from their recep-
tors, and the ligands are carried further to lysosomes,
where they undergo proteolysis. The receptors leave
the endosomes, apparently via incorporation into the
membrane of vesicles that bud off from the endosome
surface,and are recycled to the cell surface to bind new
ligand.

Potocytosis
Potocytosis utilizes membrane proteins to concentrate
the molecules before internalization. The membrane
proteins are anchored by glycosylphosphatidylinosi-
tol (GPI) chains and are organized into clusters within
flask-shaped membrane invaginations known as ca-
veolae. There are at least three distinct ways that the
GPI-anchored proteins can concentrate molecules:
namely, receptor-mediated, enzyme-mediated and
carrier-mediated potocytosis (Anderson, 1993).
Folate uptake by certain cells takes place by receptor-
mediated potocytosis in which the membrane protein
is a specific receptor for 5-methyltetrahydrofolate. On
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Fig. 3.9 Diagram showing the pathway of vesicle

receptor-mediated endocytosis of LDL and
other macromolecules. Ligand signifies the
macromolecule to be internalized. Reproduced,
with permission, from Avers (1986), Molecular
Cell Biology (©1986), Addison Wesley
Longman.

binding of the folate molecule to the receptor, the
caveola closes and acidification of the caveola space
by the action of a membrane proton pump causes
the folate to dissociate from the receptor. The high
concentration of folate in the caveola space creates a
gradient that favours movement of folate across the
membrane by facilitated diffusion. When the folate
reaches the cytoplasm, it is covalently modified by
the addition of multiple glutamic acid residues. The
folylpolyglutamate is unable to diffuse out of the cell
and is therefore trapped within the cytoplasm. The
caveola then reopens thereby exposing the receptors
for the next cycle (Anderson et al., 1992).
Invagination of the plasma membrane to form ca-
veolae is controlled by protein kinase C-a (PKC-a),
which is constitutively present in the membrane. The
membrane also contains a 90-kDa protein PKC-o
substrate that, when phosphorylated, initiates invagi-
nation of the plasma membrane. Once the caveola
has formed, the PKC-a activity declines. The 90-kDa
protein is then dephosphorylated by a resident pro-
tein phosphatase which results in the return of the
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3.1.6 Transepithelial movement of solutes
and water

At many places in the body, substances must be trans-
located all the way through an epithelium instead of
simply through the cell membrane. Movement of this
type occurs, for example, through the epithelia of the
intestine, renal tubules and choroid plexus. The vecto-
rial nature of such movement is made possible by the
polarity of the cell surface, whereby distinct sets of
surface components (carriers, ion channels and ion
pumps) are localized to separate plasma membrane
domains. Transepithelial movement may involve con-
centrative active transport through the apical mem-
brane domain and facilitated diffusion for the down-
hill exit through the basolateral membrane domain.
Molecules crossing a simple epithelium (one con-
sisting of a single layer of cells) can do so by (1) a
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transcellular route, via the apical cell membrane, cyto-
plasm and basolateral cell membrane or (2) by a para-
cellular route or shunt pathway, via the tight junction
and underlying lateral intercellular space, bypassing
the cells. By selectively controlling the passive diffusion
of ions and small water-soluble molecules through the
shunt pathway, the tight junction maintains any gra-
dients created by the activity of pathways associated
with the transcellular route. In leaky epithelia having
electrical resistances of <1000 ohm cm™, the shunt
pathway is the major route for passive transepithelial
flow. This is borne out by the work of Frizzell & Schultz
(1972) who showed that at least 85% of passive ion
flow across the fairly leaky epithelium of the small
intestine takes the paracellular route.

It is well documented that the intestinal absorption
of glucose increases the rate of water absorption. Ac-
tive transepithelial co-transport of glucose and Na™ is
thought to drive water absorption by establishing a
standing solute osmotic gradient across the entero-
cytesasillustrated in Fig. 3.10. This movement of water
results in dilation of the lateral intercellular spaces.

LUMEN

Na* Gilu H,0 Na* Gilu

Glu

INTERSTITIUM

Fig. 3.10 The standing osmotic gradient theory for solute and water
absorption. Glucose (Glu), accompanied by Na*, is transported across
the apical membrane into the enterocyte by secondary active transport.
Glucose and Na* then move across the basolateral membrane into the
lateral intercellular spaces by facilitated diffusion and primary active
transport, respectively. Water then flows through the cells and/or tight
junctions and into the lateral spaces in response to the osmotic gradient
created by the transport of sodium and glucose. Reproduced, with
permission, from Ballard et a/. (1995), Annual Review of Nutrition, Volume
15, pp. 35-55, ©1995 by Annual Review (www.annualreviews.org).

3.2 The blood-brain, blood-
cerebrospinal fluid and placental barriers

3.2.1 The blood-brain and blood-
cerebrospinal fluid barriers

The brain must be protected from abrupt changes in
the concentrations of circulating adrenaline and other
neurally active substances which would interfere with
synaptic communication, as well as from potentially
toxic molecules that may find their way into the blood-
stream. On the other hand, essential molecules such as
glucose, amino acids and water-soluble vitamins must
have access to the brain cells (neurons and glial cells).
The blood-brain barrier serves to control the chemical
composition of the extracellular fluid compartment of
the brain, i.e. the interstitial fluid surrounding the brain
cells which comprise the intracellular compartment.
The cerebrospinal fluid bathes the exterior of the brain
and spinal cord in the subarachnoid space and also fills
the ventricles of the brain. The interstitial fluid and cer-
ebrospinal fluid are separated by only a single layer of
ependymal cells, which form the lining of the ventricles.
These cells are loosely linked by gap junctions so that the
ependymal layer allows interchange of solutes by simple
diffusion between the two fluid compartments. Because
of the leaky ependymal layer, a blood—cerebrospinal
fluid barrier is also necessary to maintain a constant
chemical environment for the brain cells. The surface
area of this barrier is only about 0.02 per cent of the
surface area of the blood-brain barrier. The relation-
ship between the blood-brain and blood—cerebrospinal
fluid barriers is shown in Fig. 3.11.

For a typical water-soluble vitamin to enter the
extracellular space of brain or the cerebrospinal
fluid, the circulating molecule must pass through
the blood-brain and/or blood—cerebrospinal fluid
barriers. Specialized transport systems are required
for water-soluble vitamins to negotiate these barriers.
The blood-brain barrier is due to high resistance tight
junctions between adjacent endothelial cells of cere-
bral capillaries. The blood—cerebrospinal fluid barrier
is due to tight junctions between epithelial cells of the
choroid plexus. There is no anatomical barrier to the
movement of substances between the cerebrospinal
fluid and the extracellular space of the brain. Once in-
side the extracellular space, the molecules must pass
through the plasma membrane of the brain cell itself
before finally entering the cell.



Fig. 3.11 Relationship  between the
blood-brain and blood—cerebrospinal fluid
barriers. Before water-soluble molecules in the
blood can enter the brain cells, the molecules
must enter the extracellular space of brain
(the interstitial fluid surrounding the brain
cells) or the cerebrospinal fluid which bathes
the brain's surfaces. To enter the extracellular
space from blood, the molecule must pass
through the blood—brain barrier, while to enter
the cerebrospinal fluid, the molecule must
pass through the blood—cerebrospinal fluid
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An important fact to be considered in brain nutri-
tion is that the cerebrospinal fluid is constantly leav-
ing the central nervous system and being replaced by
new fluid; the total turnover time is about 6 hours.
Thus thereisa clear need for continuing transfer of es-
sential nutrients from blood into cerebrospinal fluid
and the extracellular space of brain.

The blood-brain barrier
The properties of the cerebral capillary endothelial
cells account for the blood-brain barrier. The wall of
a cerebral capillary is composed of endothelial cells
surrounded by a basal lamina, similar to the walls of
capillaries in peripheral tissues. Here, however, the
similarities end. Whereas spaces between adjacent
peripheral endothelial cells allow small molecules
and ions to diffuse freely through the capillary wall,
adjacent endothelial cells in cerebral capillaries abut
against each other and the cells are completely sealed
together by continuous tight junctions of high elec-
trical resistance (1000 ohm cm™) or more). These
high resistance junctions present an effective barrier,
even to ions. This means that all substances entering
or leaving the brain must pass through two plasma
membranes and cytoplasm of the endothelial cells
rather than between the cells. In addition, cerebral
capillaries lack the fenestrations and vesicular trans-
port systems found in peripheral capillaries, thus
excluding the passage of small molecules and macro-
molecules via these routes.

Certain regions of the brain, accounting for less
than 1 per cent of the brain volume, lack a blood—

brain barrier. In these brain regions, neurons secrete
hormones and other factors that require rapid and
uninhibited access to the systemic circulation. These
leaky regions are isolated from the rest of the brain by
specialized cells called tanycytes.

Neurons in the brain do not abut directly upon
capillaries except in certain special structures, e.g.
parts of the hypothalamus. Usually they are sepa-
rated from capillaries by the protoplasmic processes
of astrocytes, a type of glial cell. The intervening
astrocytes are therefore implicated in the exchange
of materials between the blood and the nervous tis-
sue. Around the capillary lies a virtual perivascular
space occupied by another cell type, the pericyte. The
functions of pericytes include the secretion of basal
lamina components, the regulation of revasculariza-
tion and repair, and the regulation of vascular tone
in capillaries. The association between endothelial
cells, pericytes and astrocytes is illustrated in Fig.
3.12.

The blood-brain barrier does not exclude the
passage of small lipophilic molecules into the ex-
tracellular fluid compartment, as such molecules
dissolve readily in the lipid components of plasma
membranes. Water can also enter the brain by sim-
ple diffusion. Essential hydrophilic molecules that
the brain consumes rapidly and in large quantities,
such as glucose and amino acids, rapidly traverse
the blood-brain barrier by means of facilitated dif-
fusion. Similar carrier-mediated transport systems
also move surplus substances out of the brain and
into the blood.



28 Vitamins: their role in the human body

nucleus of pericyte

The blood-cerebrospinal fluid barrier

endothelial cell The inner surfaces of the cranium and vertebral

astrocyte
end foot

capillary

Fig. 3.12 The blood-brain barrier is imposed by the specialized
endothelial cells of the cerebral capillaries. The diagram shows a cerebral

column are lined by three membranes called the
meninges; from the outside inwards these are termed
the dura mater, the arachnoid membrane and the pia
mater. The dura mater consists of two layers—an outer

basal layer of dense connective tissue containing numerous
lamina blood vessels and nerves, and an inner layer of dense
lumen of fibrous tissue. The arachnoid membrane and pia

mater are delicate nonvascular membranes covering
the brain surface. These two membranes are separated
by the subarachnoid space, which contains some of
the cerebrospinal fluid. The arachnoid membrane
forms an impermeable barrier between the blood
supply of the dura mater and the cerebrospinal fluid
in the subarachnoid space.

Projectinginto the cavities of the brain ventricles are

capillary and associated cells in cross-section. A single endothelial cellcan ~ fronds of blood capillary networks collectively called
completely surround the lumen of a capillary. The capillary endothelium the choroid plexus. The capillaries are surrounded by
is encased within a basal lamina, which also houses pericytes. Almost a single layer of epithelial cells continuous with the

completely enclosing the basal lamina are terminal processes (end feet)
of astrocytes. Reproduced, with permission, from Rowland et al. (1991),
in Kandel et al. (eds.) Principles of Neural Science, © 1991, McGraw-Hill

ventricular lining of ependymal cells (Fig. 3.13). Like
the epithelial cells that line the intestine and other or-

Publishing Company. gans, the choroid epithelial cells are structurally polar-
ized. The basolateral surfaces of the choroid epithelial
cells are in contact with the blood plasma that filters
through the leaky walls of the capillaries. The apical
surfaces contain villi that extend into the ventricular
cerebrospinal fluid. Adjacent choroid epithelial cells

INTERSTITIAL CEREBROSPINAL FLUID
FLUID OF BRAIN WITHIN VENTRICLE

choroid epithelial
cell

O O capillary

acoaogo Oooa

Fig. 3.13 The blood—cerebrospinal fluid
barrier is imposed by tight junctions between
epithelial cells of the choroid plexus. Water-
soluble molecules cannot diffuse freely
between the blood and the cerebrospinal fluid
(CSF) because of the tight junctions. Certain
molecules can pass through the epithelial cells
from the blood into the CSF by active transport.
Molecules entering the CSF can easily diffuse
through the leaky ependymal layer into the
interstitial fluid. Reproduced with permission
of Carol Donner from Spector and Johanson
(1989).



are sealed together by tight junctions that impede the
passage of even small water-soluble molecules. These
tight junctions constitute the blood—cerebrospinal
fluid barrier of the choroid plexus.

The choroid plexus controls the one-way transfer
of essential micronutrients that the brain needs in
relatively small amounts over extended periods. Such
substances include vitamin B, folate and ascorbic
acid. Active transport mechanisms, mediated by car-
riers on the basolateral surface of choroid epithelial
cells, extract micronutrients out of the blood and into
the cells’ cytoplasm. Once concentrated therein, the
micronutrients are released into the cerebrospinal
fluid through the apical cell surface, probably by fa-
cilitated diffusion.

Transport regulation

In many cases of carrier-mediated micronutrient
transport from blood to brain, the K_ (the concentra-
tion of micronutrient at which the carrier system is
half-saturated) is approximately equal to the normal
concentration of micronutrient in the plasma. In
other words, the system is already half-saturated when
plasma concentrations are normal. In such cases, typi-
fied by thiamin, folate and ascorbic acid, an increase
in plasma concentration will progressively decrease
brain uptake as the carrier system approaches satura-
tion. Nicotinamide, pantothenic acid and biotin are
exceptions: they have K _ values that are much higher
than their normal plasma concentration, creating
the potential for high uptake by the brain (Spector,
1989).

3.2.2 The placental barrier

The placenta regulates the transport of nutrients from
the maternal to the fetal circulation and also the trans-
port of fetal metabolic waste products to the maternal
circulation. Transport may be regulated intrinsically
by cellular proteins or extrinsically by circulating hor-
mones. Communication between the microvillous
and basal membranes of the syncytiotrophoblast (see
below) allow stimuli originating in the mother or
fetus to regulate solute transport across the maternal-
or fetal-facing membranes.

Cellular structure of the trophoblast
By the time the fertilized ovum has entered the uterus
after its journey down the Fallopian tube, several cell
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divisions have occurred, and it consists of a mass of
cells. A cavity appears within the cellular mass, after
which it is called a blastocyst. The blastocyst wall is
composed of a single layer of cells called the tropho-
blast, and within the cavity is an inner cell mass that
is destined to form the embryo. After implantation
of the blastocyst within the endometrium, the tro-
phoblast proliferates over its entire surface and, by
the eleventh day after ovulation, it consists of two
distinct layers. The thicker outer layer consists of a
multinucleated protoplasmic mass, the syncytiotro-
phoblast, from whose outer surface project numerous
primary villi. Connective tissue containing fetal blood
capillaries extends into the villi which are now termed
secondary or chorionic villi. The inner layer of cells,
the cytotrophoblast, is composed of cells with clearly
defined cell boundaries. The growing chorionic villi
destroy endometrial tissue in their locality, leaving
intervillous spaces. With further enlargement of villi,
the spaces become interconnecting and contain blood
liberated by penetration of the maternal vessels by the
trophoblast. After the tenth week of pregnancy, the
cytotrophoblast progressively disappears until at par-
turition only isolated clumps of its cells remain.

The functional unit of the placenta concerned with
exchange of materials between mother and fetus is
the chorionic villus (Fig. 3.14). Passage of dissolved
substances occurs between the maternal blood in the
intervillous spaces and the fetal blood in the capillar-
ies of the chorionic villi. The placental barrier is im-
posed by the syncytiotrophoblast, the discontinuous
cytotrophoblast, the basal lamina of the trophoblast,
loose connective tissue, the basal lamina of the fetal
capillaries, and the capillary endothelium. Most sites
of known mechanisms of placental transport are
localized to the microvillous and basal plasma mem-
branes of the syncytiotrophoblast.

3.3 Functional anatomy of the small and
large intestine, liver and kidney

3.3.1 The small intestine

The small intestine (Fig. 3.15) is about 6 m in length
and 3 cm in diameter in the adult human. It consists
of three portions, starting with the duodenum, which
is only about 30 cm long, and terminating at the ileo-
caecal valve. The jejunum accounts for the remaining
two-fifths, and the ileum the remaining three-fifths.
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Fig. 3.14 Diagram of part of the chorionic
villus of the human placenta near term
showing the cellular barrier between maternal
and fetal blood. The chorionic villus consists
of a core of connective tissue containing the
fetal capillaries. The core is ensheathed by
the two layers of the trophoblast, namely
the outer syncytiotrophoblast and the inner
cytotrophoblast. The syncytiotrophoblast is a
multinuclear epithelial layer which is devoid of
lateral cell boundaries; its microvillous surface
is bathed by maternal blood circulating in the
intervillous space, while its basal surface faces
the fetal circulation. The microvillous surface of
the syncytiotrophoblast presents a large area
for nutrient absorption; also present are coated
and uncoated pits that facilitate endocytosis of
macromolecules. The cytotrophoblast consists
of discrete cells that become progressively fewer
in number. The basal laminae of the trophoblast
and capillary endothelium are not shown.

Fig. 3.15 The gastrointestinal tract.



The intestinal wall comprises four principal layers
as shown in Fig. 3.16. The outermost serosal layer is
covered with peritoneum and contains blood ves-
sels, lymphatics and nerve fibres which pass through
it to the other layers. The next layer, the muscularis
externa, consists of an inner band of circularly orien-
tated and an outer band of longitudinally orientated
smooth muscle fibres arranged in a spiral fashion.
Contraction of these muscle fibres facilitates (1)
segmentation, in which the gut contents are mixed
by local contractions of small segments of gut wall
and (2) peristalsis, which refers to propulsive move-
ments stimulated by distension of the gut wall. The
third layer, the submucosa, comprises coarse areolar
connective tissue and contains plexuses of blood ves-
sels and lymphatics. The innermost layer, the mucosa,
consists of an epithelium, lubricated by mucus, rest-
ing upon a basal lamina. This, in turn, is supported by
a layer of loose, areolar connective tissue termed the
lamina propria, which is attached to a thin sheet of
smooth muscle, the muscularis mucosa.

To allow a maximum efficiency of absorption, the
intestinal mucosa shows specialization that increases
its surface area to approximately 300 m’. Firstly, the
mucosa, with a core of submucosa, is thrown into per-
manent concentric folds called plicae circulares which
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protrude into the intestinal lumen. The folds are up to
1 cminheightand any one fold may extend two-thirds
or more around the circumference of the intestine.
Rarely do the folds completely encircle the lumen.
The plicae circulares are found most frequently in the
distal duodenum and proximal jejunum. Thereafter,
they become less frequent and are rare in the distal
ileum. As well as increasing the absorptive area, the
plicae circulares retard the passage of chyme, allowing
more time for effective digestion and absorption.

The absorptive area is greatly increased by the
presence of tightly packed projections called villi,
each about 1 mm long, giving the mucosal surface a
velvet-like appearance. In the human, the villi are nu-
merous in the duodenum and jejunum, but fewer in
the ileum. In the proximal duodenum they are broad,
ridge-like structures, changing to tall, leaf-like villi in
the distal duodenum/proximal jejunum. Thereafter,
they gradually transform into short finger-like proc-
esses in the distal jejunum and ileum.

The villus (Fig. 3.17) is the functional absorptive
unit of the small intestine. Contained within the
lamina propria core of each villus is a capillary net-
work with a supplying arteriole and draining venule.
A blind-ending lymphatic vessel (lacteal) in the centre
of each villus drains into a plexus of collecting vesicles
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Fig. 3.16 Structure of the small intestinal wall (sectional view) showing the four principal layers: serosa, muscularis externa, submucosa and mucosa. The

mucosa comprises the epithelium, lamina propria and muscularis mucosa.



32 Vitamins: their role in the human body

venule arteriole

Fig. 3.17 Blood and lymphatic vessels supplying the villus.
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in the submucosa. The lacteal is surrounded by
smooth muscle elements that extend from the mus-
cularis mucosa. During digestion the muscularis mu-
cosa contracts, causing the villi to sway and contract
intermittently. These movements and contractions
may have the effect of ‘milking’ the lacteals, forcing
the lymph and absorbed nutrients (fats) into the lym-
phatic vesicles. Each villus is covered by an epithelium
composed of a single layer of columnar absorptive
cells (enterocytes) interspersed occasionally with
mucus-secreting goblet cells. Undifferentiated cells in
the epithelium of the intestinal glands (crypts) pro-
liferate and migrate upwards to replace enterocytes
and other cells that are continuously being sloughed
off from the tip of the villus into the intestinal lumen.
During migration, the cells mature and the enzymes
associated with the cells increase in activity. Complete
cell renewal takes place every 5-6 days in the human
small intestine.

The enterocyte constitutes the only anatomical
barrier of physiological significance controlling the
absorption of nutrients. As shown in Fig. 3.18, the
apical membrane of the enterocyte (i.e. the mem-
brane facing the intestinal lumen) is covered with mi-
crovilli, which are minute projections of the plasma
membrane. The brush-like appearance of the apical
membrane under the microscope gives rise to the
alternative term ‘brush-border membrane’ for the

microvillus in brush-border

membrane

junctional col

mplex

lateral membrane

nucleus

intercellular space

basal memb

basal lamina

rane

Fig. 3.18 Longitudinal section of an
enterocyte.



apical membrane. The microvilli are packed at a den-
sity of 200000 per mm? in the human jejunum. The
basal membrane rests on a basal lamina composed of
extracellular matrix proteins. The intercellular space
between the lateral membranes only becomes dilated
when nutrients and water are being absorbed. When
absorption is not taking place, the intercellular space
is collapsed and the lateral membranes are closely ap-
posed.

3.3.2 The large intestine

Beginning at the ileocaecal valve, the greater part of
thelarge intestine (Fig. 3.15) consists of the ascending,
transverse, descending and sigmoid colon. The cae-
cum is a cul-de-sac that projects from the proximal
part of the ascending colon and is the major site of
bacterial vitamin synthesis in the large intestine. The
vermiform appendix, which extends from the cae-
cum, is vestigial in the human. The length of the large
intestine in the adult human is usually 1.5-1.8 m. The
calibreis 7.5 cm at its commencement and diminishes
gradually until it reaches a minimum of 2.5 cm at the
rectosigmoid junction. The calibre then increases to
form the rectal ampulla, which narrows abruptly at
the tonically contracted anal canal.

The well-developed muscularis externa of the large
intestine comprises an outer longitudinal and inner
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circular layer of smooth muscle. Most of the longitu-
dinal muscle fibres aggregate into three equidistantly
placed bundles known as taeniae. The combined
contractions of the circular and longitudinal muscles
cause the unstimulated portion of the large intestine
to bulge outward into bag-like sacs called haustra. The
mixing movements arising from haustral contrac-
tions gradually expose all the colonic contents to the
intestinal epithelium. The slow but persistent haus-
tral contractions gradually propel the fluid contents
in the caecum and ascending colon anal-ward. From
the beginning of the transverse colon to the sigmoid
colon, the haustral contractions are taken over by
peristalsis-like mass movements. The submucosa and
muscularis mucosa of the large intestine are similar to
those of the small intestine. The mucosa of the entire
large intestine is devoid of villi. The intestinal glands
are larger and more numerous than those in the small
intestine, and contain a greater abundance of mucus-
producing goblet cells.

3.3.3 Theliver

Theliver is divided into right and left lobes of approxi-
mately equal size and subdivided into a large number
of lobules. It is covered by a fibroconnective tissue
capsule from which thin septa enter the matrix. Each
lobule (Fig. 3.19) contains an intralobular vein in its

intralobular vein liver cords
(sinusoids and
canaliculi)
branch of hepatic
portal vein
portal . bile canaliculi
canal bile duct
branch of hepatic
hepatocytes

Fig. 3.19 Transverse section of liver showing
the regular arrangement of lobules. (Arrows
indicate fluid flow in sinusoids and canaliculi.)
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centre and portal canals at its periphery. Portal canals
are surrounded by small amounts of fibroconnective
tissue and contain a branch of the hepatic artery, a
branch of the portal vein, and a bile ductule. Lym-
phatic vessels within the portal canal produce lymph
which passes indirectly into the lymphatic capillaries.

The matrix of the liver is composed of parenchy-
mal cells (hepatocytes) arranged to form a sponge-
like three-dimensional lattice in which the spaces
(sinusoids) are filled with blood. At the surface
adjacent to a sinusoidal blood space, the hepatocyte
is separated from the sinusoidal lining by a narrow
perisinusoidal space called the space of Disse (Fig.
3.20). This region serves as a lymphatic space con-
taining proteoglycans and the microvilli of the hepa-
tocytes. Bile produced by the hepatocytes passes into
narrow channels (bile canaliculi), which are simply
spaces between adjacent hepatocytes and lead to in-
terlobular bile ductules.

In addition to its parenchymal cells, the liver con-
tains various kinds of nonparenchymal cells; namely
endothelial cells that line the sinusoidal spaces,
Kupfter cells, pit cells and stellate cells. The endotheli-
al cells are characterized by the presence of numerous
circular openings (fenestrations) and by the absence
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of a supporting basal lamina. The fenestrations, along
with spaces between adjacent endothelial cells, allow
the plasma of the sinusoidal blood free access to the
space of Disse, thus permitting easy exchange of me-
tabolites between hepatocytes and the blood. Stellate
cells are the major vitamin A-storing cells in the liver
and comprise 5-15% of total liver cells; they are local-
ized within the space of Disse between the hepatocytes
and the endothelial cells.

Cirrhosis of the liver, common in chronic alcohol-
ics, is caused by alcohol poisoning at such frequent
intervals that the hepatocytes cannot recover fully
between bouts of drinking. When this happens, fi-
broblasts grow in place of the hepatocytes and the liver
becomes irreversibly clogged with connective tissue.

3.3.4 The kidney

The kidney facilitates the elimination of waste meta-
bolic products in the urine and also subserves func-
tions of fluid and salt balance by excreting these mate-
rials in varying quantities dependent upon need.

In histological section the kidney consists of an
enormous number of tortuous and intertwined
uriniferous tubules. Each tubule consists of two func-
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Fig. 3.20 Cellular structure of the liver
showing the spatial relationship among
endothelial, stellate and parenchymal cells
(hepatocytes).



tional units: the nephron of 30-40 mm length and
the collecting tubules of about 20 mm length. The
nephron is responsible for urine production and the
collecting tubule is the excretory duct leading eventu-
ally to the ureter.

As shown in Fig. 3.21, the first part of the nephron
is the cup-shaped Bowman’s capsule containing a tuft
of blood capillaries called the glomerulus. The entire
structure is known as the Malpighian corpuscle, where
the process of filtration takes place. The glomerular
pressure is sufficient to cause water and simple sub-
stances of low molecular weight to pass easily through
the walls of the capillaries and Bowman’s capsule into
the lumen of the capsule. The glomerular filtration is
discriminatory with regard to the size of macromol-
ecules, and small proteins will traverse the glomerular
barrier relatively easily. Filtration is not selective: both
waste products and useful materials move from the
blood into the nephron.

The selective reabsorption of essential constitu-
ents of the glomerular filtrate into the blood takes
place in the proximal convoluted tubule — a region of
the nephron which is composed of a single layer of
epithelial cells with a brush border of microvilli at the
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luminal surface (Fig. 3.22). The tubules are enveloped
by blood capillaries whose walls are highly perme-
able. The outer membrane of the tubule epithelial cell
rests on a basal lamina and is invaginated to form a
labyrinth of basal channels. Adjacent tubule cells are
separated by intercellular spaces and fluid circulates
through these spaces and basal channels. This fluid
bathes the cells of the proximal convoluted tubule and
the surrounding capillary network.

The basic mechanisms for transport through the
tubule epithelial cell membranes are essentially the
same as those discussed for transport in the intes-
tine. An ATP-dependent sodium pump located in
the basolateral membrane pumps sodium out of the
epithelial cell (primary active transport). The removal
of sodium from the cell creates an electrochemical
gradient for sodium across the cell, which provides
the energy for the carrier-mediated sodium-coupled
transport of glucose, amino acids and certain water-
soluble vitamins across the brush-border membrane
into the cell (secondary active transport). Transport
of glucose across the basolateral membrane of the
tubule cell takes place by sodium-independent facili-
tated diffusion.
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Fig. 3.21 Diagrammatic structure of a nephron (not to scale).
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3.4 Digestion and absorption
3.4.1 General concepts

Digestion refers to the chemical and physical modifica-
tions which render ingested food constituents absorb-
able by the small intestine. Absorption is the process by
which the products of digestion move from the lumen
of the small intestine into the enterocytes and thence
into the bloodstream or lymphatic system. A complex
meal may be fully digested and absorbed in 3 hours.

After the digested food has passed through the wall
of the small intestine, nutrients other than fats or fat-
soluble substances enter the venules within the lamina
propria. The venules eventually lead to the portal vein,
which conveys nonlipid products of digestion from
the intestine to the liver. Most of the absorbed non-
lipid material passes through the liver, whose cells
extract nutrients for storage or metabolic processing.
The only exception to this portal route are the internal
iliac veins which drain directly back into the systemic
circulation (Granger et al., 1987). The nutrient-en-
riched blood that has passed through the liver is then
sent to the heart and thence to the lungs. The oxygen-
ated blood returns to the heart for redistribution to all
parts of the body. The nutrients pass from the blood
capillaries into the extracellular fluid from which the
cells take up the nutrients they need.

epithelial cell

brush-border membrane

tight junction

Fig. 3.22 Longitudinal section of an epithelial
cell of the proximal convoluted tubule.

Bile produced by the liver is secreted continuously
into the gall bladder, which discharges it intermittent-
ly into the duodenum. Bile is necessary for the emul-
sification of ingested fats. Many vital micronutrients,
including vitamin D, folate and vitamin B, ,, are con-
served through their excretion in bile and subsequent
reabsorption by the small intestine (enterohepatic
circulation). The liver also produces copious amounts
of lymph to sustain the lymphatic system. Absorbed
lipids and lipid-soluble substances in the form of chy-
lomicrons are transported via the lymphatic system
and thoracic ducts to the subclavian veins and into the
systemic circulation, bypassing the liver.

Digestion commences as soon as the food enters the
mouth. Chewing helps to break up large particles of
food, whilst also mixing food with saliva, which acts as
alubricant and contains the enzymes salivary amylase
and lingual lipase. Lingual lipase has only a minor role
in digestion of dietary triglycerides; however, salivary
amylase plays a major role in digestion of dietary
starch. Most of the enzymatic activity of salivary
amylase occurs in the stomach, where there is a much
longer time for it to interact with the starch.

In the stomach, the churning action and the pres-
ence of hydrochloric acid and pepsin convert the food
bolus into a liquid chyme. The stomach has three
regions with regard to its glandular secretions: the



fundus (in the proximal stomach), the body and the
antrum (in the distal stomach). The folds of the stom-
ach lining contain microscopic gastric pits into each
of which drain four or five gastric glands. The mu-
cosa of the body and fundus contains oxyntic glands
whereas the mucosa of the antrum contains pyloric
glands. Oxyntic glands are lined by parietal cells that
secrete hydrochloric acid and intrinsic factor and by
chief cells that secrete pepsinogen (the precursor of
pepsin) and gastric lipase. The pyloric glands contain
almost no parietal cells or chief cells but, rather, con-
tain mucus-secreting cells and G cells, which produce
the hormone gastrin.

Most absorption takes place and is completed in
the small intestine. On arrival at the duodenum, the
acidic chyme is buffered by the bicarbonate in pancre-
atic juice and bile. Brunner’s glands in the duodenum
produce an alkaline secretion containing mucus. The
proteases, amylase, lipase and other enzymes of pan-
creatic origin are also secreted into the duodenum.
The final stages of digestion take place on the luminal
surface or within the epithelial cells lining the small
intestine. When absorption has been accomplished,
the jejunum and ileum are actively involved in the
regulation of electrolyte and fluid balance. The vari-
ous stages of digestion are co-ordinated by the action
of the nervous system, endocrine system and circula-
tory system.

The principal functions of the colon are (1) absorp-
tion of water and inorganic salts (mainly sodium)
from the chyme to form solid faeces and (2) storage of
faecal matter until it can be expelled.

3.4.2 The luminal environment within the
small intestine

The bulk luminal phase of the upper gastrointestinal
tract is characterized by a wide range of pH values.
Postprandial pH values in humans are within the fol-
lowing ranges: 1.8-3.4 in the stomach, 6.8-7.8 in the
lower small intestine, and 3.5-7 in the duodenum and
proximal jejunum.

Bulk contents of the intestinal lumen are mixed by
segmentation and peristalsis, and water and solutes
are brought to the surface of the mucosa by convec-
tion. However, the luminal environment immediately
adjacent to the brush-border membrane is stationary
and unaffected by gut motility. The lack of convective
mixing in this region creates a series of thin layers,
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each progressively more stirred, extending from the
surface of the enterocyte to the bulk phase of the
lumen. Together, these are the so-called ‘unstirred
layer’, whose effective thickness in the human jeju-
num has been calculated to be 35 um based on the
rate of disaccharide hydrolysis at the brush border,
rather than the 600-pm value derived from osmotic
transient measurements (Levitt et al., 1992).

Solute movement within an unstirred layer takes
place by diffusion, which is slow compared to the
convective movement in the bulk luminal phase. The
pH at the luminal surface is approximately two units
lower than that of the bulk phase and varies less than
+0.5 units despite large pH variations in the intestinal
chyme. It has been suggested that the formation of the
low-pH microclimate is due to the presence of mucin
which covers the entire surface of the epithelium
(Nimmerfall & Rosenthaler, 1980; Shiau et al., 1985).
Mucopolysaccharides possess a wide range of ioniz-
able groups and hence mucin is an ampholyte. If the
luminal chyme is of low pH, the ampholyte is positive-
ly charged and so it repels additional hydrogen ions
entering the microclimate. If, on the other hand, the
chyme is alkaline, the ampholyte becomes negatively
charged and retains hydrogen ions within the micro-
climate. In this manner, the mucin layer functions as
arestrictive barrier for hydrogen ions diffusing in and
out of the microclimate.

3.4.3 Adaptive regulation of intestinal
nutrient transport

Many patterns of adaptation fall into one or the other
of two categories: (1) a non-specifically increased ab-
sorption of all nutrients, arising ultimately from an
increase in the animal’s overall nutrient requirements,
and with an increase in absorptive surface area as the
primary mechanism, and (2) phenomena involving
the induction or repression of a specific transport
mechanism, depending on the dietary availability or
body store of the transported substrate.

Non-specific anatomical adaptation to changing
metabolic requirements and food deprivation
Increases in metabolic requirements such as arise
during pregnancy, lactation, growth, exercise and cold
stress are met by an increased absorption of all avail-
able nutrients, mediated at least in part by an induced
increase in food intake (hyperphagia). The increased
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absorption is due to an increase in mucosal mass per
unit length of intestine and a consequent increase in
absorptive surface area. Not only is there an increase
in the total number of cells (hyperplasia) but the villi
become taller.

The mammalian intestine adapts to prolonged
food deprivation by dramatically slowing the rate
of epithelial cell production in the crypts in order to
conserve proteins and biosynthetic energy. This effect
on mitosis and enterocyte renewal leads to mark-
edly shortened villi. Because cell migration along the
crypt/villus axis is also slowed, more cells lining the
villi are functionally mature. Therefore, food dep-
rivation, by reducing mucosal mass and increasing
the ratio of transporting to nontransporting cells,
effectively increases solute transport per unit mass
of intestine.

Dietary regulation of intestinal nutrient carriers
It is well established that certain intestinal nutrient
carriers, including those transporting a number of
sugars and amino acids, are adaptively regulated by
their substrates. This type of regulation is transient
and reversible. For example, the rate (V__ ) of active
glucose uptake doubles within 12 hours when mice
fed a carbohydrate-free diet are switched to a high-
carbohydrate diet (Diamond & Karasov, 1984). If the
same mice were switched back to the carbohydrate-
free diet, it would take up to 3 days for the glucose
uptake to revert to the original rate. The sole mecha-
nism responsible for these changes is a corresponding
increase or decrease in the number of carriers at both
the apical and basolateral membranes of the ente-
rocytes. There is no effect on numerous variables of
intestinal structure, such as length, circumference,
weight, villus dimensions and density, and area at the
villus level. The signal for regulation of brush-border
glucose transport is the luminal concentration of sug-
ars — not only glucose itself, but also nontransporting
sugars. The signal for the basolateral glucose transport
is yet to be established, but it involves signals from the
plasma. The signals are perceived in the intestinal
crypts, where the carrier proteins are synthesized
within the developing enterocytes. The observed lag
in response is attributed to the time taken for the cells
to migrate from crypt to villus.

According to the adaptive regulation/modulation
hypothesis (Karasov, 1992), a carrier should be re-
pressed when its biosynthetic and maintenance costs

exceed the benefits it provides. The benefits can be
provision of either metabolizable calories or an ‘es-
sential’ nutrient, i.e. a nutrient such as an essential
amino acid which cannot be synthesized in the body
and must be obtained from the diet. Glucose carriers
are up-regulated when the dietary supply of glucose
is adequate or high because glucose provides valuable
calories. The down-regulation of glucose carriers
during a deficiency of glucose can be explained by the
biosynthesis and maintenance costs outweighing the
benefits of transporting this ‘nonessential’ nutrient.
One might expect carriers for water-soluble vita-
mins to be down-regulated by their substrates and up-
regulated in deficiency of the vitamins. The rationale
in this case is that carriers for these essential nutrients
are most needed at low dietary substrate levels; at high
levels the required amount of the vitamin could be ex-
tracted from the lumen by fewer carriers or even cross
the enterocyte by simple diffusion. As vitamins do not
provide metabolizable energy, there is nothing to gain
from the cost of synthesizing and maintaining carriers
when the vitamin supply is adequate or in excess.
The prediction of suppressed transport of vitamins
at high dietary intakes has proved to be true for ascor-
bic acid, biotin and thiamin, but not for pantothenic
acid, for which carrier activity is independent of die-
tary levels (Ferraris & Diamond, 1989). It appears that
intestinal carriers are regulated only if they make the
dominant contribution to uptake, as is the case for the
three regulated vitamins. It can also be reasoned that
carriers for ascorbic acid, biotin and thiamin would
need to be regulated, because nutritional deficien-
cies of these vitamins can and do occur. In contrast,
there is no need to regulate pantothenic acid carriers,
because this vitamin is found naturally in almost all
foods and cases of deficiency are extremely rare.

3.4.4 Alcoholism and its effect on
intestinal transport

Chronic alcoholism is a complex disorder often
characterized by malnutrition, vitamin deficiencies
(particularly thiamin, vitamin B, and folate) and
diarrhoea. Among the possible mechanisms for these
disturbances are alterations in intestinal digestion,
absorption and secretion. The following is based on a
review by Wilson & Hoyumpa (1979) of the possible
mechanisms by which ethanol directly affects intesti-
nal transport.



Chronic ingestion of ethanol (1.09 M) results in
shortening of the villi in the jejunum and degenera-
tive changes in cellular ultrastructure of both jejunal
and ileal villi. However, disturbances in intestinal
function have been observed in the absence of such
changes and so the changes cannot fully account for
the impaired transport of nutrients.

The ethanol molecules (CH,CH,—OH) insert into
the lipid bilayer of the plasma membrane with their
hydrocarbon portions positioned between hydropho-
bic regions of membrane lipids and proteins. Ethanol
causes a molecular rearrangement of membranes,
which loosens the membrane and makes it more fluid.
This effect of ethanol may increase the permeability of
the gut wall and allow passive movement of large an-
tigenic molecules, toxins and pathogenic organisms
through the gut wall and into the bloodstream. It may
also interfere with the conformational changes that
carrier proteins need to make to effect solute trans-
port. After chronic treatment with ethanol, cells adapt
to this change in membrane fluidity by incorporating
more rigid fatty acids into membrane phospholipids.

Ethanol inhibits the cell’s sodium pump thereby
interfering with sodium-coupled active transport
of glucose, amino acids and certain water-soluble
vitamins.

3.5 Glucose transport

Glucose transport has been well studied and the ex-
perimental techniques and postulated mechanisms
help toward understanding the absorption of water-
soluble vitamins.

3.5.1 Experimental approaches

Discussed here are a few selected in vitro studies which
have contributed to a model for the intestinal absorp-
tion of glucose. Of course, any conclusions derived
from in vitro experiments should be confirmed and
extended using in vivo techniques in which the nor-
mal vascular channels are intact. This is particularly
true for studies of regulation of transport function.

Everted intestinal sacs

The everted sac consists of a short length of isolated
rat intestine turned inside out so that the epithelial
brush border is on the outer surface. The sac is filled
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with a physiological solution, sufficient in volume to
distend the wall, and an oxygen bubble is introduced.
The sac is tied at both ends and suspended in an oxy-
genated incubation medium maintained at 37°C. The
radioactively labelled solute under investigation is
placed in the large volume of incubation medium and
the solute taken up is measured both in the tissue and
in the physiological solution within the sac. A number
of adjacent portions of intestine from the same ani-
mal can be studied simultaneously.

The everted sac preparation allows both net absorp-
tion and tissue uptake of solutes to be studied under
physiological conditions. Net absorption includes not
only events at both boundaries of the enterocytes,
but also possible contributions from interstitial con-
nective tissue and several layers of serosal muscle.
Experiments using everted intestinal sacs led Crane
in 1960 to propose his sodium-gradient hypothesis
for the active transport of glucose (Crane, 1962). The
hypothesis stated that the energy necessary for glu-
cose accumulation in intestinal tissue is provided by
an inwardly directed sodium concentration gradient.
Crane envisioned membrane carriers which have
binding sites for Na* as well as for glucose.

Short-circuit current technique
In a typical experiment, a segment of rabbit ileum is
cut open to produce a sheet of tissue and the external
muscle layers and submucosa are surgically removed.
The remaining mucosal strip, consisting of the epi-
thelial cell layer, the underlying lamina propria and
the muscularis mucosa, is tightly mounted in the mid-
dle partition of an Ussing chamber, which separates
solutions of identical composition and hydrostatic
pressure. The bathing solutions are continuously oxy-
genated and circulated at the appropriate temperature
during an experiment. In the open-circuited condi-
tion, in which no external current is applied to the
system, the spontaneous electrical potential differ-
ence across the epithelium is continuously monitored
using electrodes that are inserted into the chamber as
close as possible to the surfaces of the mucosal strip.
In the short-circuited state, an external current
just sufficient to abolish the transepithelial poten-
tial is passed across the tissue using another pair
of electrodes connected to a variable electromotive
force (Fig. 3.23). In this so-called ‘voltage-clamped’
preparation, there is no driving force for the net
diffusional flows of ions across the tissue. Thus any
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Fig. 3.23 Short-circuit current technique. The intestinal mucosal strip is
represented by the vertical line between the voltage electrodes (ve) and
separates compartments A and B. External current is applied across the
tissue using the current electrodes (ce). The short-circuit current (I ) is the
current needed to make the transepithelial potential difference (V) = 0.
From Reuss (1997), in HANDBOOK OF PHYSIOLOGY, SECTION 14: CELL
PHYSIOLOGY, edited by J Hoffmann & J Jamieson, copyright 1997 by the
American Physiological Society. Used by permission of Oxford University
Press, Inc.

net movements across the tissue must be the result
of some form of active transport. Under these con-
ditions the current necessary to abolish the tran-
sepithelial potential difference (referred to as the
short-circuit current) is equal to the sum of the net
transepithelial flows of all ions that are actively trans-
ported across the intestine. The practical importance
of this relationship is that, by using radioisotopes
to measure unidirectional mucosal-to-serosal and
serosal-to-mucosal fluxes of individual ions under
short-circuit conditions, one can identify those ions
that are actively transported across the intestine. It
was demonstrated that the only such ion was Na*.
Using a tracer quantity of the *Na* isotope, Schultz
& Zalusky (1964a,b) reported the following observa-
tions. The addition of glucose (11 mM) to the mu-
cosal bathing solution results in a rapid increase in the
transepithelial potential difference, the short-circuit
current (I ) and the rate of active sodium transport
from mucosa to serosa. These three effects are de-
pendent upon the active transport of glucose and are
independent of the metabolic fate of the sugar. Fur-

thermore, they are inhibited by low concentrations of
phloridzin (phlorizin) in the mucosa solution and by
low concentrations of ouabain in the serosal solution.
Theincrease in the short-circuit current (Al ) requires
the presence of sodium in the perfusion medium and
its magnitude is a linear function of the sodium
concentration. On the other hand, Al _is a saturable
function of the mucosal glucose concentration, which
is consistent with Michaelis-Menten kinetics. These
data were important in establishing the concept that
glucose entry across the apical membrane promotes a
simultaneous entry of Na*, which is partially extruded
at the basolateral membrane via the sodium pump.
The unidirectional serosa-to-mucosa sodium flux, on
the other hand, is attributed to simple ionic diffusion,
there being no evidence for the presence of a carrier or
the influence of solvent drag.

Isolated enterocytes

Isolated cells allow determination of initial rates of
solute uptake and provide information on the intra-
cellular accumulation and metabolic fate of the solute.
If normally energized cells are used, the membrane
potentials interfere with an accurate determination of
the coupling ratio. To circumvent this problem, the
membrane potential is experimentally maintained at
or near zero using biochemical agents to deplete the
cells of ATP and to confer a high K* permeability on
the membrane.

Freshly isolated chicken enterocytes were used to
establish that the true Na*:glucose transport coupling
ratio is 2:1 rather than 1:1 (Kimmich & Randles,
1980). They also provided data consistent with a
model of brush-border sodium-glucose co-transport
in which Na* binding to the Na*-dependent glucose
carrier at the luminal surface of the apical membrane
and debinding at the cytoplasmic surface are both
dependent on the membrane potential (Kimmich &
Randles, 1988).

Membrane vesicles

Brush-border membrane vesicles can be prepared by
homogenizing isolated enterocytes or mucosal scrap-
ings and precipitating non-brush-border particulate
matter with 10 mM Ca?* or Mg?*. The brush borders,
because of their greater density of negative surface
charges, are not precipitated and remain in the su-
pernatant fluid. Centrifugation of this fluid provides
a pellet of membrane vesicles, 95% of which have the



same membrane orientation as in the intact ente-
rocyte (i.e. they are ‘the right side out’). Basolateral
membrane vesicles can be obtained from a source
of isolated enterocytes by differential centrifugation
followed by separation on a density gradient. Vesicles
of brush-border and basolateral membranes can be
prepared simultaneously using the technique of free-
flow electrophoresis to isolate them (Murer & Kinne,
1980).

Membrane vesicles allow solute transport proper-
ties to be investigated independently in brush-border
and basolateral membranes without the complica-
tions of cellular metabolism or intracellular com-
partmentation. From such studies, the overall picture
of intestinal glucose absorption has emerged. Three
different membrane events have been identified: (1)
entry of luminal glucose into the enterocyte by sec-
ondary active transport across the apical membrane
via a sodium-glucose carrier, (2) facilitated diffu-
sion of glucose out of the cell across the basolateral
membrane via a sodium-independent carrier, and (3)
primary active transport of sodium out of the cell via
the sodium pump.

3.5.2 The GLUT family of facilitated-
diffusion glucose transporters

The glucose transporters of the GLUT family are car-
rier proteins interwoven in the plasma membranes of
many different cell types. Their function is to mediate
facilitated diffusion of D-glucose across plasma mem-
branes, either into or out of the cell. Five functional
isoforms of GLUT, numbered 1 to 5, have been posi-
tively identified and characterized. Table 3.1 shows the
tissue distribution of these isoforms. GLUT1 is widely
distributed among many tissues and facilitates glu-
cose transport across the blood—brain barrier. GLUT2
is preferably expressed in the liver. GLUT?2 is also lo-
cated in the basolateral membrane of small intestinal
enterocytes, but is notably absent in the brush-border
membrane. GLUT3 appears to be present in all tis-
sues, with its largest expression in kidney, placenta,
and neurons of the brain. Unlike the other GLUT
proteins, which are constitutively expressed, GLUT4
isinsulin-responsive and occurs primarily in intracel-
lular vesicles in the cells of insulin-sensitive tissues.
GLUTS5 transports fructose far better than it does
glucose, and facilitates fructose transport across the
brush-border membrane of enterocytes.
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Table 3.1 Human glucose transporters (GLUT) (compiled from Levin,

1999).

Isoform  Sugar transported  Major sites of expression

GLUT1 Glucose Widely distributed, including heart,
kidney, adipose cells, fibroblasts,
placenta, retina, choroid plexus

GLUT2 Glucose, galactose,  Sinusoidal membranes of liver,

mannose, fructose  tubule cells of kidney, small intestinal

enterocytes (basolateral membrane),
insulin-secreting P cells of the
pancreas

GLUT3 Glucose Widely distributed. Highest
expression in neurons of brain,
kidney, placenta

GLUT4 Glucose Insulin-sensitive tissues: brown and
white adipocytes, skeletal muscle,
cardiac muscle

GLUTS Fructose, glucose Jejunum (brush-border membranes),

(poor) mature spermatozoa

3.5.3 Glucose absorption in the small
intestine

Soon after eating a meal the high concentration of
glucose in the intestinal lumen may allow uptake to
take place by simple diffusion. After a while, the lumi-
nal concentration of glucose becomes lower than the
concentration in the enterocyte or in the intercellular
space, and therefore the glucose must be absorbed
against a concentration gradient.

Fig. 3.24 shows how physiological amounts of
glucose and fructose are absorbed by the small intes-
tine. In the overall process, luminal glucose crosses
the brush border and accumulates in the enterocyte
by means of a sodium-dependent secondary ac-
tive transport system located in the brush-border
membrane. The immediate driving force for the so-
dium-coupled entry of glucose is the electrochemical
gradient for sodium. This has two components — the
sodium concentration gradient across the cell and the
brush-border membrane potential. Fructose crosses
the brush border by facilitated diffusion mediated by
GLUTS5. Exit of both glucose and fructose from the
enterocyte to the serosa takes place by facilitated dif-
fusion at the basolateral membrane and is mediated
by GLUT2.
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The secondary active transport mechanism of glu-
cose uptake at the apical membrane is mediated by
a sodium-glucose co-transporting carrier (SGLT1),
which requires four intact independent identical sub-
units in order to function. Each enterocyte contains
an estimated 10°-10” of such carriers. SGLT1 binds
the substrates at a stoichiometric ratio of two sodium
ions to a single glucose molecule. D-Galactose, hav-
ing an almost identical structure to D-glucose, shares
the same carrier site, but glucose has a greater affin-
ity for the carrier and is transported at a greater rate.
Sodium-glucose co-transport is specifically inhibited
by phloridzin, a plant glycoside which competes with
D-glucose for the binding site on the carrier but is not
itself transported.

A model of sodium-glucose co-transport across the
apical membrane is shown in Fig. 3.25. In this model
the binding of sodium ions to and dissociation from
the protein carrier (SGLT1) on opposing sides of the
membrane are strongly influenced by changes in the
membrane potential. Negatively charged residues

SEROSA
intercellular
space
GLUT 2
—
Fig. 3.24 Diagram showing the carrier-
GLUT 2 mediated transport of D-glucose and D-fructose

across the apical membrane and basolateral
membrane of an enterocyte. Na* extruded into
the intercellular space by the basolateral Na*-
K*-ATPase (sodium pump) is able to equilibrate
with Na* on the luminal side of the enterocyte
by permeation through the tight junction.
ATP, adenosine triphosphate; ADP, adenosine
diphosphate; P, inorganic phosphate.

residing in membrane-spanning domains of the
protein might be involved in sodium binding. It has
been proposed (Ugolev & Metel’skii, 1990) that the
transporter has atleast two channels — one for Na*and
another for glucose.

Serosal transport of glucose acts to limit the
gradient-forming capability of the brush-border
transporting system, thereby maintaining a modest
concentration of intracellular glucose. The carrier
responsible for facilitated diffusion of glucose at the
basolateral membrane is independent of sodium, has
alow affinity for the sugar, and is competitively inhib-
ited by cytochalasin B.

Fundamental to the understanding of sodium-
coupled glucose absorption is the fact that carrier-
mediated events at both brush-border and basola-
teral membranes are electrogenic, i.e. they result in a
translocation of positive charge. At the brush-border
membrane, the sodium-coupled entry of glucose
results in a depolarization of the electrical potential
difference across that barrier. In other words, the cell



Fig. 3.25 Model of the membrane-bound
arrangement of the intestinal brush-border
Na*-glucose co-transporter. Two  sodium
ions (represented by the circle with a net
positive charge) plus one glucose molecule
(hexagon) are shown interacting with the co-
transporter. At the extracellular surface Na*
binds to the co-transporter, which results in a
conformational change that permits glucose
to bind to the glucose-binding site. With both
substrate species bound, the co-transporter
undergoes a new conformational shift, placing
Na* and glucose near the inner surface of the
membrane. Na* and glucose are released to the
cytoplasm, thereby triggering a co-transporter
conformational shift to expose the binding
sites once again to the extracellular surface of
the membrane. The co-transporter thus again
assumes the optimal conformation for binding
extracellular Na* and glucose. Reproduced,
with permission, from Stevens et al. (1990),
Proceedings of the National Academy of
Science U.S.A. (©1990).

interior becomes less negative with respect to the
luminal environment owing to the influx of sodium
ions. The electrogenic nature of the sodium pump is
due to more Na* being extruded per unit time across
the basolateral membrane than K* accumulated.

The depolarization at the brush-border membrane
seems to be self-defeating in that it markedly reduces
the membrane potential. This component of the
electrochemical driving force needs to be restored if
the uptake process is to be perpetuated. The cellular
model proposed by Schultz (1977) allows this to be
achieved. This model takes into account the high
conductivity of the intercellular tight junction, and
the ease by which Na* equilibrates between the ex-
tracellular media on the basolateral and luminal sides
of the enterocyte. By virtue of this rapid paracellular
pathway for the flow of Na*, the current generated
at one of the limiting membranes can influence the
potential difference across the other. This electrical
coupling constitutes an electrochemical feedback
between the co-transported entry of Na® and Na*
extrusion at the opposite membranes. The circular
movement of Na* allows the co-transport of glucose
to take place with minimal changes in the size of the
intracellular sodium transport pool.
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3.5.4 Paracellular movement - an
alternative model for glucose absorption

Solvent drag, rather than active transport, has been
proposed as the main mode of glucose absorption
under physiological conditions (Madara & Pappen-
heimer, 1987). Pappenheimer suggested that a prima-
ry function of active transport is to transport glucose,
together with sodium, at high concentration into the
intercellular space, thus providing an osmotic force
for the absorption of water into the space. The expan-
sion of the intercellular spaces and an induced in-
crease in tight junction permeability provide optimal
conditions for the paracellular movement of glucose
and other luminal nutrients in bulk by solvent drag.
As nutrients are removed from the upper intestine,
their concentrations decrease and active transport
becomes a greater fraction of total uptake.

The Pappenheimer hypothesis of nutrient absorp-
tion is debatable because the presence of unstirred
water layers in series with the epithelial cell mem-
branes makes it difficult to calculate the magnitude of
solvent drag. According to Ferraris et al. (1990), Pap-
penheimer’s hypothesis is based on luminal glucose
concentrations that are >10 times higher than those
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actually prevailing (Pappenheimer & Reiss, 1987).
Using the recalculated lower glucose concentrations,
Ferraris et al. (1990) reasoned that the contribution
of solvent drag must be negligible, and carrier-medi-
ated uptake rates are adequate to account for glucose
absorption.

Fine et al. (1993) used a human intestinal perfusion
technique to evaluate the Pappenheimer hypothesis.
To assess the effect of D-glucose on intestinal perme-
ability, the ratio of the diffusion rates of two passively
absorbed solutes of different molecular size (urea/L-
xylose and mannitol/L-xylose) was measured in the
absence and presence of luminal D-glucose. If the
effective radius through which the molecules diffuse
were to increase, there would be a greater fractional
change in the diffusion rate of the larger molecule than
of the smaller molecule and the diffusion ratio (larger
molecule/smaller molecule) would increase. No such
increase was observed, which does not support the
hypothesis that D-glucose increases the permeability
of the human intestine. The fraction of total D-glucose
absorption in the jejunum that could be attributed to
a passive mechanism ranged from 2.8% to 8.4% (aver-
age 5%); there was no evidence of passive D-glucose
absorption in the ileum. It was concluded that about
95% of the dietary D-glucose load is absorbed by ster-
eospecific, carrier-mediated transport.

3.6 Digestion, absorption and transport
of dietary fat

3.6.1 The plasma lipoproteins

The plasma lipoproteins are a family of globular pro-
teins, each of which consists of a core of neutral lipid
(predominantly triglyceride or cholesteryl ester) sur-
rounded by a coat of phospholipid and protein. These
particles can be divided into four broad categories:
(1) chylomicrons, which primarily transport dietary
triglyceride and cholesterol; (2) very-low-density
lipoproteins (VLDL), which primarily transport
triglycerides that have been synthesized in the liver;

gHZOCOR1 CH,OH
CHOCOR? —
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bile salts
Triglyceride 2-Monoglyceride

Fatty acids

and two lipoproteins that function primarily in the
transport of endogenous cholesterol, namely (3) low-
density lipoprotein (LDL) and (4) high-density lipo-
protein (HDL). There is also an intermediate-density
particle (IDL), having a density between that of VLDL
and LDL. The IDL particles are very short-lived in the
bloodstream, however, and seem to have little nutri-
tional or physiological importance.

The protein components of the plasma lipoproteins
are known as apolipoproteins. At least six different
kinds of apolipoprotein have been identified in the
intestinal lymph of humans: apoA, apoB (three dif-
ferent molecular sizes), apoC and apoE.

3.6.2 Digestion, absorption and transport

Absorption of the fat-soluble vitamins takes place
mainly in the proximal jejunum and depends on the
proper functioning of the digestion and absorption
of dietary fat. The fat content of a typical Western diet
is composed mainly of triglycerides accompanied by
smaller amounts of phospholipids and sterols. The ef-
ficiency of absorption of fat-soluble vitamins parallels
that of fat absorption and is affected by the nature of
the lipid component of the diet.

The stomach is the major site for emulsification
of dietary fat. The coarse lipid emulsion, on entering
the duodenum, is emulsified into smaller globules by
the detergent action of bile salts aided by the churn-
ing action of the intestine. The adsorption of bile
salts on to the surface of the fat globules increases
the lipolytic activity of pancreatic lipase, which hy-
drolyses triglycerides at the 1 and 3 positions and
yields 2-monoglyceride and free fatty acids (Fig.
3.26). Secretion of bicarbonate from the pancreas
and the biliary tract is needed to neutralize the pH to
the optimal range for lipolysis. A cofactor called coli-
pase is present in pancreatic juice and is required for
lipase activity when bile salt is present. During their
detergent action, bile salts exist in a monomolecular
solution. Above a critical concentration of bile salts,
the bile constituents (bile salts, phospholipid and cho-

|
CHOCOR? + R'COOH + R3COOH

Fig. 3.26 Lipolysis of triglycerides in the small
intestine.



lesterol) form aggregates called micelles, in which the
polar ends of the molecules are orientated towards the
surface and the nonpolar portions form the interior.
The 2-monoglycerides and long-chain free fatty acids
are sufficiently polar to combine with the micelles to
form mixed micelles. These are stable water-soluble
structures which can dissolve fat-soluble vitamins and
other hydrophobic compounds in their oily interior.
The lipid components of the mixed micelles must
be dissociated from these structures before they can
be absorbed. Shiau & Levine (1980) showed that alow
pH microclimate, representing the unstirred layer
lining the luminal surface of the jejunum, facilitates
micellar dissociation. Presumably, the fatty acid com-
ponents of the mixed micelles become protonated
when the mixed micelles enter the acidic microcli-
mate of the unstirred layer. This protonation reduces
fatty acid solubility in the mixed micelles, allowing
release of the fatty acids together with other lipid con-
stituents. Individual lipids, including fat-soluble vita-
mins, can then be absorbed across the brush-border
membrane. The bile salts are left behind to be actively
reabsorbed in the distal ileum, whence they return to
the liver to be recycled via the gall bladder.
Triglycerides resynthesized within the enterocytes
are packaged into chylomicrons (Fig. 3.27) in the
endoplasmic reticulum together with free and es-
terified cholesterol, phospholipids, apolipoproteins,
fat-soluble vitamins and carotenoids. The levels of
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lipids in chylomicrons are not strictly regulated, but
depend on the dietary load. After processing through
the Golgi apparatus, the chylomicrons are discharged
from the enterocyte by exocytosis across the basola-
teral membrane, and enter the central lacteal of the
villus. From there they pass into the larger lymphatic
channels draining the intestine, into the thoracic duct,
and ultimately into the systemic circulation.

3.6.3 Chylomicron metabolism

The chylomicrons are carried by the blood to all
the tissues. Incorporated into the glycocalyx on the
surface of capillary endothelia in most tissues is the
enzyme lipoprotein lipase. Its extracellular action on
the circulating chylomicrons releases free fatty acids
and diglycerides which can then be absorbed by the
tissue cells. The chylomicrons are thus converted into
much smaller triglyceride-depleted particles known
as chylomicron remnants. These particles contain
apolipoprotein E (apoE) that they acquire from other
circulating lipoproteins.

Uptake of chylomicron remnants by the liver and
bone marrow

The liver has the capacity to rapidly remove chylomi-
cron remnants from the circulation in all mammalian
species studied. In the rabbit and nonhuman primate
(marmoset), and probably also the human, the bone
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Fig. 3.27 Molecular structure of a lipid core (RN
chylomicron. The surface is mainly composed :\\:
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contents. The triglycerides within the oily centre ' .0
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marrow also removes a significant amount of circulat-
ing chylomicrons and remnants.

Several overlapping mechanisms are involved
in the hepatic uptake of chylomicron remnants
(Cooper, 1997). The particles must first achieve a size
that allows them to pass through the fenestrations of
hepatic capillary endothelial cells and accumulate in
the space of Disse. Sequestration of the remnants and
further lipolysis by hepatic lipase precedes receptor-
mediated uptake of the particles by the hepatocytes.
The apoE on the remnants serves as the ligand for
receptors present on hepatocyte surfaces facing the
space of Disse.

The LDL receptor and the LDL receptor-related
protein (LRP) facilitate uptake of the remnants by
receptor-mediated endocytosis. The LDL receptor,
whilst recognizing apoB-100 for the binding of LDL
(Section 3.6.4), has a far higher affinity for particles
containing several molecules of apoE than those
containing a single molecule of apoB. Remnants can
be taken up directly by LDL receptors but direct re-
moval of remnants via the LRP seems to be limited.
The remnants become enriched with apoE by taking
up free apoE secreted into the space of Disse by the
hepatocytes. apoE-enriched remnants bind avidly to
the glycocalyx, specifically to heparan sulphate pro-
teoglycans, on hepatocyte surfaces. This interaction
appears to be required for the uptake of remnants
by the LRP, as uptake can be inhibited by removal of
heparan sulphate proteoglycans with heparinase. Ji et
al.(1994) proposed that the remnants interacting with
heparan sulphate proteoglycans may be transferred to
the LRP, or the heparan sulphate proteoglycans may
form a complex with the LRP and together mediate
internalization.

In marmosets, uptake of chylomicrons and chy-
lomicron remnants by the bone marrow is restricted
to perisinusoidal macrophages, which protrude
through the capillary endothelium into the marrow
sinuses (Mahley & Hussain, 1991).

Formation of VLDL, HDL and LDL

In the liver, the constituent lipids of chylomicron rem-
nants are repackaged into HDL and VLDL particles
(mainly the latter), which are released into the circula-
tion. There is no direct synthesis of LDL in the liver.
VLDL contain high concentrations of triglycerides
and moderate concentrations of cholesteryl esters
and phospholipids. The triglycerides are removed

from VLDL by the action of lipoprotein lipase located
on the endothelial surface of blood vessels in extrahe-
patic tissues, enabling tissue uptake of free fatty acids.
When much of the triglyceride has been removed, the
VLDL become IDL. Newly released HDL contain a
high concentration of protein (about 50 per cent),
but very little cholesteryl ester. Circulating HDL take
up the excess cholesterol released from cells into the
plasma, converting it into cholesteryl esters by the ac-
tion of lecithin:cholesterol acyltransferase. Much of
the HDL cholesteryl ester is transferred to IDL which
then become LDL. LDL is the major cholesterol-car-
rying lipoprotein and high levels of these particles in
the circulation are associated with an increased risk of
heart disease.

HDL participates in reverse cholesterol transport
by acquiring cholesterol from tissues and other lipo-
proteins and transferring it to the liver for excretion.
Elevated HDL levels in the circulation are associated
with reduced risk of heart disease.

3.6.4 Role of plasma LDL in cholesterol
transport

The LDL particle is composed of 75% lipid and 25%
protein. The major lipid component is esterified cho-
lesterol, which constitutes the bulk of the particle core.
Surrounding this apolar core is a lipid coat composed
of phospholipid and free cholesterol. The protein
component apoB-100 consists of several subunits.
The subunits form globules, of which a part is buried
in the lipid core and a part is exposed at the water
surface.

All growing cells need cholesterol for membrane
synthesis. About 70% of the total plasma cholesterol is
contained in LDL. Cells acquire cholesterol by taking
up circulating LDL particles by the process of recep-
tor-mediated endocytosis. apoB-100 is the ligand for
the binding of LDL to the LDL receptor, a transmem-
brane glycoprotein. The internalized lipoproteins are
conveyed to lysosomes where the cholesteryl esters are
hydrolysed to free cholesterol. Most LDL receptors are
expressed in the liver, where they facilitate the supply
of cholesterol for secretion into bile, conversion to bile
acids, and resecretion into the plasma in newly syn-
thesized lipoproteins. LDL receptors are also present
in high concentrations in the adrenal cortex and the
ovarian corpus luteum, where they function to pro-
vide cholesterol for steroid hormone synthesis.



The intracellular concentration of cholesterol is
subject to feedback control mediated by the LDL-de-
rived cholesterol itself. The incoming cholesterol (1)
suppresses the activity of 3-hydroxy-3-methylglutaryl
coenzyme A reductase (HMG CoA reductase), which
is the rate-controlling enzyme in cholesterol biosyn-
thesis; (2) activates the cholesterol esterifying enzyme
acyl-coenzyme A:cholesterol acyltransferase (ACAT),
thereby sequestering excess cholesterol as cholesteryl
esters; and (3) turns off the synthesis of the LDL re-
ceptor, thereby preventing further entry of LDL-cho-
lesterol into the cell (Goldstein & Brown, 1977).

3.6.5 Absorption of the fat-soluble
vitamins

Absorption of the individual fat-soluble vitamins
is described in the relevant chapters. In summary,
the vitamins are solubilized in mixed micelles to
facilitate uptake by the intestinal epithelium. Inside
the enterocytes the vitamins are incorporated into
chylomicrons, which are released and transferred via
the lymphatic system to the blood. The chylomicrons
are attacked by lipoprotein lipase and the chylomi-
cron remnants are taken up by the liver for storage,
metabolism or subsequent release. Because of the ex-
istence of specific carrier proteins for vitamins A and
D, transport of these vitamins from the liver to other
tissues is not dependent on lipoproteins. No specific
carrier proteins for vitamins E and K in plasma have
been identified: plasma transport of these vitamins
appears to be entirely mediated by lipoproteins.

3.7 Neural and endocrine
communication systems

3.7.1 Introduction: the nervous, endocrine
and neuroendocrine systems

Anatomically, the nervous system can be divided into
the central nervous system (CNS) and the peripheral
nervous system. The CNSis composed of the brainand
spinal cord located in the cranium and vertebral canal;
the peripheral nervous system includes all other nerv-
ous structures. The CNS receives all nervous impulses
from the body (interoceptive) and all impulses follow-
ing stimuli originating outside the body (exterocep-
tive). The peripheral nervous system serves to inter-
connect all other tissues and organs with the CNS.

Background physiology and functional anatomy 47

Endocrine systems employ hormones as chemical
messengers. Hormones are synthesized by the cells
of endocrine glands and secreted from these glands
directly into the bloodstream. They travel in the sys-
temic circulation to the cells of distal target tissues
where they initiate their biological response.

Neuroendocrine systems are those in which neu-
rons secrete neurohormones that reach the systemic
circulation and influence the function of cells at an-
other location in the body.

3.7.2 The neuron

The functional unit of the nervous system is the neu-
ron, which consists of a cell body and its thread-like
processes — one or more dendrites and a single axon.
The axon is commonly referred to as the nerve fibre
and varies in length from a fraction of a millimetre
to a metre or more. Most of the nerve cell bodies are
located in or near the CNS. Their processes, which
are capable of transmitting impulses, may lie totally
within the CNS, may extend from the CNS system for
great distances, or may lie entirely outside the CNS.
The dendrites conduct impulses toward the cell body,
and the axon conducts impulses away from the cell
body. Nerve impulses are relayed from one neuron to
another across synapses. At these meeting points the
surface membranes of the two neurons are very close
together, but there is never any cytoplasmic continu-
ity. The width of the extracellular space separating the
pre- and post-synaptic membranes, the synaptic cleft,
is generally about 25 nm. Transmission of an impulse
across a synapse is chemical rather than electrical. It
depends on the release of a chemical transmitter from
the presynaptic terminal, which then diffuses across
the synaptic cleft and interacts with receptor sites on
the postsynaptic membrane so as to cause a specific
change in its ionic permeability.

An axon consists of a long cylinder of cytoplasm,
the axoplasm, surrounded by an electrically excitable
nerve membrane, the axolemma, which is continuous
with the plasma membrane of the parent nerve cell
body. Axons may be unmyelinated or myelinated.
In myelinated nerves, the axon is surrounded by a
tubular sheath composed of multiple layers of tightly
packed concentric membranes formed by and con-
tinuous with the plasma membrane of Schwann cells.
This myelin sheath contains the lipid sphingomyelin,
which is an excellent electrical insulator. The myelin
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Fig. 3.28 Diagram of a myelinated nerve fibre. The myelin sheath is an
insulating layer derived from Schwann cell plasma membranes spiralling
concentrically to form a wrapping around the axon. The outer layer of the
myelin, the neurilemma, is a basal lamina beneath which lie the flattened
nuclei of Schwann cells.

sheath is interrupted at intervals by the nodes of Ran-
vier. The structure of a typical myelinated axon of the
peripheral nervous system is shown in Fig. 3.28.

3.7.3 Propagation of a nerve impulse

It is possible to place microelectrodes on the surface
of a myelinated axon at a node of Ranvier and record
spike-like electrical currents that are associated with
changes in potential difference taking place across
the axonal membrane. A nerve impulse is propagated
in the form of an action potential and depends upon
rapid changes in membrane ion permeability. During
the initial phase of the action potential a rapid influx
of sodium ions through voltage-gated sodium chan-
nels causes rapid depolarization of the membrane,
i.e. the inside surface of the membrane becomes less
negative relative to the outside of the membrane.
The more a membrane is depolarized, the greater the
number of sodium channels that will be opened. The
entry of Na* does not continue indefinitely: it is halted
partly because the membrane potential soon reaches
the sodium ion equilibrium potential, where the net
inward driving force acting on sodium ions becomes
zero, and partly because the rise in sodium perme-
ability decays inexorably with time from the moment
when it is first triggered. After the peak of the spike
has been reached, therefore, the sodium permeability
is rapidly reduced. At the same time, the opening of
potassium channels and chloride channels allow K*

effux and CI” influx, thereby increasing the degree of
intracellular negativity. This hyperpolarization inhib-
its the neuron because the membrane potential is now
further away than ever from the —45 mV threshold for
excitation. The fact that potassium channels are 50
times more numerous than sodium channels (Hille,
1970) ensures that hyperpolarization is rapid. The
membrane then adjusts to its normal resting potential
of —65 mV in readiness for another action potential.

In myelinated fibres, the sodium channels are con-
centrated at the nodes of Ranvier. The function of the
myelin sheath is to restrict the inward and outward
passage of local circuit current to the nodes of Ran-
vier, so causing the nerve impulse to be propagated
along myelinated fibres from node to node in a series
of jumps (saltatory conduction). The generation of an
action potential at each node results in the depolariza-
tion of the next node and subsequently the generation
of an action potential with an internode delay of only
about 20 ps.

3.7.4 Hormones and cell signalling

General principles

There are three general classes of hormones: (1) pep-
tide hormones, e.g. thyroid-stimulating hormone and
adrenocorticotropic hormone; (2) steroid hormones,
e.g. oestrogens, testosterone and cortisol; and (3) de-
rivatives of the amino acid tyrosine, e.g. thyroxine and
adrenaline (epinephrine). Peptide and amine hor-
mones are stored in secretory vesicles until needed.
Steroid hormones are not stored: they are synthesized
from intracellular stores of cholesteryl esters after a
stimulus.

Hormone action is initiated by the binding of
hormone to receptors in the cells of target tissues.
Hormonal receptors are large proteins which have
both high affinity and high specificity for their hor-
monal ligands. Each cell within a target tissue contains
some 2000 to 100000 receptors. The target tissues for
a particular hormone are those whose cells contain
receptors for that hormone: cells that lack such recep-
tors do not respond. Thus receptors provide the first
level of specificity for hormone action. Formation of
the hormone-receptor complex triggers a cascade of
reactions in the target cell, with each stage becoming
more powerfully activated, so that very low concen-
trations of circulating hormone can elicit a robust
biological response.



The receptors for peptide hormones and catechol-
amines are located in or on the surface of the cell mem-
brane. These hormones, being hydrophilic, cannot
cross the lipid bilayer of the cell’s plasma membrane
and so many of them recruit a ‘second messenger’ to
mediate their intracellular action. (The hormone is the
‘first messenger’.) The best-known second messenger
is cyclic AMP; others include diacylglycerol and in-
ositol triphosphate (these are products of membrane
phospholipid breakdown) and calcium ions.

Thereceptors for the steroid hormones reside within
the cell. The steroid hormones, being hydrophobic, are
able to cross the plasma membrane and bind to their
specific receptors. The liganded receptors interact with
specific sites on the DNA and directly regulate gene
transcription. The newly formed proteins become the
controllers of new or increased cellular function.

Regulation of hormonal activity

Hormonal activity can be regulated at both the endo-
crine gland and the target tissue. Positive or negative
feedback to the endocrine gland may regulate any step
during the synthesis, processing or release of the hor-
mone. Positive feedback results in additional secretion
of the hormone, while negative feedback has the op-
posite effect. Most hormones are controlled through
negative feedback in order to prevent overactivity of
the target tissues and to allow responses to subsequent
signals. The controlled variable is often the degree of
activity of the target tissue. Above a certain level of ac-
tivity, feedback signals to the endocrine gland become
powerful enough to shut down hormone production
or prevent secretion.

Formation of the hormone-receptor complex may
cause the number of active receptors to decrease, ei-
ther because of inactivation or destruction or because
of decreased production by the cell’s protein-manu-
facturing capacity. This down-regulation of receptors
leads to a decreased response of the target tissue to the
hormone. Some hormones can cause up-regulation
of receptors by inducing synthesis of the receptors.
When this occurs, the target tissue becomes progres-
sively more sensitive to the stimulating effects of the
hormone.

3.7.5 G proteins

The signal from most peptide hormones (but not
from insulin) is relayed from the activated (i.e. hor-
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mone-bound) membrane receptor across the plasma
membrane and into the cytosol by means of a guano-
sine triphosphate (GTP)-binding protein (G protein).
Translocation of the G protein from the lipid environ-
ment of the membrane to the aqueous environment
of the cytosol and back again is made possible by the
detachment and re-attachment of a lipophilic palmi-
tate group.

G proteins are a family of heterotrimeric proteins
composed of three subunits, designated o, B and yin
order of decreasing molecular weight. The oi-subunit
of the G protein (with GTP bound) binds to and acti-
vates the effector, which may be a membrane-bound
enzyme or an ion channel. Activation of an enzyme
effector results in the formation of the second mes-
sengers cyclic AMP and diacylglycerol/inositol tri-
phosphate; activation of calcium channels causes an
influx of Ca?* second messenger into the cell.

G protein-coupled receptors comprise the largest
superfamily of proteins in the body with more than
1000 having been identified. Their common struc-
tural feature is the presence of seven helical mem-
brane-spanning domains with an extracellular amino
terminus and an intracellular carboxyl terminus. In
addition to peptide hormones, ligands for G protein-
coupled receptors include biogenic amines, glycopro-
teins, lipids, nucleotides, ions and proteases. More-
over, the sensation of exogenous stimuli, such as light,
odours and taste, is mediated via these receptors.

One member of the family of G proteins, G, trans-
mits signals from a wide variety of G protein-coupled
receptors to adenylyl cyclase (formerly called adenylate
cyclase), an enzyme which catalyses the formation of
cyclic AMP from ATP within cells. Wedegaertner &
Bourne (1994) proposed a model (Fig. 3.29) for the
role of the G protein in relaying the signal across the
plasma membrane. In the inactive state, G_ exists as a
heterotrimeric complex with GDP bound to the o-
subunit. The inactive complex is tightly associated with
the inner leaflet of the plasma membrane by virtue of
alipophilic palmitate group attached to the c-subunit.
Upon binding of hormone to the G protein-coupled
receptor, the activated receptor interacts with the o-
subunit of the G_ protein to promote the replacement
of GDP with GTP. GTP binding changes the conforma-
tion of G0, leading to its dissociation from the stable
By dimer. The o and By subunits remain associated
with the plasma membrane by virtue of their respec-
tive palmitate and isoprenyl attachments. Palmitate is
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rapidly cleaved from GTP-bound G o by a palmitoyl
esterase and some or all of the depalmitoylated o.-sub-
unit is released from the membrane into the cytoplasm.
The active GTP-bound G o stimulates adenylyl cyclase
to catalyse the conversion of ATP to cyclic AMP. The
latter then activates cyclic AMP-dependent protein ki-
nase, which phosphorylates specific proteins in the cell,
triggering biochemical reactions that ultimately lead to
the cell’s response to the hormone. A GTPase intrinsic
to the o-subunit converts the active GTP-bound sub-
units in both membrane and cytoplasm into the inac-
tive GDP-bound forms. Re-attachment of palmitate
to the cytoplasmic subunit by a palmitoyl transferase
facilitates the return of the GDP-bound G o to the
plasma membrane.

3.7.6 Second messengers

Cyclic AMP and cyclic GMP

The main components of the cyclic AMP signalling
system are shown in Fig. 3.30. A similar alternative
second messenger, cyclic guanosine monophosphate
(cyclic GMP), can be formed from GTP by guanylyl
cyclase in response to a few peptide hormones.

COApal

palmitoyl
transferase

CoA

Fig. 3.29 Model of Go,, palmitoylation and
depalmitoylation as a means for reversible
translocation of the subunitbetweenthe plasma
membrane and the cytoplasm. Reprinted from
Cell, Vol. 77, Wedegaertner, P. B. and Bourne,
H. R. Activation and depalmitoylation of G o,
pp. 1063-70, ©1994, with permission from
Elsevier Science.

Amplification of the hormonal signal is achieved as
follows. The binding of a single molecule of hormone
to one receptor molecule activates many G-protein
molecules, each of which activates a molecule of ade-
nylyl cyclase. Each molecule of adenylyl cyclase cataly-
ses the formation of multiple cyclic AMP molecules,
each of which activates one molecule of cyclic AMP-
dependent protein kinase (protein kinase A). This ki-
nase then initiates a cascade of enzymes by activating
a second kinase, which activates a third kinase, and so
forth. Such a multistep system has the potential for
additional regulation, allowing fine-tuning of the sig-
nal and the ability to override a given stimulus under
appropriate circumstances.

A given hormone can bind to several different re-
ceptors, each of which is coupled to a different G pro-
tein. This allows the same hormone to either stimulate
or inhibit a particular action. For example, adrenaline
can bind to both - and B-adrenergic receptors. The
B,-adrenergic receptor is coupled to G, and therefore
the binding of adrenaline leads to an increase in cyclic
AMP levels. The o,-adrenergic receptor is coupled to
an inhibitory G protein, G, so that adrenaline binding
leads to a decrease in cyclic AMP levels.
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Fig. 3.30 The adenylyl cyclase-cyclic AMP
second messenger system.

The specific action that occurs in response to in-
creases or decreases of cyclic AMP in each type of
target cell depends on the nature of the intracellular
machinery — some cells having one set of enzymes,
and other cells having other enzymes. Therefore, dif-
ferent functions are elicited in different target cells
—such functions as alterations in cell membrane per-
meability, muscle contraction or relaxation, secretion
of substances by the cell and synthesis of intracellular
chemicals. The cyclic AMP signalling system is also
able to control transcription of specific genes. Protein
kinase A-mediated phosphorylation of the cyclic AMP
response element-binding protein (CREB) enhances
the binding of this protein to a specific site on the
gene termed the cyclic AMP response element (CRE).
This protein—-DNA interaction initiates transcription,
leading to synthesis of new protein.

Diacylglycerol and inositol triphosphate

Diacylglycerol acts as a second messenger in the trans-
duction of extracellular signals initiated by peptide hor-
mones, neurotransmitters (e.g. acetylcholine), antigens
and some growth factors (e.g. platelet-derived growth
factor and epidermal growth factor). The main compo-
nents of the diacylglycerol second messenger system are
shown in Fig. 3.31. Phosphatidylinositol, a phospholi-

protein + ATP —— protein-PO, + ADP

y

cell's response

pid constituent of the plasma membrane, can be doubly
phosphorylated to form phosphatidylinositol biphos-
phate. Activation of phospholipase C in response to
appropriate ligand binding of the cell-surface receptor
results in the hydrolysis of phosphatidylinositol biphos-
phate and the formation of diacylglycerol and inositol
triphosphate. Both of these hydrolysis products act as
intracellular second messengers. Diacylglycerol and
calcium ions together activate protein kinase C, which
catalyses the covalent addition of a phosphate group
to serine and threonine residues of various proteins,
thereby altering their activity. Inositol triphosphate
causes the release of Ca** from storage compartmentsin
mitochondria and the endoplasmic reticulum, thereby
triggering theactivation of a variety of calcium-depend-
ent enzymes and hormonal responses. Protein kinase C
activation and Ca?* mobilization act synergistically to
cause a variety of cellular responses.

Signalling is desensitized in response to chronic ac-
tivation by dephosphorylation of the protein kinase
C effected by a membrane-associated heterotrimeric
type 2A phosphatase (Hansra et al., 1996). This event
is followed by increased proteolysis of the kinase.
These two independent desensitization processes are
triggered by the membrane-associated activation of
protein kinase C itself.
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Another second messenger system operates in re-
sponse to the entry of Ca** into cells or to the release
of Ca?* from intracellular pools through the action of
inositol triphosphate. The Ca®* entry may be initi-
ated (1) by changes in membrane potential that open
membrane calcium channels or (2) by a hormone in-
teracting with membrane receptors that open calcium
channels. The increased intracellular Ca** binds with
high affinity to the protein calmodulin, which has
four Ca’*-binding sites. When three or four of these
sites have bound with Ca?*, the calmodulin molecule
undergoes a conformational change, thereby expos-
ing hydrophobic regions that are involved in interac-
tion with more than twenty target enzymes, including
several protein kinases. Activation of calmodulin-de-
pendent protein kinases causes, via phosphorylation,
activation or inhibition of proteins involved in the

~

other responses

Fig.3.31 Thediacylglycerol second messenger
system.

cell’s response to a hormone. The kinases include the
multifunctional calmodulin-dependent multiprotein
kinase and dedicated kinases such as myosin light
chain kinase, phosphorylase kinase and elongation
factor 2 kinase that regulate muscle contraction,
glycogenolysis and protein synthesis, respectively
(Cohen, 1992). Other calmodulin-dependent en-
zymes include adenylyl cyclase, nitric oxide synthase,
calmodulin-dependent protein phosphatase (cal-
cineurin), cyclic 3,5"-nucleotide phosphodiesterase
and Ca?*-Mg?*-ATPase.

3.7.7 Protein tyrosine kinases

Not all extracellular signals mediate their responses
through G protein-coupled generation of intracellu-
lar second messengers. Some membrane receptors by-
pass the G proteins and second messengers and direct-



ly initiate the final common pathway that transduces
the extracellular signals. Receptors for insulin and
other growth factors possess intrinsic tyrosine kinase
activity and are referred to as protein tyrosine kinases.
These receptors straddle the plasma membrane; their
extracellular domain contains the ligand binding site
and the intracellular domain contains the tyrosine
kinase. The receptors are activated upon binding of
ligand and respond by phosphorylating themselves at
specific multiple tyrosine residues, using phosphate
derived from ATP. Autophosphorylation of the recep-
tors allows them to phosphorylate many intracellular
proteins, which then mediate the appropriate cellular
response.

3.7.8 Regulation of signal transduction

The hormonal stimulus can be blunted or shut off at
several levels of the signal transduction system. (1)
The stimulus can be diminished by decreasing the
number of receptors at the cell surface. This can be
achieved by decreased production of the receptors by
the protein-manufacturing mechanism of the cell.
Alternatively, the receptor proteins themselves are in-
activated or destroyed during the course of their func-
tion, one example being endocytosis of the receptor
prior to intracellular destruction of the ligand. In any
event, this down-regulation of the receptor decreases
the responsiveness of the target tissue to the hormone.
(2) The G, protein is inactivated by an intrinsic GT-
Pase activity that hydrolyses the bound GTP to GDP.
This GTPase activity allows the G_ protein to act as a
molecular switch: it rapidly turns the hormonal signal
on or off by binding or hydrolysing GTP, respectively.
(3) The inhibitory G protein, G,, when activated by
other receptors, leads to direct inhibition of adenylyl
cyclase and thus cessation of cyclic AMP production.
(4) The ability to hydrolyse cyclic AMP by phospho-
diesterase allows the cell to respond transiently to a
given signal.

An additional mechanism of regulating signal
transduction, known as desensitization, allows a re-
ceptor to be rapidly inactivated and then reactivated
despite the continued presence of a stimulus of con-
stant intensity. Persistent or excessive stimulation of
a G protein-coupled receptor leads to activation of a
G protein-coupled receptor kinase (GRK) that phos-
phorylates the receptor. The receptor then binds an
arrestin protein which sterically prevents signalling to
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the G protein (Lefkowitz, 1998). The family of GRKs
includes atleast six members (GRKs 1-6) of which the
most thoroughly investigated are rhodopsin kinase
(GRK1) and B-adrenergic receptor kinase (GRK2).
GRKs recognize only the liganded or stimulus-modi-
fied forms of the receptors that they phosphorylate
(Lorenz et al., 1991). Desensitization of rhodopsin,
the photoreceptor in the rod cells of the retina, occurs
in less than one second following light stimulation,
thereby preventing a brief flash of light from being
perceived as continuous illumination.

3.7.9 Role of protein kinase C in stimulus-
response coupling

The role of protein kinase C in stimulus—response
coupling was first demonstrated for the release of
serotonin from platelets. The enzyme has since
been shown to be involved in the release of certain
hormones and neurotransmitters, the secretion of
certain enzymes, smooth muscle contraction and
relaxation, activation of T and B lymphocytes, inhibi-
tion of gap junctions, modulation of ion conductance,
interaction and down-regulation of receptors, cell
proliferation, expression of certain genes, steroido-
genesis, lipogenesis and glucose metabolism. When
intracellular Ca?* concentrations become too high,
protein kinase C activates the Ca**-transport ATPase
(calcium pump) and the Na*/Ca** exchange protein,
both of which remove Ca*" from the cell (Nishizuka,
1986).

Protein kinase C is synthesized as an unphospho-
rylated and catalytically inactive protein of 74 kDa
that is bound to the plasma membrane of the cell. The
protein is converted into an active form of 77 kDa and
then into an 80 kDa form by at least two phosphoryla-
tion steps. The first phosphorylation is initiated by an
as yet unidentified kinase (‘protein kinase C kinase’).
This phosphorylation step takes place on the activa-
tionloop of the newly synthesized protein and renders
it catalytically competent. The membrane-bound
enzyme, when stimulated by phosphatidylserine,
then phosphorylates itself at the carboxy terminus.
This autophosphorylation decreases the enzyme’s
affinity for the membrane so that it partitions into
the cytosol (Dutil et al., 1994). The doubly phospho-
rylated enzyme is allosteric, i.e. regulatable. Binding
of the activator (diacylglycerol) to the allosteric site of
the enzyme causes a conformational change, thereby
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exposing the catalytic site that is normally blocked by
the so-called pseudosubstrate region.

There are several subtypes of protein kinase C, each
the product of a separate gene; these are identified by a
Greek letter, the ot-subtype being the most ubiquitous.
Isoforms of the B-subtype (B1 and 2) are generated
post-translationally by the alternative splicing of the
primary mRNA transcript. The eleven subspecies of
protein kinase C (PKC) so far identified have been
divided into three groups: the conventional (cPKC)
group comprises o, B1, B2 and v; the new (nPKC)
group comprises J, € 1, 0 and p; and the atypical
(aPKC) group comprises £ and A(1) (Nishizuka, 1995).
The ability of the individual subspecies to elicit differ-
ent physiological responses is presumably due to their
localization in different tissues and subcellular sites.

In the absence of diacylglycerol, protein kinase C
resides in the cytosol. When diacylglycerol is generat-
ed, it recruits the kinase from the cytosol to the plasma
membrane. Diacylglycerol, aided by cis-unsaturated
fatty acids, also increases the affinity of protein kinase
C for Ca, thereby causing full enzyme activity when
Ca*" concentrations are basal (Nishizuka, 1995). A
proportion of the activated enzyme is targeted to the
nucleus where the phosphorylation of nuclear regula-
tory proteins (transcription factors) could provide a
mechanism for the direct regulation of gene expres-
sion, leading to changes in cell proliferation and dif-
ferentiation (Olson et al., 1993).

The diacylglycerol produced by receptor-mediated
hydrolysis of phosphatidylinositol biphosphate is
short-lived, either being re-incorporated into phos-
phoinositides or hydrolysed to arachidonic acid, the
precursor of prostaglandins and thromboxane. Long-
term cellular responses, such as cell proliferation and

plasma membrane

activation of T lymphocytes, requires sustained acti-
vation of protein kinase C through other pathways.
For example, hydrolysis of membrane phosphatidyl-
choline by phospholipase D produces phosphatidic
acid and choline. Phosphatidic acid is converted to
diacylglycerol by the action of a phosphomonoeste-
rase, thereby indirectly activating protein kinase C.
Phosphatidic acid may also activate protein kinase C
directly (Nishizuka, 1995).

Protein kinase C exerts negative feedback control
over various steps of its activation pathway, including
down-regulation of the cell-surface receptor. In addi-
tion, protein kinase C exerts negative feedback control
at the level of the receptors for various growth factors,
such as epidermal growth factor.

Protein kinase C is a target for phorbol esters, such
as 12-O-tetradecanoylphorbol-13-acetate (TPA), and
probably serves as a receptor for these compounds. A
number of phorbol esters are well known as potent
tumour promoters. Extremely low concentrations of
phorbol esters are able to substitute for diacylglycerol
and activate protein kinase C. Unlike diacylglycerol,
however, phorbol esters are metabolically stable;
moreover, their entry into the cell is not susceptible
to feedback control. Phorbol esters are therefore able
to activate protein kinase C in a sustained rather than
transient manner. Prolonged treatment of cells with
phorbol esters leads to disappearance of protein
kinase C owing to an increased rate of proteolysis
(Young et al., 1987). Depletion of protein kinase C
would remove the negative feedback control that the
kinase exerts over growth factor receptors, leading to
uncontrolled cell proliferation in the presence of a mi-
togenic stimulus. This possible effect of phorbol esters
on protein kinase C is shown in Fig. 3.32.
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growth
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Fig. 3.32 Effect of phorbol ester on
protein kinase C. Initially, TPA (12-O-
tetradecanoylphorbol-13-acetate) mimics

diacylglycerol (DAG) and activates protein
kinase C (PKC), but a secondary persistent
action of TPA leads to degradation of PKC
thereby removing the negative feedback
control of growth factor receptors exerted
by PKC. R, receptors in plasma membrane.
Reprinted with permission from Nishizuka
(1988), Nature, Vol. 334, pp. 661-5, © 1988,
Macmillan Magazines Limited.



The microbial product calphostin C is a highly
potent and specific inhibitor of protein kinase C in
cell cultures (Kobayashi et al., 1989). The potent cyto-
toxic activity and antitumour activity of calphostin C
might be due to the inhibition of protein kinase C.

3.8 Structure of bone and its growth
and development

Bone, or osseous tissue, is a dynamic living tissue with
a well developed vascular and nerve supply. Histo-
logically, bone is a rigid form of connective tissue that
consists of cells and an intercellular matrix. In order
to maintain its required toughness, bone is constantly
being destroyed and renewed by a process known as
remodelling.

3.8.1 Composition of bone matrix

The bone matrix consists of an organic component,
largely type I collagen, called the osteoid, and a miner-
al component comprising mainly calcium phosphate
in the form of hydroxyapatite [Ca, (PO,) (OH),].
Hydroxyapatite comprises 90% of bone, with collagen
making up 90% of the remaining organic matrix. Indi-
vidual collagen molecules become interconnected by
the formation of pyridinoline cross-links, which are
unique to bone. The hydroxyapatite crystals are regu-
larly distributed along the length of the collagen fibres
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and take the form of needles, thin plates or leaves. The
surface ions of hydroxyapatite are hydrated, allowing
the exchange of ions between the crystals and the
surrounding fluid. The collagen fibres and crystals
are embedded in an amorphous ground substance
containing phosphoproteins, glycoproteins and
y-carboxyglutamic acid-containing proteins. These
components all play a role in calcification (minerali-
zation). They are acidic in nature and possess high ag-
gregation tendencies and calcium-binding properties.
The association of hydroxyapatite with collagen fibres
accounts for the hardness and resistance of the bone
structure. Matrix synthesis determines the volume of
bone but not its density. Calcification of the matrix
increases the density of bone by displacing water, but
does not alter its volume.

3.8.2 Bonecells

There are three types of functional cells in bone tissue:
osteoblasts, osteocytes and osteoclasts (Fig. 3.33).

Osteoblasts

Osteoblastsarise from mesenchymal stem cells present
in the stroma (framework) of the bone marrow. These
cells have the potential to differentiate into a variety of
mesenchymal tissues, such as bone, cartilage, tendon,
muscle, marrow, fat and dermis. The stem cells pro-
liferate and then commit themselves to a particular
pathway of lineage progression, differentiation and

osteoblast

osteoprogenitor
cell

Fig. 3.33 Types of cells in bone tissue.

osteocyte

osteoclast
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maturation (Bruder et al., 1994). The commitment
event and lineage progression involve the action of lo-
cally generated cytokines and growth factors, many of
which are controlled by circulating hormones. Mes-
enchymal stem cells committed to bone formation are
referred to as osteoprogenitor cells. These cells give
rise to pre-osteoblasts which differentiate into secre-
tory osteoblasts.

Osteoblasts synthesize and secrete type I collagen
and a number of noncollagenous proteins. The lat-
ter include osteocalcin, which functions to limit bone
formation, and osteonectin, which appears to play a
role in the survival of bone cells. The osteoblasts also
secrete large quantities of alkaline phosphatase, pro-
viding the inorganic phosphate component of bone.
Osteoblasts initiate bone resorption by producing pro-
teases which remove surface osteoid. The presence of
cell-surface receptors for most chemical mediators of
bone metabolism is evidence of the role of osteoblasts
in the regulation of bone turnover. A subpopulation of
osteoblasts, known as lining cells, lie as nonsynthesiz-
ing, flattened cells along trabecular surfaces.

Osteocytes

Calcification induces morphological and metabolic
changes in the osteoblast, converting this bone cell
into an osteocyte. Osteocytes are surrounded by
newly synthesized bone matrix. They are mature bone
cells and have no mitotic potential or secretory activ-
ity. In developing bone, their cytoplasmic processes
extend for considerable distances in narrow channels
called canaliculi and make contact with processes of
neighbouring osteocytes via gap junctions. The net-
work thus formed allows molecules to be passed from
cell to cell. In mature bone the processes are almost
completely withdrawn, but the canaliculi remain to
provide an avenue for the exchange of nutrients and
waste products between the blood and the imprisoned
osteocytes.

Osteoclasts

Osteoclasts are multinucleated giant cells that are
solely responsible for the resorption (destruction) of
bone matrix —both mineral and organic components.
Their progenitors are mononucleate haematopoi-
etic cells of the monocyte/macrophage lineage which,
when stimulated, fuse together to become mature
osteoclasts. Resorption is important in the develop-
ment, growth, maintenance and repair of bone. The

cells are found in or near cavities called Howship’s
lacunae on bone surfaces. Osteoclasts express on
their surfaces many receptors for calcitonin, which
is a potent inhibitor of the cell’s resorptive activity.
The surface of the osteoclast facing the bone matrix is
termed the ruffled border, owing to extensive infold-
ings. Adjacent to the ruffled border in the cell’s inte-
rior is a so-called clear zone that is rich in actin fila-
ments but devoid of organelles. The clear zone is a site
of adhesion of the osteoclast to the bone matrix and
creates a microenvironment of low pH and lysosomal
enzymes for bone resorption. Osteoclasts secrete acid,
collagenase and other proteolytic enzymes that dis-
solve the bone matrix. The ruffled border is essential
for the activity of the osteoclast. In osteopetrosis, a
genetic disease characterized by dense heavy bone,
the osteocytes lack ruffled borders and bone resorp-
tion is defective.

3.8.3 Architecture of bone

There are two types of bone tissue: woven or primary
bone and lamellar or mature bone. All of the bone in
the newborn baby is woven and this bone type occurs
also in localized regions of the growing skeleton and
in repairing fractures. Woven bone is characterized
by a random orientation of its collagen fibres and a
low mineral content relative to that of lamellar bone.
Except in a very few locations, such as tooth sockets,
woven bone is replaced in infants over one year old
by lamellar bone, so-called because the collagen fibres
are orientated in parallel arrays. The bone tissue de-
scribed in the following is lamellar bone.

There are two types of lamellar bone: cortical bone
and cancellous or trabecular bone. Cortical bone is a
dense solid mass which forms the external layer of all
bones of the body and predominates in the shafts of
long bones. Cancellous bone takes the form of anirreg-
ular latticework of rods, plates and arches individually
known as trabeculae. Cancellous bone makes up most
of the bone tissue of short, flat and irregularly shaped
bones such as the vertebrae, pelvis and shoulder blade;
it is also found in the bulbous ends of long bones.
In early life, the spaces between the trabeculae of all
cancellous bones are filled with haemopoietic (blood-
producing) red bone marrow, but later the red marrow
is confined to the cancellous bones of the trunk. The
spaces in other cancellous bones are filled with yellow
bone marrow, which consists mostly of fat.
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Fig. 3.34 Gross anatomy of a typical long bone with interior partially
exposed.

In a typical long bone (Fig. 3.34) the shaft (diaphy-
sis) is composed almost entirely of cortical bone with
a small component of cancellous bone surrounding
the medullary cavity. In the adult, the medullary cav-
ity contains yellow bone marrow. The bulbous ends
(epiphyses) and the metaphyses consist of cancel-
lous bone covered by a shell of cortical bone. In the
growing animal, the epiphysis is separated from the
metaphysis by a thick plate of hyaline cartilage known
as the epiphyseal plate; it is in this region that bone
elongation occurs. In the adult, the cartilaginous plate
has been replaced by cancellous bone.

The outer surfaces of most bones, but not the ar-
ticular surfaces of joints, are covered by a bilayered
sheath called the periosteum. The outer layer of the
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periosteum consists of dense fibrous connective tissue
and contains a network of blood vessels. The inner
layer is composed of more loosely arranged connec-
tive tissue and numerous osteoprogenitor cells. Some
component collagenous fibres of the periosteum pen-
etrate the bone matrix as Sharpey’s fibres. Inside the
bone, the medullary cavity and the cavities of cancel-
lous bone arelined by the endosteum. This membrane
is composed of a single layer of osteoprogenitor cells
and a very small amount of connective tissue. The
principal functions of the periosteum and endosteum
are nutrition of the osseous tissue and the provision
of new osteoblasts for bone repair.

Cortical bone
In cortical bone, the calcified bone matrix is formed
of layers called lamellae arranged in a manner deter-
mined by the distribution of blood vessels. The lamel-
lae are organized into osteons (Haversian systems)
in which four to twenty lamellae are concentrically
arranged around a central Haversian canal contain-
ing the blood vessels and nerves. A segment of an Ha-
versian system is shown diagrammatically in Fig. 3.35.
Between, and occasionally within, the lamellae there
are small cavities called lacunae which contain osteo-
cytes. Radiating from each lacuna are the canaliculi.
These channels penetrate adjacent lamellae to unite
with canaliculi of neighbouring lacunae and eventu-
ally open to extracellular fluid at bone surfaces.

Each osteon is a long often bifurcated cylinder
which in long bones is orientated mainly in the long

cementing line

lacunae

Haversian canal

canaliculi

Fig. 3.35 Diagram of a segment of an osteon (Haversian system) in
cross-section.
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axis of the diaphysis. The Haversian canals commu-
nicate with the periosteum bone marrow cavity and
each other through transverse or oblique Volkmann’s
canals, which perforate the lamellae. The intervals
between osteons are occupied by interstitial lamellae,
which are the remnants of osteons partly destroyed
during the internal reconstruction of the bone.

Cancellous bone

Each trabecula consists of a mosaic of angular seg-
ments formed by parallel sheets of lamellae. These
segments of lamellar bone are called trabecular pack-
ets and are functionally analogous to the osteons of
compact bone. The latticework of the trabeculae is
orientated along lines of stress.

Within the trabeculae are osteocytes that lie in la-
cunae. Most trabeculae are less than 0.2 mm in thick-
ness and the entrapped osteocytes are nourished by
diffusion through canaliculi extending to the surface.
A few trabeculae are thicker than 0.2 mm and their
central portion generally contains concentric lamellae
surrounding a blood vessel.

3.8.4 Mineralization

Although a continuous process, mineralization has
been divided into primary and secondary phases. Pri-
mary mineralization lasts several days and is respon-
sible for 70% of total mineralization, while secondary
mineralization occurs over several following months
and completes the total process. The primary phase
is under the control of chondrocytes and osteoblasts,
whereas the secondary phase is most likely governed
by the chemical composition of the fluid surrounding
the matrix.

Mineral crystals appear to be formed initially in
extracellular matrix vesicles, which have been found
at sites of rapid calcification, namely embryonic bone,
calcifying epiphyseal growth cartilage and healing
fractures. The vesicles are formed by budding from the
plasma membranes of chondrocytes and osteoblasts,
and are active at the commencement of primary min-
eralization. The newlyreleased matrix vesicles undergo
maturation, exhibiting increased alkaline phosphatase
and phospholipase A, activities, and increasing in di-
ameter as discrete hydroxyapatite crystals form on the
inner leaflet of the vesicle membrane. Rupture of the
membrane releases the crystals which adhere to each
other and serve as foci for continued crystal deposi-

tion in the extracellular matrix. The vesicles also re-
lease proteases which facilitate matrix calcification by
degrading surrounding proteoglycan aggregates.

3.8.5 Bone formation: ossification

Ossification begins around the sixth or seventh week
of embryonic life and continues throughout adult-
hood. There are two types of ossification, which differ
by the initial material on which the bone is formed.
Intramembranous ossification refers to the formation
of bone directly within mesenchymal connective tis-
sue. Endochondral ossification refers to the replace-
ment of cartilage by bone in a miniature cartilage
‘model’. In both types of ossification, woven bone is
formed initially.

Intramembranous ossification
The frontal and parietal bones of the skull are exam-
ples of bones that develop by intramembranous os-
sification. This process also contributes to the growth
of short bones and the thickening of long bones.
During the eighth week of life in the human fetus,
an area of mesenchyme becomes richly vascularized.
This prompts mesenchymal cells to differentiate into
a variety of cell types, including osteoblasts. The
osteoblasts secrete the osteoid and when they are
completely surrounded by it, they become osteocytes.
Within a few days, minute crystals of calcium salts are
deposited in an orderly fashion upon collagen fibrils,
and the matrix calcifies. Lacunae and canaliculi are
formed around the osteocytes and their cytoplasmic
processes. As the bone matrix forms, it develops into
trabeculae that fuse with one another to create the
open latticework appearance of cancellous bone.
The spaces between trabeculae fill with vascularized
connective tissue which differentiates into red bone
marrow. The mesenchyme located near the endos-
teal surface transforms into the endosteum and the
remaining envelope of connective tissue at the perio-
steal surface develops into the periosteum. Eventually,
most surface layers of the cancellous bone are replaced
by cortical bone, but cancellous bone remains in the
centre of the bone.

Endochondral ossification

Most bones of the body are formed by endochon-
dral ossification. This is a slow process which is not
achieved until the bone has reached its full size and



growth has ceased. The process is best observed in a
long bone.

At the site where the bone is going to form, mesen-
chymal cells cluster together in the shape of the future
bone. The mesenchymal cells differentiate into chon-
droblasts that produce the cartilage model. In addi-
tion, a membrane called the perichondrium develops
around the cartilage model. The cartilage model
grows in length by continual cell division of chondro-
cytes accompanied by further secretion of cartilage
matrix by the daughter cells. This pattern of growth
from within is called interstitial growth. The increase
in thickness of the cartilage model is due mainly to
appositional growth. This refers to the addition of
more matrix to its periphery by new chondroblasts
that develop from the perichondrium.

As the cartilage model continues to grow, chondro-
cytes in its mid-region hypertrophy, probably because
they accumulate glycogen for ATP production. Some
hypertrophied cells burst, releasing their contents,
and changing the pH of the matrix. The resultant
chemical changes trigger calcification. Once the
cartilage becomes calcified, other chondrocytes die
because nutrients no longer diffuse quickly enough
through the matrix. The lacunae of the cells that have
died are now empty, and the thin partitions between
them break down forming small cavities.

In the meantime, a nutrient artery penetrates the
perichondriumand then the developingbone through
ahole in the mid-region of the model. This stimulates
osteoprogenitor cells in the perichondrium to differ-
entiate into osteoblasts. The cells lay down a thin sheet
of cortical bone under the perichondrium called the
periosteal bone collar. Once the perichondium starts
to form bone, it is known as the periosteum.

Near the mid-region of the model, the periosteum
sends out osteogenic buds into the disintegrating cal-
cified cartilage through holes made by osteoclasts in
thebone collar. The buds, containing blood capillaries
and osteoprogenitor cells, enter the spaces left by the
dead and degenerating chondrocytes. The invading
osteoprogenitor cells proliferate and develop into
osteoblasts, which begin to deposit bone matrix over
the remnants of calcified cartilage, forming cancel-
lous bone. This region of bone deposition is called the
primary ossification centre, in which ossification pro-
ceeds inward from the external surface of the model.
As the ossification centre expands towards the ends of
the model, osteoclasts break down the newly formed

Background physiology and functional anatomy 59

cancellous bone. This bone-resorbing activity leaves a
hollow cavity, the medullary cavity, in the core of the
diaphysis along its length. The cavity then fills with
red bone marrow. The longitudinal expansion of the
primary ossification centre is accompanied by a wid-
ening of the periosteal bone collar in the same direc-
tion. The bone collar also thickens, providing support
to the central zone of resorbing cartilage prior to its
replacement by bone.

At about the time of birth, epiphyseal arteries enter
the epiphyses and secondary ossification centres de-
velop. Osteoprogenitor cells invade the area via vas-
cular osteogenic buds originating from the diaphysis.
Cartilage removal and bone matrix deposition follow.
Bone formation is similar to that in the primary os-
sification centre. One difference, however, is that no
medullary cavities are formed in the epiphyses. Sec-
ondary ossification proceeds outward in all directions
from the centre of the epiphysis until there is almost
complete replacement of cartilage by cancellous bone.
Two regions at each epiphysis, the articular surface
and the epiphyseal plate, do not undergo secondary
ossification. Articular cartilage persists throughout
adult life and, in the absence of a perichondrium, no
equivalent of abone collar is formed here. The epiphy-
seal plate is converted to cancellous bone much later
in life, when growth of the long bone is complete.

3.8.6 Bone growth and remodelling

Growth

As a child grows, long bones lengthen by addition of
bone material at the cartilaginous epiphyseal plate. In
this process, chondrocytes are produced mitotically
on the epiphyseal side of the plate. The chondrocytes
then die and the cartilage is replaced by bone on the
diaphyseal side. In this way, the thickness of the plate
remains almost constant, but the bone on the diaphy-
seal side increases in length. Eventually, chondrocytes
stop dividing and bone replaces the cartilage in the
epiphyseal plate. The newly formed bony structure
is called the epiphyseal line and, with its appear-
ance, bone stops growing in length but continues to
thicken. In the thickening of long bones, bone lining
the medullary cavity is first destroyed by osteoclasts in
the endosteum so that the cavity increases in diameter.
At the same time, osteoblasts from the periosteum
add new bone tissue to the outer surface. During the
growth spurt, there is a rapid increase in bone mineral
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density, followed by a slower increase until peak bone
mass is achieved sometime in young adulthood. Exer-
cise and sports activity in children and young adults
increases peak bone mass, particularly if the sport is
weight-bearing.

Before puberty, bone growth is stimulated mainly
by growth hormone. Oestrogens and testosterone, the
sex hormones produced at puberty, are responsible
for the acceleration in growth of the long bones dur-
ing the teenage years. The sex hormones also promote
morphological changes in the skeleton that are typical
of males and females.

Remodelling

The mineral component of bone, although nonliv-
ing, is capable of being continuously resorbed and
reformed. This turning over of bony material is called
remodelling and is a natural process of renewal and
repair. Remodelling occurs at discrete foci called basic
multicellular units (BMUs) and involves a sequence of
highly co-ordinated cellular events.

Cancellous bone remodelling starts on the bone
surface, which is covered by a single layer of flat lining
cells. These cells respond to stimuli such as parathy-
roid hormone or mechanical stress, which initiate the
remodelling cycle. Firstly, the lining cells retract and
the underlying layer of osteoid is digested, possibly by
enzymes secreted by osteoblasts. Osteoclast progeni-
tor cells are recruited to the site by chemotaxis and,
stimulated by contact with mineralized bone matrix,
are transformed to osteoclasts. The osteoclasts then
begin to excavate resorption pits in the bone matrix.
After removing a suitable volume of bone, osteoclasts
undergo apoptosis and dissolve away. Osteoblasts
then move in and begin to replace the resorbed bone
with new bone. When this renewal process is finished
at a particular site, osteoblasts remaining at the sur-
face become quiescent and transform into lining cells,
effectively sealing the new bone surface. Osteoblasts
imprisoned within the bone become osteocytes.

The remodelling of cortical bone is triggered by
signals which may originate in cells lining the Ha-
versian canals or in osteocytes. Osteoclasts excavate a
cone-shaped tunnel which is refilled by the products
of activated osteoblasts.

During bone turnover in healthy young adults, the
amount of bone removed by osteoclasts is quanti-
tatively replaced by osteoblasts. This phenomenon,
known as coupling, is achieved by a complex chemical

communication network between osteoblasts and os-
teoclasts. An imbalance in bone remodellingleads to a
progressive decrease in bone density (osteopenia) and
abreakdown of bone architecture which, in combina-
tion, results ultimately in osteoporosis. Remodelling
imbalance may be due to increased osteoclastic activ-
ity, creating resorption pits which are too deep for
normal osteoblasts to fill; alternatively, or in addition,
osteoclastic activity may be normal but the ability of
osteoblasts to fill the resorption pits is impaired.

The sex hormones (oestrogens, androgens and pro-
gestins) are essential in maintaining proper coupling
during bone remodelling. Oestradiol and oestrone
are the predominant circulating sex hormones in pre-
menopausal women, while testosterone predominates
in men. However, androgens and oestrogens circulate
in both men and women and there is evidence that
these hormones affect bone homeostasis in both
sexes. In women, when oestrogen levels fall following
menopause, circulating androgens may have signifi-
cant influences on bone metabolism (Oursler et al.,
1996).

3.8.7 Osteoporosis

Elderly women during their lifetime lose about a
third of cortical bone mass and half of cancellous
bone mass from the skeleton (Riggs & Melton, 1986).
Osteoporosis is a disease in which reduced bone mass
and deterioration of bony microarchitecture render
the bones so fragile that they fracture after only minor
trauma, such as falling from a standing height. We are
concerned with involutional osteoporosis, of which
there are two types, I and II (Kassem et al., 1996).

Type | osteoporosis

This syndrome manifests in women typically between
50 to 75 years of age, and results from an acceleration
of cancellous bone loss after the menopause. About
one in five postmenopausal women will develop type
I osteoporosis unless treated. Within the first 1 to 5
years after the onset of menopause, the rate of cancel-
lous bone loss is two to six times the pre-menopausal
rate of about 1% per year, but it gradually returns to
the pre-menopausal rate about the 10th year after
onset of menopause (Krall & Dawson-Hughes, 1999).
There is only a slight corresponding increase in corti-
cal bone loss. Fractures occur most commonly in the
distal radius (forearm) and the spinal vertebrae. The



vertebral fractures are of the crush or collapse type,
causing a >25% reduction of vertebral height, and
may be acutely painful.

Osteoporosis in post-menopausal women is due to
the dramatic decrease in oestrogen production that
accompanies menopause; this is evident by the well-
established efficacy of hormone replacement therapy
(Lindsay, 1993). The accelerated phase of bone loss is
associated with increased osteoclastic resorption and
oestrogen exerts its protective effect against bone loss
mainly by inhibiting resorption. Inhibition is due to
both decreased osteoclastogenesis and diminished
resorptive activity of mature osteoclasts. Oestro-
gen receptors have been found in both osteoblasts
and osteoclasts. Oestrogen could therefore directly
modulate the secretion of local regulatory factors by
these cells or modulate the cells’ response to regula-
tory factors. Oestrogen could also act indirectly by
modulating the production of factors involved in
bone resorption (Pacifici, 1996). For example, the
cytokines interleukin-1 (IL-1) and tumour necrosis
factor (TNF), which stimulate bone resorption, acti-
vate osteoclasts indirectly via a primary effect on os-
teoblasts. In addition, these two cytokines stimulate
osteoclast progenitor cell proliferation and fusion.
Furthermore, they act synergistically to increase the
secretion of other bone-resorbing cytokines such as
macrophage-colony stimulating factor (M-CSF) and
IL-6. The finding of increased expression of IL-1 and
TNF in the bone cells of women with post-menopau-
sal osteoporosis is consistent with the suppressive
effect of oestrogen (when present) upon the produc-
tion and activity of these cytokines. Oestrogen can
also act positively by increasing the production of
transforming growth factor B (TGFB), a cytokine
which decreases both recruitment and activity of
osteoclasts.

Type Il osteoporosis

Type 11 osteoporosis is a purely age-related syndrome,
which affects men and women over 70 and is twice
as common in women as in men. Bone loss increases
gradually with aging, unlike the accelerated loss seen
in type I osteoporosis. In both sexes, cancellous bone
loss begins at about age 40 and continues into old age.
Cortical bone loss commences five to ten years later
but slows or ceases later in life (Riggs & Melton, 1986).
In elderly women, type I and type II osteoporosis
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overlap and result in a disproportionate loss of cancel-
lous bone. Type II osteoporotic fractures occur most
commonly in the proximal femur (hip) and the spinal
vertebrae. The vertebral fractures are of the compres-
sion type causing the normally cube-shaped vertebrae
to become wedge-shaped. A severe consequence of
vertebral compression fractures is kyphosis, known
as ‘dowager’s hump’

A number of age-related factors are implicated in
the aetiology of type II osteoporosis (Kassem et al.,
1996). Two important factors are (1) impaired bone
formation at the cellular level, where osteoblasts fail
to refill the resorption pits created by osteoclasts dur-
ing bone remodelling, and (2) secondary hyperpara-
thyroidism, which leads to increased bone turnover.
Impaired bone formation may be due to a decreased
production of osteoblasts or to their decreased
responsiveness to regulatory factors. Secondary
hyperparathyroidism could arise from an age-related
impairment of 25-hydroxyvitamin D conversion to
1,25-dihydroxyvitamin D in the kidneys. This would
lead to a decrease in the intestinal absorption of
calcium and the lowered blood calcium level would
trigger the release of parathyroid hormone. In the
presence of defective osteoblastic bone formation,
the parathyroid hormone-mediated increase in bone
turnover will result in a net increase in bone loss. Ob-
viously, a nutritional deficiency of vitamin D will have
a similar outcome.

Impaired y-carboxylation of osteocalcin is associat-
ed with increased risk of hip fracture, which suggests
that vitamin K deficiency contributes to the develop-
ment of type Il osteoporosis. The role of vitamin K in
bone metabolism is discussed in Section 10.5.5.

Measurement of bone mineral density and rate
of bone loss

Bone mineral density is measured noninvasively by
dual energy X-ray absorptiometry (DXA) performed
on the forearm, lumbar spine and proximal femur.
Rates of bone loss can be predicted by measuring
serum or urinary biochemical markers of remodel-
ling. Serum markers of bone formation include osteo-
calcin and bone specific alkaline phosphatase (BSAP).
Urinary markers of bone resorption are based on the
pyridinoline cross-links of collagen, specifically the
amino terminal telopeptide and lysyl and hydroxyly-
syl pyridinoline (Kleerekoper, 1996).
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Fig. 3.36 The cell cycle. See text for explanation of phases. The enlarging
circles represent an idealized proliferative cell growing to an optimum size
for cell division.

3.9 Cell proliferation

3.9.1 The cell cycle

The cell cycle (Fig. 3.36) is the sequence of events
whereby a proliferative cell divides into two. The
newly-born cell increases its volume and mass dur-
ing a post-mitotic interphase (G1 phase), doubles its
complement of chromosomes during a DNA synthe-
sis phase (S phase), increases further in volume and
mass during a post-synthetic interphase (G2 phase)
and then divides by mitosis and cytokinesis (M
phase). During the G1 phase (and for some cell types
also during the G2 phase), the cell may exit the cycle
and enter a quiescent state, the GO phase. Whether it
does or not is determined by intrinsic signals or sig-
nals from neighbouring cells.

The time required to complete a eukaryotic cell
cycle depends on the cell type. Embryonic cells do not
need to grow between divisions and can complete a
cell cycle in 8 min. The most rapidly dividing somatic
cells have cycling times of 10-24 hours; liver cells
divide about once a year and mature neurons never

divide.

3.9.2 Control of cell proliferation

Genetic influences

Regulation of the cell cycle is a balance between gene
products that promote cell replication and those that
deter cell replication. Genes that can cause resting

cells to divide are classified as proto-oncogenes, while
genes that can prevent a cell from dividing are called
tumour suppressor genes. The protein products of
tumour suppressor genes serve as transducers of anti-
proliferative signals.

Cell signalling

Two major cell surface receptor mechanisms mediate
the effects of extracellular messengers on intracellu-
lar processes. Many hormones, including glucagon,
ACTH and adrenaline, interact with plasma mem-
brane-bound receptors to activate adenylyl cyclase
to increase the production of cyclic AMP. Numerous
other agents, including peptide hormones and growth
factors, interact with receptors to induce a rapid turn-
over of phosphatidylinositol in the plasma membrane
of target cells to produce diacylglycerol. Diacylglycer-
ol can markedly stimulate calcium-dependent protein
kinase C, which catalyses the phosphorylation of pre-
existing proteins. Phosphorylation is an important
mechanism for controlling the activities of enzymes
involved in cell proliferation and many other cellu-
lar systems. Cyclic AMP inhibits receptor-mediated
phosphatidylinositol turnover, thereby decreasing
diacylglycerol production and preventing the activa-
tion of protein kinase C (Anderson et al., 1985).

Extracellular growth factors

The mitotic proliferation of animal cells is initiated
and regulated by a variety of extracellular polypeptide
growth factors, which exert control over individual
cells. These factors stimulate intracellular messen-
gers, which in turn induce the expression of a set of
primary response genes. Induction is both rapid and
transient: protein synthesis is not required and gene
expression is greatly diminished within a few hours.
The levels of gene products are very low in quiescent
or unstimulated cells; stimulation by various agents
results in a rapid and transient increase in mRNA and
protein. Primary response genes encode proteins that
either activate or repress the transcription of other
genes, resulting in biological responses specific to
the stimulating growth factor. The encoded proteins
include members of the Fos and Jun families.

Intercellular communication

Certain cells seem to produce signal molecules which
regulate the growth of cell populations. These puta-
tive molecules are transmitted to neighbouring cells



by diffusion through gap junction channels and
never leave the intercellular space. Many studies have
shown that intercellular communication is necessary
for normal growth regulation and that cell prolif-
eration occurs when intercellular communication
is decreased. Inhibiting the gap-junctional flow of
growth-controlling factors leads to neoplastic trans-
formation of cells and the formation of cancerous
tumours. The specific implication of intercellular
communication in growth control has been demon-
strated by experiments in which an exogenous gene
for the gap junctional protein connexin43 was incor-
porated into communication-deficient cancer cells in
culture. Expression of that gene led to the formation
of functional gap junctions and concomitant increase
in intercellular communication, and to inhibition of
growth of these cancer cells (Mehta et al., 1991). Fur-
thermore, injection of exogenous connexin-express-
ing cells into mice suppressed tumour formation
(Rose et al., 1993).

Lowenstein’s group (Mehta et al., 1986) reported
that the growth of cultured cancer cells was arrested
when they were in contact with normal cells. This
growth inhibition was dependent on the presence of
gap junctional communication between the two types
of cell. This finding supports the hypothesis that the
gap junctional channels transmit growth-regulating
molecules and that blocking of these channels causes
deregulation. The results are compatible with such
molecules being either inhibitory or stimulatory
signals. The authors suggested two models to accom-
modate these alternatives.

In the model operating with inhibitory signals, the
normal (growth-arrested) cell population is the signal
source. The growth-inhibiting signals are transmitted
via the gap junctions to adjacent cancer cells, and from
there are disseminated by the junctional channels
throughout the cancer cell population. In the model
operating with stimulatory signals, the cancer cells are
the signal source. Transmittance of stimulatory signal
to the normal cells reduces the concentration of signal
at source to below threshold level with the result that
the cancerous cells are no longer stimulated to grow
by an excess of their own signals. In either model the
crucial link in the growth inhibition of cancer cells is
the gap junctional communication between the can-
cer cells and normal cells.
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3.9.3 Apoptosis

Apoptosis is a genetically controlled process of cell
death. Regulation of cell death is essential for normal
development and is an important defence against
viral infection and the emergence of cancer. Exces-
sive cell death can lead to impaired development and
degenerative diseases, whereas too little cell death can
lead to cancer and persistent and sustained viral infec-
tion. The process of apoptosis is controlled through
the expression of specific genes. Some gene products
are activators of apoptosis, whereas others are inhibi-
tors. NGFI-B, among other primary response gene
products, is an essential mediator of apoptosis (Liu et
al., 1994; Woronicz et al., 1994).

3.9.4 Cancer

Cancer is the result of unregulated cell proliferation
and manifests as malignant tumours, which are either
haematological or solid. Cancer cells have the prop-
erty of no longer recognizing appropriate territorial
behaviour and relationships with neighbouring cells.
Cancer can result from the activation of proto-on-
cogenes to oncogenes (cancer genes), whose altered
protein products cannot be properly controlled by
the cell. Activation can be induced by point mutations
(altered triplet codon) and frameshift mutations
(insertions or deletions of a single nucleotide or a
segment of DNA); a proto-oncogene can fuse with
another cellular gene; and a normal proto-oncogene
product can be over-expressed. One common feature
of oncogenes is their dominance: only one of the two
copies needs to be altered to induce tumour forma-
tion. Furthermore, the biochemical activity of the
oncoprotein is usually more active than the normal
gene product. Examples of proto-oncogenes are c-jun
and c-fos, whose protein products are components of
the dimeric transcription factor AP-1.

Cancer can also result from inactivation of tu-
mour suppression genes, allowing the unconstrained
growth of the cancer cell. Deletions or elimination of
the gene itself occur frequently among tumour sup-
pression genes. These genes are recessive and both
copies must become defective for tumour formation
to occur. Tumour suppression genes are responsible
for many, if not all, of the inherited cancer syndromes.
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Examples of this class of genes are p53, which induces
apoptosis, and rb- 1, which regulates the cell cycle.

The induction of cancer by chemicals can be di-
vided into three stages: initiation, promotion and
progression. Initiation refers to the damage to DNA
by a chemical or its metabolite in a linear, dose-related
manner that does not possess a clearly defined thresh-
old. Proliferation of initiated cells allows the genetic
damage to be passed on to daughter cells, after which
event initiation becomes irreversible. Promotion in-
volves the induction of proliferation of initiated cells
that allows for the ‘locking in’ of the initiation dam-
age as well as facilitating an environment for further
mutational events in the preneoplastic initiated cells.
Promotion is dose-dependent, exhibits a threshold
and is reversible. The third stage, progression, is the
least defined and involves the irreversible transition
from preneoplastic to neoplastic cells. The combined
sequence of events is referred to as neoplastic trans-
formation.

Chemical carcinogens may be either genotoxic or
nongenotoxic: both stimulate DNA synthesis and cell
proliferation in target tissues. Genotoxic compounds
function in the initiation stage of cancer; they dam-
age nuclear DNA through mutation and chromo-
some changes. The mode of action of nongenotoxic
carcinogens has not been established, but they are
capable of inhibiting intercellular communication.
Tumour-promoting phorbol esters are nongenotoxic
compounds which bind to and activate protein kinase
C, apparently by substituting for diacylglycerol as an
activator of this enzyme. One common cellular effect
of phorbol esters and other nongenotoxic carcino-
gens is the inhibition of intercellular communication
through gap junctions.
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4.1 Major degradation pathways in
which B-group vitamins are involved as
coenzymes

Many of the enzymes involved in cellular metabolism
consist of a protein (apoenzyme) and an organic
coenzyme, which is either a derivative of a B-group
vitamin or the vitamin itself. The entire enzyme
(apoenzyme plus coenzyme) is referred to as the
holoenzyme. Coenzymes of these metabolic enzymes
and their parent vitamins are listed in Table 4.1. The
coenzymes participate in the overall reaction by act-
ing asadonor of a particular chemical group (e.g.acyl,
amino, one-carbon fragments) or electrons.

4.1.1 The role of ATP in energy storage

The cell derives its energy from chemical reactions
arising from the catabolism of dietary carbohydrates,
fats and proteins. The reactions occur sequentially as
the nutrients are systematically oxidized through a
pathway of intermediates, ultimately to carbon diox-
ide and water. All the reactions are enzyme catalysed
and each exhibits a free energy change. Within a given
catalytic pathway, some reactions may be energy-con-
suming. However, energy-producing reactions will
prevail so there is a net gain in energy.

The energy produced through the catabolism of
nutrient molecules is used to form the high-energy
anhydride bonds connecting the B- and y-phosphates
(terminal phosphates) of adenosine triphosphate

Table 4.1  Coenzymes derived from B-group vitamins.

Coenzyme Parent vitamin
Thiamin pyrophosphate (TPP) Thiamin
Flavin adenine dinucleotide (FAD) and flavin Riboflavin
mononucleotide (FMN)

Nicotinamide adenine dinucleotide (NAD*) and Niacin

nicotinamide adenine dinucleotide phosphate (NADP+)
Pyridoxal phosphate (PLP) Vitamin B,
Coenzyme A (CoA) Pantothenic acid
Biotin Biotin
Tetrahydrofolate (THF) Folate

Methylcobalamin and adenosylcobalamin Vitamin B,

(ATP) and these bonds can in turn be hydrolysed to
release the energy when needed. The released energy is
free energy (G) which can be used to drive the various
energy-requiring processes and anabolic reactions.
ATP, as the reservoir of cellular energy, is the major
link between energy-releasing and energy-demand-
ing reactions. In nearly all cases, the energy is released
by enzymatic hydrolysis of the terminal anhydride
bond. The products of this hydrolysis are adenosine
diphosphate (ADP) and a free phosphate group. The
latter can be transferred to various phosphate ac-
ceptors, thereby activating the acceptors to a higher
energy level.

4.1.2 Catabolism of polysaccharides, lipids
and proteins

The dietary macronutrients — polysaccharides, lipids
and proteins —are degraded in a three-stage process to
produce cellular energy (Fig. 4.1).

Stage 1 is digestion, during which the macronutri-
ents are hydrolysed into their component substituents:
polysaccharides to glucose and other monosaccha-
rides, lipids to glycerol and fatty acids, and proteins to
amino acids. The energy released from these hydrolytic
processes is made available to the body as heat.

In Stage 2, glucose is oxidized anaerobically to pyru-
vate in the cell cytoplasm by the process of glycolysis.
Glycolysis produces a net gain of two molecules of
ATP for each molecule of glucose degraded. This ATP
is used for energy-consuming processes by the cells
carrying out the anaerobic degradation of glucose.
Skeletal muscle, with its poor oxygen supply, is ide-
ally designed for carrying out glycolysis. If the oxygen
supply to the tissue is adequate, pyruvate is oxidized
to acetyl coenzyme A (acetyl-CoA) after entering the
mitochondria. Long-chain fatty acids are broken
down to acetyl-CoA by mitochondrial enzymes of the
[-oxidation system, while the glycerol takes partin the
glycolytic pathway. The carbon skeletons of the amino
acids yield either an intermediate of the tricarboxylic
acid (TCA) cycle or acetyl-CoA.

Acetyl-CoA is oxidized in Stage 3 by means of the
TCA cycle. The enzymes catalysing the TCA cycle, in
contrast to those of glycolysis, are located in the mi-
tochondria. Three steps in the TCA cycle produce re-
duced nicotinamide adenine dinucleotide (NADH),
while one step produces reduced flavin adenine dinu-
cleotide (FADH,).



L|p|ds

Fatty aC|ds + Glycerol

Fig.4.1 Mainstagesin the catabolism of lipids,
polysaccharides and proteins. Amino acids can
also be converted to certain intermediates of
the tricarboxylic acid (TCA) cycle (not shown).
GTP, guanosine triphosphate.

4.1.3 Electron transport and oxidative
phosphorylation

NADH and FADH, are reoxidized in the mitochon-
dria by the electron transport chain, in which a series
of electron acceptors are alternately reduced and
oxidized. The electron acceptors are an integral part
of the inner membrane of the mitochondrion. The
electron transport chain has been divided into four
complexes (I, I, IIl and IV), each of which represents
aportion of the chain. Fig. 4.2 isa simplified scheme in
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Polysaccharides Proteins
(mainly starch)
Stage 1
Glucose Amino acids |
Pyruvate
NADH Stage 2
Acetyl- CoA Acetoacetyl- CoA
Oxaloacetate Citrate
NADH
Malate TCA Isocitrate
cycle NADH | stage 3
Fumarate o-Ketoglutarate
FADHz—\_ /A NADH
Succinate  Succinyl-CoA
GTP i

which intermediate iron sulphide proteins are omit-
ted and the complexes are not shown.

It is fundamental in biochemistry that (1) the hy-
drogen atom is composed of a proton (H*) and an
electron, and (2) all oxidation-reduction reactions in-
volve the reversible transfer of electrons, with electrons
being lost from a compound undergoing oxidation
and gained by a compound undergoing reduction. The
electron carriers are arranged in order of increasing
tendency to undergo oxidation so that each electron
transfer can proceed spontaneously. The process begins

ATP ATP ATP
NADH + H* ] CoQH, Fe3* ] Fe2* Fe3* Fe2* Fe3*
Y cht chyt cht c cyta cyt az
NAD* FMNH, l Fe2* Fe3* Fe2* Fe3* Fe2* 1,05
FAD FADHz  op+ o - 2H+
Succinat}«
Fumarate

Fig. 4.2 Electron transport chain (simplified) showing the coupled formation of ATP. NADH enters the chain at FMN and FADH, enters at CoQ. The

cytochromes b, ¢, ¢, aand a, transfer electrons through a valency change

of the iron (Fe) cofactor.
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with a transfer of electrons from NADH to FMN to
yield NAD* and FMNH.. The electrons are then passed
on to coenzyme Q (CoQ, also known as ubiquinone),
and from there they go through a specific sequence of
cytochromes. The hydrogens of reduced CoQ are re-
leased as protons, and thereafter no hydrogen transfer
takes place within the cytochrome sequence. The final
carrier, cytochrome a., transfers electrons to elemental
oxygen to form ionic oxygen, which then combines
with the protons liberated at the interaction between
CoQ and cytochrome b to form water.

The downhill flow of electrons generates sufficient
energy to effect the phosphorylation of ADP to ATP
(oxidative phosphorylation) at specific sites along the
chain. There are three phosphorylation sites if NADH
isbeing reoxidized (Fig.4.2) and two if FADH, isbeing
reoxidized. The energy yield is three molecules of ATP
for each of the three molecules of NADH produced
by the TCA cycle and two ATP for the FADH,, giving
a total of eleven molecules of ATP. The guanosine tri-
phosphate (GTP) produced in the TCA cycle makes a
total of twelve energy-rich phosphate bonds for each
molecule of acetyl-CoA oxidized. The oxidation of
pyruvate to acetyl-CoA in the mitochondria generates
an additional NADH which, when reoxidized in the
electron transport chain, will produce an additional
three molecules of ATP; this gives a total of fifteen
energy-rich bonds per molecule of pyruvate.

4.1.4 The hexose monophosphate shunt

The hexose monophosphate shunt (also known as the
pentose phosphate pathway) has two main purposes:

NADP* NADPH + H*

Glucose-6-P

dehydrogenase d-lactone

6-Phosphoglucono- —— 6-Phosphogluconate

(1) to generate pentose phosphates, necessary for the
synthesis of nucleotides and nucleic acids (RNA and
DNA), and (2) to produce NADPH, used for impor-
tant metabolic functions, such as the synthesis of fatty
acids. NADPH is a reduction product of the two de-
hydrogenase reactions involved in the conversion of
glucose-6-phosphate to ribulose-5-phosphate (Fig.
4.3). Tissues that are active in the synthesis of fatty
acids, such as the mammary gland, adipose tissue, the
adrenal cortex and the liver, have a particularly high
demand for NADPH. These tissues predictably en-
gage the entire pathway, recycling pentose phosphates
back to glucose-6-phosphate to perpetuate the cycle
and to assure an ample supply of NADPH. The revers-
ibility of the transketolase and transaldolase reactions
allows the direct conversion of hexose phosphates
into pentose phosphates, bypassing the oxidative
(dehydrogenase) reactions. Cells with a high prolif-
eration rate have a corresponding demand for nucleic
acid synthesis and can produce pentose phosphates in
this manner.

4.1.5 Gluconeogenesis

Although most tissues can utilize energy sources other
than glucose, the brain and red blood cells are wholly
reliant on glucose as their metabolic fuel. When the
demand for glucose is high, as in diabetes, starvation
or lactation, the liver can produce glucose by the sepa-
rate processes of glycogenolysis and gluconeogenesis.

Gluconeogenesis is essentially a reversal of glycoly-
sis. Most of the cytoplasmic enzymes involved in the
conversion of glucose to pyruvate catalyse their reac-

NADP* NADPH + H*
CO,

Ribulose-5-P

dehydrogenase / \

Xylulose-5-P  Ribose-5-P

Xylulose-5-P transketolase Sedoheptulose-7-P transaldolase Fructose-6-P

Ribose-5-P Glyceraldehyde-3-P

Erythrose-4-P _transketolase Fructose-6-P

Xylulose-5-P Glyceraldehyde-3-P

Fig. 4.3 The hexose monophosphate shunt. The cycle can be completed by reversible isomerization of fructose-6-phosphate to glucose-6-phosphate. P,

phosphate.



tions reversibly and therefore provide the means for
also converting pyruvate to glucose. There are, howev-
er, three reactions in glycolysis that are not reversible:
(1) hexokinase, catalysing the conversion of glucose
to glucose-6-phosphate; (2) phosphofructokinase,
catalysing the conversion of fructose-6-phosphate to
fructose-1,6-biphosphate; and (3) pyruvate kinase,
catalysing the conversion of phosphoenolpyruvate
(PEP) to pyruvate. The irreversibility of the first two
reactions is overcome by the alternative use of spe-
cific phosphatases that remove phosphate groups by
hydrolysis.

Bypassing the pyruvate kinase system is a greater
problem because there is no alternative enzyme for
converting pyruvate directly to PEP. Thus the pyru-
vate kinase system must be circumvented. The cell
achieves this by involving oxaloacetate as an interme-
diate (Fig. 4.4). The enzyme that converts pyruvate to
oxaloacetate, pyruvate carboxylase, is located solely in
the mitochondrion. Thus it is mitochondrial pyruvate
that is converted to oxaloacetate. The enzyme that
converts oxaloacetate to PEP, PEP carboxykinase, is
solely cytoplasmic, and so oxaloacetate needs to pass
back to the cytoplasm. However, the mitochondrial
membrane is impermeable to oxaloacetate, neces-
sitating its conversion to malate, which can freely
pass out of the mitochondrion. In the cytoplasm, the

GLUCOSE

[N
N
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malate is converted back to oxaloacetate, which in
turn is converted to PEP. Two of the enzymes involved
in the bypass, pyruvate carboxylase and PEP carbox-
ykinase, are unique to gluconeogenesis. The reactions
of the bypass also allow the carbon skeletons of certain
amino acids to enter the gluconeogenic pathway and
lead to a net synthesis of glucose. Such amino acids are
accordingly described as glucogenic (Section 4.2.4).

4.2 Amino acid utilization

4.2.1 The amino acid pool

Dietary protein of plant or animal origin is hydrolysed
to constituentamino acids by enzymesin the gastroin-
testinal tract. A portion of the absorbed amino acids is
retained by the intestinal cells for synthesizing diges-
tive enzymes and other compounds. The remaining
amino acids enter the bloodstream and are trans-
ported to the liver. Here, a portion of them is used to
synthesize several plasma proteins and another por-
tion is conveyed to extrahepatic tissues for the pur-
pose of protein synthesis. The liver also metabolizes
amino acids, converting the nitrogen atoms into urea
and the carbon skeleton into intermediates utilized in
the metabolism of carbohydrates and fats. In addition
to the hydrolysis of dietary protein, most of the tissue

PEP carboxykinase

Oxaloacetate

PEP =
pyruvate
kinase
Fig. 4.4 The bypass of the unidirectional
pyruvate kinase reaction in gluconeogenesis. Pyruvate

cytoplasm Malate

i
malate dehydrogenase

Malate
/

7

i
malate dehydrogenase

Oxaloacetate

/
pyruvate carboxylase

K Pyruvate
/
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proteins, both structural and functional, are continu-
ally undergoing hydrolysis. The amino acids released
likewise enter the circulation and become part of the
general amino acid pool. This pool has no anatomical
reality, but represents an availability of amino acids
for utilization by the body. The pool is constantly
undergoing depletion and repletion. This amino acid
turnover is greatest in intestinal mucosa, followed by
kidney, liver, brain and muscle, in that order.
Depletion of the amino acid pool is largely due to
removal of the amino groups from the amino acids.
The ammonia (NH,) split off is (1) converted into
and excreted as urea, or (2) used to aminate various
keto acids to form other amino acids, or (3) indirectly
excreted as ammonium ions (NH,*) in the urine.

4.2.2 The essentiality of amino acids

The protein content of the body is made up of 20
amino acids (Table 4.2), which are selected for protein

Table 4.2 The 20 amino acids incorporated into mammalian
protein.

Amino acid Standard abbreviation
Essential

Isoleucine Ile
Leucine Leu
Lysine Lys
Methionine Met
Phenylalanine Phe
Threonine Thr
Tryptophan Trp
Valine Val
Histidine? His
Nonessential

Alanine Ala
Arginine Arg
Aspartic acid Asp
Asparagine Asn
Glutamic acid Glu
Glutamine Gln
Glycine Gly
Proline Pro
Serine Ser
Conditionally essential

Cysteine Cys
Tyrosine Tyr

2 The essentiality for histidine has only been shown for infants, but
probably small amounts are needed for adults as well (Laidlaw & Kopple,
1987).

synthesis by binding with transfer RNA. Some of these
amino acids are synthesized de novo in the body from
other amino acids or simple precursors; they are re-
ferred to as nonessential and are dispensable from the
diet. However, several amino acids have no synthetic
pathways in humans and are therefore essential or in-
dispensable to the diet. Some nonessential amino acids
may become conditionally essential under conditions
when the supply of precursors becomes inadequate.

The terms ‘essential’ and ‘nonessential’ apply only
to the diet. Within the body, the so-called nonessen-
tial amino acids are just as important metabolically as
the essential ones. If they are not present in the diet
they must be synthesized from other nitrogenous
compounds.

Besides the 20 amino acids that are incorporated
into protein, other metabolically important amino
acids are present in the body. For example, ornithine
and citrulline are linked to arginine through the urea
cycle.

Most mammalian enzymes recognize only the L
form of amino acids, although some reactions will
operate with lower efficiency when presented with
the D form.

4.2.3 Amino acid metabolism

The first step in the metabolism of most amino acids,
once they have reached the liver, is removal of the a-
amino group by transamination or deamination.

Transamination

Transamination reactions involve the transfer of an
amino group from an amino acid to an a-keto acid.
The keto acid that gains the amino group becomes an
amino acid and the amino acid that loses its amino
group becomes an o-keto acid. Transamination re-
actions are reversible and catalysed by aminotrans-
ferases, which all have a coenzyme form of vitamin
B, as the prosthetic group. In many transamination
reactions, o-ketoglutarate is the amino group ac-
ceptor, forming glutamic acid and another keto acid
(Fig. 4.5). The effect of transamination reactions is to
collect the amino groups from many different amino
acids in the form of glutamate. The glutamate then
functions as an amino group donor, the amino group
being used for biosynthetic pathways or excretion
pathways that lead to the elimination of nitrogenous
waste products.
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Fig. 4.5 A transamination reaction.

Deamination

Deamination reactions involve the removal of an
amino group with no direct transfer to another com-
pound. Figure 4.6 shows the oxidative deamination
of glutamate catalysed by glutamate dehydrogenase,
which takes place in the liver. The a-ketoglutarate
formed from glutamate deamination can be used
in the TCA cycle for the production of energy. The
coupled action of an aminotransferase and glutamate
dehydrogenase (Fig.4.7) is referred to as transdeami-
nation. Glutamic acid formed by the reaction between
an amino acid and o-ketoglutarate is transported to
liver mitochondria where glutamate dehydrogenase
liberates the amino group as the ammonium ion. The
toxic ammonium ion enters the ornithine cycle to be
converted into urea. The urea passes into the blood-
stream and thence to the kidneys where it is excreted
into the urine.

o-Ketoglutarate Amino acid
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Glutamate o-Keto acid

4.2.4 Fate of amino acid carbon skeletons
(a-keto acids)

Once an amino group has been removed from an
amino acid, the remaining molecule, the a-keto acid,
is referred to as a carbon skeleton. The amino acids
from which the carbon skeletons are derived are de-
scribed as either glucogenic or ketogenic, according
to the metabolic fate of the skeletons. Those amino
acids whose skeletons give rise to pyruvate or TCA
cycle intermediates (o-ketoglutarate, succinyl-CoA,
fumarate and oxaloacetate) are glucogenic, while
those whose skeletons give rise to acetyl-CoA or
acetoacetyl-CoA are ketogenic. As shown in Table
4.3, some amino acids are both glucogenic and ke-
togenic.

The points of entry of amino acid carbon skeletons
into central metabolic pathways are shown in Fig. 4.8.

COO‘ C|)OO‘
HC NH3 glutamate dehydrogenase (|3:O
(IJHZ +H,O + NAD(P)* ?Hg +NH4* + NAD(P)H + H*
fre CHe
COO~ COO~
Glutamate o-Ketoglutarate

Fig. 4.6 A deamination reaction.

NH,

|
R—CH—COOH o-Ketoglutarate NH4*
Amino acid Y Y

Fig. 4.7 The coupled action of an aminotrans-
ferase and glutamate dehydrogenase.

aminotransferase glutamate dehydrogenase

R— C COOH«A—»GIutamate

o-Keto acid
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Table 4.3 End products of amino acid degradation. According to
Nelson & Cox (2000).

Amino acid? End product
Glucogenic
Alanine, glycine, serine, cysteine Pyruvate

Arginine, histidine, proline, glutamic acid,
glutamine

Valine, methionine, threonine

Aspartic acid, asparagine

o-Ketoglutarate

Succinyl-CoA
Oxaloacetate

Ketogenic
Leucine Acetyl-CoA, acetoacetyl-CoA
Lysine Acetoacetyl-CoA

Both glucogenic and ketogenic
Phenylalanine, tyrosine
Isoleucine

Tryptophan

Fumarate, acetoacetyl-CoA
Succinyl-CoA, acetyl-CoA
Pyruvate, acetyl-CoA,
acetoacetyl-CoA

For an amino acid to be considered glucogenic, its catabolism must
yield pyruvate or selected intermediates of the TCA cycle. Catabolism of
a ketogenic amino acid must generate acetyl-CoA or acetoacetyl-CoA.
Also see Fig. 4.8.

GLUCOSE

The glucogenic amino acids, by increasing the supply
of TCA cycle intermediates, permit the utilization of
oxaloacetate for gluconeogenesis without the danger
of impairing TCA cycle activity. Those amino acids
that give rise to pyruvate also increase the mito-
chondrial pool of oxaloacetate through the reaction
catalysed by pyruvate carboxylase. The acetyl-CoA
produced by ketogenic amino acids can enter the TCA
cycle directly or be used for fatty acid synthesis. It can
also be converted, as can acetoacetyl-CoA, to ketone
bodies (acetoacetate and B-hydroxybutyrate) which
are exported to extrahepatic tissues for use as an en-
ergy source (especially in muscle, but not in brain)
if glucose supply is deficient. Since acetoacetyl-CoA
can be cleaved to acetyl-CoA, the carbon skeletons of
all 20 amino acids can ultimately be oxidized via the
TCA cycle. The purely ketogenic amino acids (leucine
and lysine) cannot be used for the synthesis of glu-
cose. However, these amino acids are important under
conditions of starvation because they allow sparing of
whatever glucose is available for use by the brain. Thus
the manner in which all of the amino acids are utilized
depends on the nutritional state of the body.

i

‘\ @ @
phospﬁoenolpyruvate

pyruvate |:(>| acetyl-CoA |<}:|acetoacetyI-CoA|

citrate

fatty acids \\l

ketone bodies

Fig. 4.8 The fate of amino acid carbon
skeletons derived from glucogenic (G) and
ketogenic (K) amino acids. See Table 4.3 for
details.



4.3 Defences against free radicals and
other reactive species

4.3.1 Reactive oxygen/nitrogen species

Reactive oxygen species (ROS) and reactive nitrogen
species (RNS) of biological importance are listed in
Table 4.4. ROS comprise oxygen-centred free radicals
and non-radical derivatives of oxygen. These species
can be generated within the body by a variety of proc-
esses and, if not adequately removed, can subject the
body to oxidative stress. Severe oxidative stress pro-
duces harmful effects such as (1) physical damage to
biological membranes and lipoproteins through lipid
peroxidation; (2) modification of proteins, mani-
fested by an inactivation of certain enzymes; and (3)
damage to DNA with the potential for causing muta-
tions. The accumulated damage may form the basis
of age-dependent diseases such as atherosclerosis,
arthritis, neurodegenerative disorders and cancer.

Animals have evolved mechanisms to deplete ROS,
to limit their formation or to repair the damage caused
by them. Many of these mechanisms arise through the
direct activation of oxidative stress-inducible genes
and the resultant synthesis of antioxidant enzymes,
DNA repair enzymes and a host of other beneficial
proteins (Storz et al., 1990).

Free radicals

The electrons in an atom revolve in orbitals around
the nucleus. Each orbital can hold a maximum of two
electrons paired with antiparallel spin, resulting in no
net spin. A free radical can be defined as an atom or
molecule capable of independent existence that con-
tains one or more unpaired electron(s). The unpaired

Table 4.4 Examples of reactive oxygen species (ROS) and reactive
nitrogen species (RNS).

Free radicals Non-radicals

ROS  Superoxide anion (0,)
Hydroxyl radical ("OH)
Nonlipid alkoxyl radical (RO*)
Lipid alkoxyl radical (LO")
Nonlipid peroxyl radical (RO0O°®)
Lipid peroxyl radical (LOO")
RNS  Nitric oxide (NO*)
Nitrogen dioxide (NO,")

Singlet oxygen ('0,)
Hydrogen peroxide (H,0,)
Hypochlorous acid (HOCI)

Peroxynitrite anion (ONOO")
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electron is found alone in the outer orbital and is
denoted by a superscript dot next to the element. The
simplest free radical is an atom of hydrogen (H"), with
one proton and a single electron. Reduction of oxygen
by the transfer to it of a single electron will produce
the superoxide anion radical (‘superoxide’), usually
represented by O,". The oxygen molecule itself is a
free radical because it has two unpaired electrons in
different orbitals. Owing to their unstable electronic
configuration, free radicals are much more reactive
than non-radicals. They readily extract electrons
from other molecules with which they collide, and
these molecules in turn become free radicals. Thus a
chain reaction is propagated.

Free radicals are generally produced by electron
transfer reactions catalysed either enzymatically or
non-enzymatically through the redox chemistry of
transition metal ions. There are many ways of gen-
erating free radicals. Examples include phagocytosis
during infection; metabolic processing of foreign
compounds (e.g. constituents of tobacco smoke,
drugs, pesticides, solvents and pollutants); ultravio-
let irradiation of the skin; and ionizing radiation. A
major source of superoxide is electron ‘leakage’ from
the mitochondrial electron transport chain to mo-
lecular oxygen. Another source of superoxide is the
metal-catalysed autoxidation of certain compounds
including catecholamines, ascorbic acid, thiols (e.g.
glutathione, cysteine), tetrahydrofolate and reduced
flavins. Physical exercise leads to a greater production
of free radicals relative to the greater oxygen con-
sumption (Giuliani & Cestaro, 1997).

Free radicals range from very oxidizing to very re-
ducing and their reduction potentials can be used to
predictahierarchy for free radical reactions (Buettner,
1993). The most oxidizing free radical is the hydroxyl
radical (*"OH) which, with a half-life of only 1 nano-
second at 37°C, is so reactive that there is no time for
any molecule or radical to remove it before damage is
done. Damage to DNA and proteins is therefore un-
avoidable and must be dealt with by repair enzymes.

Singlet oxygen

Singlet oxygen ('O,) is an exceptionally reactive and
destructive form of oxygen, which has been impli-
cated in the inactivation of enzymes, the peroxidation
of lipids in membranes and lipoproteins, and in DNA
strand breakage. It is produced when a molecule of
ground-state triplet oxygen is excited by absorbing
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energy from a photochemical reaction. Excitation can
be achieved when biological pigments such as retinal-
dehyde, flavins and porphyrins are illuminated in the
presence of oxygen. The pigment absorbs light, enters
a higher electronic state and transfers energy to the
oxygen molecule. The result is a movement of one of
the unpaired electrons in a way that alleviates the spin
restriction. As there are no unpaired electrons, singlet
oxygen does not qualify as a radical. Certain biologi-
cal antioxidants, particularly carotenoids, are able to
inactivate singlet oxygen by quenching, as discussed
in Chapter 7.

Hydrogen peroxide

Hydrogen peroxide is produced by several oxidase
enzymes and can also be formed enzymatically
from the superoxide radical. Hydrogen peroxide is
important in free radical biochemistry because it is a
potential source of the highly reactive hydroxyl radi-
cal in the presence of free transition metal ions. It is
relatively stable and its high diffusibility, both within
and between cells, extends the range of free radical
reactions.

Hypochlorous acid

Hypochlorous acid is an oxidizing and chlorinat-
ing agent produced by certain phagocytes (Section
5.2.3).

4.3.2 Defence systems

Transition metal ions in the free state promote free
radical reactions and so the body ensures as far as
possible that iron and copper ions, at least, are safely
bound in storage or transport proteins. There is three
times as much transferrin iron-binding capacity in
plasma as iron needing to be transported (Halliwell,
1991). Iron ions bound to transferrin cannot stimu-
late lipid peroxidation or formation of hydroxyl free
radicals. The same is true of copper ions bound to the
plasma protein caeruloplasmin or albumin. The bind-
ing of iron to proteins depends on the plasma or tissue
pH values being normal. A slight displacement of pH
towards acidosis (as occurs in cases of ischaemia, trau-
ma, inflammatory states and tumours) is sufficient to
allow detachment of the metal and the initiation of
radical-forming reactions (Cestaro et al., 1997).

The body’s next line of defence is the removal of
reactive oxygen species or their precursors by certain

enzymes. For example, most of the superoxide gener-
ated in the body undergoes a dismutation reaction,
forming hydrogen peroxide and oxygen (reaction
4.1). This reaction can take place spontaneously (al-
beit rather slowly) or can be catalysed by either of two
superoxide dismutases, one a cytosolic copper—zinc
enzyme and the other a mitochondrial manganese-
centred enzyme.

20, +2H*—>H,0,+ 0, (4.1)

Two enzymes remove hydrogen peroxide in mam-
malian cells: catalase (reaction 4.2) and selenium-
dependent glutathione peroxidase (reaction 4.3).
The latter enzyme is the more important of the two:
catalase is probably limited to destroying hydrogen
peroxide generated by oxidase enzymes located
within peroxisomes.

2H,0,—2H,0+0, (4.2)

H,0, + 2GSH — GSSG + 2H,0 (4.3)

Oxidized glutathione is then converted back to GSH
by an NADPH-dependent enzyme, glutathione re-
ductase.

Enzymes do not completely prevent the forma-
tion of free radicals, and the body must now rely on
antioxidants that ‘scavenge’ free radicals and convert
them to harmless stable derivatives. Among naturally
occurring antioxidants, vitamin E, vitamin C and
carotenoids are the most important. Vitamin E is the
major chain-breaking antioxidantin membranelipids
and lipoproteins. Vitamin C is an effective scavenger
of several reactive oxygen species in the aqueous envi-
ronment of the cytosol and extracellular fluids. Caro-
tenoids have an important role in inactivating singlet
oxygen. The ways in which each of these antioxidants
function are discussed in the relevant chapters.

4.4 Haemostasis

4.4.1 Overview

Immediately after a blood vessel has been severed or
ruptured, bleeding is stemmed by local vasoconstric-
tion resulting from nervous reflexes, vascular spasm,
and humoral factors released from the traumatized
tissues and blood platelets. The damaged vessel is
then sealed temporarily with a plug of aggregated
platelets. Localized blood coagulation leads to sub-



sequent formation of a blood clot composed of a
three-dimensional meshwork of fibrin fibres entrap-
ping blood cells, platelets and plasma. A large amount
of plasminogen is also trapped in the clot along with
other plasma proteins. The clot begins to develop in
15-20 s if the trauma to the vascular wall has been
severe and in 1-2 min if the trauma has been minor.
Within 3-6 min after rupture of a vessel (if the open-
ing is not too large), the entire opening or broken end
of the vessel is filled with clot. After 20 min to 1 hour,
the clot retracts, closing the vessel still further. Clot
retraction is effected by entrapped platelets which
activate themselves to contract, thereby pulling at-
tached fibrin fibres towards them and compressing
the fibrin meshwork into a smaller mass. Within a few
hours after clot formation, the clotis invaded by fibro-
blasts and the deposition of fibrous connective tissue
throughout the clot seals the vessel permanently. A
day or so after the clot has stopped the bleeding, the
injured tissues and vascular endothelium very slowly
release tissue plasminogen activator. This activator
converts the plasminogen within the clot to plasmin,
which dissolves the clot. After 1 or 2 weeks, the clot has
been replaced by connective tissue.

4.4.2 Formation of the platelet plug

Platelets are colourless, round or oval discs of diam-
eter 1-4 pm (cf. erythrocytes with a mean diameter of
7.8 um). They arise by fragmentation of megakaryo-
cytes within the bone marrow or soon after the meg-
akaryocytes enter the blood. Although platelets have
no nuclei and cannot reproduce, they have many
functional characteristics of whole cells. The presence
of contractile proteins in their cytoplasm enables
them to contract; they have the capacity to synthesize
various enzymes, generate ADP and ATP, and store
large quantities of calcium ions; and they can syn-
thesize prostaglandins, fibrin-stabilizing factor and
a growth factor that stimulates the proliferation of
vascular endothelial and smooth muscle cells. On the
platelet surface is a coat of glycoproteins (the glycoca-
lyx) that repulses adherence to normal endothelium
and yet causes adherence to injured areas of the vessel
wall. Adherence is mediated by von Willebrand fac-
tor, a multimeric plasma adhesive protein that binds
to a specific receptor, glycoprotein 1b, on the platelet
membrane.
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When platelets come in contact with a damaged
vascular surface, such as the collagen fibres in the ves-
sel wall, the platelets themselves undergo an immedi-
ate and drastic change, an event known as activation.
They swell to a spherical form and extend long pseu-
dopodia; their contractile proteins contract forcefully
and cause the release of granules that contain multiple
active factors; they become sticky so that they adhere
to exposed collagen in damaged vessels and tissues;
and they secrete large quantities of ADP. The ADP in
turn acts on nearby platelets to activate them as well,
and the stickiness of these additional platelets causes
them to adhere to the originally activated platelets.
Activated platelets also release thromboxane A,
which is both a vasoconstrictor and an aggregating
agent (Marcus, 1978). The recruitment of platelets to
the damaged site in this manner leads to the forma-
tion of a platelet plug.

An increase in the cytosolic Ca** concentration is
a major signal underlying platelet activation. Physi-
ological agonists such as collagen, thrombin, ADP,
platelet-activating factor and thromboxane A, mo-
bilize Ca®* by stimulating its release from intracel-
lular stores in the endoplasmic reticulum and also
its entry into the cell across the plasma membrane.
After stimulation, the cytosolic Ca?* concentration is
restored to the resting level by sequestration of the ion
into the endoplasmic reticulum and extrusion out of
the cell. These movements of Ca** are carried out by
Ca?**-ATPases (calcium pumps).

4.4.3 Blood coagulation

The complexity of the blood coagulation system
ensures that it only becomes active when necessary.
Each component is inactive and must be activated to
participate in clot formation.

Initiation of coagulation: formation of
prothrombin activator

There are two pathways leading to the formation of
prothrombin activator: the extrinsic pathway (Fig.
4.9) and the intrinsic pathway (Fig. 4.10). In both of
these pathways, a series of plasma proteins, the blood-
clotting factors, create a cascade which enormously
amplifies the original stimulus for clotting. Most of
the blood-clotting factors circulate as inactive precur-
sors (zymogens) of proteolytic enzymes. Each factor
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damaged vascular tissue

!

tissue factor

Factor VIl ——— > Factor Vlla

Factor Va

Factor X ——— > Factor Xa

-]

prothrombin activator

Fig. 4.9 Extrinsic pathway for initiating blood
coagulation.

exposure of blood to
vascular wall collagen

Factor XII ——— - Factor Xlla

l<— HMW kininogen, prekallikrein
Factor Xl ———— Factor Xla thrombin

Factor VIIl————Factor Vllla

latelet phospholipids > |-

Factor IX———  Factor IXa |

el

Factor Va

is activated by partial proteolysis, and then in turn
activates the next factor. Most of the clotting factors
(Table 4.5) are designated by Roman numerals. In the

Factor X —l> Factor Xa

prothrombin activator

Fig.4.10 Intrinsic pathway for initiating blood
coagulation.

Table 4.5 Components of the blood coagulation cascade.

. ) Factor Identity Function
pathways described below, a small letter ‘@’ after the
Roman numeral denotes the activated form of the Factor | Fibrinogen Structural
factor. Factor Il Prothrombin Protease zymogen
Factor IlI Tissue factor (thromboplastin) Cofactor/initiator
.. h Factor IV Calcium Cofactor

Ext:rlnSIc pat . Wa;V o . . Factor v See text Cofactor
This pathway is triggered by injury to the tissues and is Factor VI See text Protease zymogen
initiated by a glycoprotein known as tissue factor (also  Factor Vil See text Cofactor
called tissue thromboplastin). Tissue factor is an inte- ~ FactorIX See text Protease zymogen

. Factor X See text Protease zymogen
gral membrane protein found on the surface of non-

1 s in .. ith phospholipid Factor XI See text Protease zymogen
vascular cells in close association with phospholipids. g0 See text Protease zymogen
When injury occurs, tissue factor is exposed to blood Factor XIlI See text Protease zymogen
and forms a one-to-one complex with circulating Fac-  Protein C See text Protease zymogen
tor VII in the presence of calcium ions. Formation of ~ Proteins See text Cofactor
this complex facilitates the conversion of Factor VII to }’;&(\)/Y'llebrand See text Adhesion

its active protease form (Factor VIla) by minor pro-




teolysis. The Factor VIla—tissue factor complex then
converts Factor X to another protease (Factor Xa) by
the cleavage of a single peptide bond. Factor Xa com-
bines immediately with the tissue factor as well as with
Factor Va and phospholipids provided by activated
platelets to form the complex prothrombin activator.

Intrinsic pathway

This pathway begins in the blood itself. Exposure of
the blood to vascular wall collagen following dam-
age to blood vessels causes circulating Factor XII to
change its molecular configuration, converting it into
a proteolytic enzyme (Factor XIla). Simultaneously,
platelets are stimulated to release phospholipids.
Factor XIIa activates Factor XI, a reaction which also
requires HMW (high-molecular-weight) kininogen
and isaccelerated by prekallikrein. Activated Factor XI
then activates Factor IX. Activated Factor IX, acting in
concert with activated Factor VIII and with the plate-
let phospholipids, activates Factor X. The last step in
the intrinsic pathway is the same as that in the extrin-
sic pathway. That is, activated Factor X combines with
Factor Va and platelet or tissue phospholipids to form
prothrombin activator.

Factor VIII is the factor that is missing in a person
who has classic haemophilia. The bleeding disease
called thrombocytopenia is caused by a deficiency of
platelets.

Conversion of prothrombin to thrombin and clot
formation
A scheme of these events is given in Fig. 4.11. Pro-

prothrombin activator ——— > /

Background biochemistry 79

thrombin activator, in the presence of sufficient
amounts of calcium ions and phospholipids pro-
vided by activated platelets, causes conversion of
prothrombin to thrombin. Once generated, thrombin
exerts positive feedback upon its formation by acti-
vating Factor V. Prothrombin is a plasma protein that
is formed continually in the liver; it splits easily into
smaller compounds, one of which is thrombin. Much
of the prothrombin first formed attaches to pro-
thrombin receptors on the platelets that have already
stuck to the damaged tissue. This binding stimulates
the formation of still more thrombin in the localized
area of damage.

Fibrinogen is a soluble plasma protein of high
molecular weight (MW = 340 000), which is formed
in the liver. Thrombin, a weakly proteolytic enzyme,
selectively removes four peptides from each molecule
of fibrinogen to form a molecule of fibrin monomer.
Many fibrin monomer molecules then spontaneously
polymerize into long fibres of insoluble fibrin that
constitute the reticulum of the clot. The formation of
fibrin accelerates the conversion of fibrin-stabilizing
factor (Factor XIII) to an enzyme (Factor XIIIa) by
thrombin in the presence of calcium ions. Fibrin-sta-
bilizing factor is a plasma protein, but is also released
from platelets entrapped in the clot. Factor XIIla
causes covalent bonding between fibrin monomer
molecules as well as multiple cross-linking between
adjacent fibrin fibres; it also causes cross-linking of
other plasma proteins to fibrin, so incorporating
them into the clot. The result is a greatly strengthened
reticulum.

prothrombin
Caz2+, phospholipids from
activated platelets

1 thrombin

Fig. 4.11 Scheme for conversion of
prothrombin to thrombin and conversion of
fibrinogen to cross-linked fibrin fibres.

Factor XI|ll ————— Factor Xllla -::>l

fibrinogen ——— = fibrinogen monomer

CaZ+
fibrin fibres

cross-linked fibrin fibres
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Regulation of the coagulation cascade

Many plasma proteins are involved in the regula-
tion of coagulation. Among them, antithrombin III
is a plasma protease inhibitor that scavenges any of
the blood-clotting enzymes that move away from
the growing clot. Protein C inactivates the active
cofactor forms of Factors V and VIII, thus rapidly
slowing blood clotting. Protein C is converted to its
active enzyme form on endothelial cell membranes
by a complex of two proteins, thrombomodulin and
thrombin. Activated protein C, anchored to the mem-
brane through binding to membrane-bound protein
S, converts the Factors Va and VIIIa to their inactive
forms by limited proteolysis. Tissue-factor-pathway
inhibitor binds to Factor Xa, and this complex in turn
binds to the tissue-factor—Factor VII complex, thus
inactivating the extrinsic pathway.

Lysis of blood clots

Circulating in the bloodstream is a protein called plas-
minogen that, when activated, becomes a proteolytic
enzyme called plasmin. Whenever plasmin is formed,
it causes lysis of the clot by destroying fibrin fibres
as well as fibrinogen, prothrombin, and Factors V,
VIII and XII. During clot formation, plasminogen is
trapped within the clot along with other plasma pro-
teins. The injured tissues and vascular endothelium
very slowly release a potent substance called tissue
plasminogen activator that, after the clot has stopped
the bleeding, eventually converts plasminogen to
plasmin. Plasmin plays an important role in removing
minute clots from millions of tiny peripheral vessels
that otherwise would become occluded.

4.5 Atherosclerosis

Atherosclerosis is a degenerative disease of large- and
medium-sized arteries with a predisposition for criti-
cal arterial beds such as the coronaries, which supply
heart muscle with nutritive, oxygenated blood. The
disease is characterized by the progressive forma-
tion of an atheromatous plaque upon the innermost
layer of the arterial wall. This build-up of fatty mate-
rial reduces the bore of the artery whilst also causing
hardening and loss of elasticity of the arterial wall.
Plaque formation is preceded by a reduced ability of
the arterial smooth muscle to relax. Atherosclerosis
is the principal cause of cardiovascular and cerebro-

vascular disease, leading to heart attacks and strokes,
respectively.

The causal relationship between high blood cho-
lesterol levels and atherosclerosis is well established
(Levine et al., 1995). Hypercholesterolaemia may
be thought of as any plasma cholesterol level above
160 mg/100 mL. Cholesterol-lowering therapy is ef-
fective in both the primary prevention of coronary
artery disease and the secondary prevention of sub-
sequent cardiac events in patients with established
coronary disease.

4.5.1 Association between high blood
cholesterol and atherosclerosis

An early demonstration of the link between hy-
percholesterolaemia and atherosclerosis took place
in 1913 when Anitschkow in Russia observed that
feeding pure cholesterol to rabbits produced elevated
blood cholesterol levels as well as atherosclerosis in
the aorta and coronary arteries.

The causal relationship between high blood cho-
lesterol levels and atherosclerosis is demonstrated
unequivocally by the genetic disorder familial hyper-
cholesterolaemia (FH). This disorder is an example of
an inborn error of metabolism and is due to impaired
production of the LDL receptor. There are two forms
of FH: a heterozygous form and a more severe ho-
mozygous form. FH heterozygotes inherit one mutant
gene and number about one in 500 people in most
ethnic groups. The cells of these individuals produce
approximately half the normal number of LDL recep-
tors. As a result, LDL is removed from the circulation
at half the normal rate, the lipoprotein accumulates
in blood to levels twofold above normal, and heart
attacks occur typically in the fourth and fifth decades
of life. If two heterozygotes of the opposite sex have a
child, that child has a one in four chance of inheriting
two copies of the mutant gene, one from each par-
ent. Such FH homozygotes (about one in a million
people) have plasma LDL levels 6-10-fold above
normal. Heart attacks can occur at the age of two and
are almost inevitable by the age of 20 (Goldstein &
Brown, 1987).

4.5.2 The lesions of atherosclerosis

The wall of a typical artery is composed of three coats.
The innermost coat, the tunica intima, consists of an



inner endothelium, a subendothelial layer of delicate
fibroelastic connective tissue and an external band of
elastic fibres, which may be absent in many vessels.
The middle coat, the tunica media, consists chiefly of
circularly arranged smooth muscle cells. The outer
coat, the tunica adventitia, is composed principally of
connective tissue, most of the elements of which run
parallel to thelong axis of the vessel. The structure and
relative thickness of each coat vary according to the
type and size of the vessel.

The lesions of atherosclerosis represent a con-
tinuum from the early fatty streak to the intermediate
fibrofatty lesion to the mature fibrous plaque. Early
lesions are commonly found at intimal sites where
changes in blood flow occur at branches and curves
in the arterial system. Changes in the mature lesion
involve all three coats of the arterial wall. Not all fatty
streaks progress to fibrous plaques; some remain sta-
ble or regress and disappear.

The fatty streak

The fatty streak is composed mainly of an aggregation
of lipid-filled macrophages and smooth muscle cells
known as foam cells within the intima. The overlying
endothelium is frequently thinned and distorted by
the subjacent foam cells. Blood monocytes are con-
tinuously recruited to the evolving fatty streak where
they differentiate into macrophages.

The fibrofatty lesion

This intermediate lesion is characterized by necrosis
of the foam cells with the release of foam cell lipids
to the interstitium. There is mitogen-stimulated
proliferation of smooth muscle cells and subsequent
synthesis of collagen, elastin and proteoglycans.
Monocyte recruitment continues and the endothe-
lium begins to fragment.

The fibrous plaque

The fibrous plaque comprises a dense cap of fibrous
connective tissue containing multiple layers of
smooth muscle cells that occupy slit-like spaces. Foam
cells accumulate at the shoulders of the plaque. Be-
neath the fibrous cap is a region rich in macrophages,
T lymphocytes and smooth muscle cells, and beneath
that is a core of extracellular lipid, cholesterol crystals,
necrotic debris and calcification. Microvascular chan-
nels ramify throughout the thickened lesion, presum-
ably to provide nutrients and oxygen to the cells.
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Although there may be severe atherosclerotic nar-
rowing of arteries, atherosclerosis alone rarely results
in occlusion, defined as complete obliteration of the
arterial lumen. However, rheological forces may cause
the plaque to rupture or fissure, resulting in haem-
orrhage into the plaque, thrombosis and occlusion.
This happening is a major cause of myocardial infarc-
tion.

4.5.3 The LDL oxidation hypothesis

It was recognized in the 1950s that an elevation of
plasma LDL is strongly associated with atheroscle-
rosis. Goldstein et al. (1979) discovered that cultured
mouse peritoneal macrophages were converted into
foam cells in the presence of chemically modified
LDL, but not native LDL. Oxidized LDL (oxLDL)
emerged as a candidate modified form when a newly
discovered receptor named ‘scavenger receptor’ was
shown to mediate rapid uptake of oxLDL, but not na-
tive LDL, by macrophages. Unlike the LDL receptor,
the scavenger receptor was not down-regulated when
the cholesterol content of the cell increased, thus scav-
enger receptor could allow cholesterol to accumulate
in macrophages and lead to foam cell formation. The
transformation of native LDL to a form (modified
LDL) which is more rapidly endocytosed by macro-
phages almost certainly involves oxidation, but not all
oxidative treatments necessarily lead to the formation
of modified LDL (Bedwell et al., 1989).

Immunological evidence exists for a role of oxLDL
in the development of atherosclerosis. Human and
rabbit atherosclerotic lesions contain an immu-
noglobulin (IgG) that recognizes epitopes present
in oxLDL but not in native LDL (Yli-Herttuala et al.,
1994). The titres of antibodies that recognize epitopes
of oxLDL increase with the progression of athero-
sclerosis in mice (Palinski et al., 1995) and humans
(Salonen et al., 1992).

It seems likely that oxidative modification of
LDL is confined to microdomains within the arte-
rial intima where LDL would be isolated from the
many antioxidants present in extracellular fluid. It
has been shown in vitro that LDL can be oxidatively
modified to cytotoxic oxLDL by all the major cell
types in the arterial wall, namely endothelial cells,
smooth muscle cells and macrophages. These cells
generate reactive substances which are then trans-
ferred to the LDL.



82 Vitamins: their role in the human body

Cell-mediated stimulation of LDL modification
is prevented by antioxidants and is dependent on
redox-active metals in the medium (Steinbrecher et
al., 1984). This suggests that the oxidative modifica-
tion of LDL involves the peroxidation of constituent
polyunsaturated fatty acids. During modification,
there is extensive degradation of lecithin (phosphati-
dylcholine) to lysolecithin catalysed by phospholipase
A, present in the apoB-100 moiety of LDL (Parthasar-
athy & Barnett, 1990). The removal of lysolecithin
from the surface of the particle aids the peroxidation
of core lipids. There is also fragmentation of apoB-
100 by direct oxidative scission. Extensive oxidation of
LDL leads to aggregation of the LDL particles.

4.5.4 Lipid peroxidation

The polyunsaturated fatty acids (PUFAs) incorporat-
ed into the phospholipids of cell plasma membranes,
the membranes of subcellular organelles (e.g. mito-
chondria) and plasma lipoproteins are susceptible to
attack by certain free radicals such as *OH, LOO® and
LO". These free radicals initiate chain reactions that,
if not stopped by chain-breaking antioxidants, result
in the accumulation of toxic products. The process of
lipid peroxidation can be conveniently divided into
three stages: initiation, propagation and termination.

Initiation
LH+'OH—L"+H,0 (4.4)
Propagation
L*+0,— LOO’ (4.5)
LOO*+L'H—LOOH+L" (4.6)
|
Termination
LOO*® + LOO* — molecular products (4.7)

Transition metals can decompose lipid hydroperox-
ides into peroxyl and alkoxyl radicals that bring about
a dramatic intensification of the propagative stage.

LOOH + Fe*" (or Cu*) —

LO®* + OH™ + Fe** (or Cu?") (4.8)
LOOH + Fe** (or Cu*") —»
LOO® + H* + Fe*" (or Cu") (4.9)

In reactions 4.4 to 4.9, LH represents a PUFA side
chain of a phospholipid; L*, a carbon-centred lipid
radical; LOO?®, a lipid peroxyl radical; LO®, a lipid
alkoxyl radical; and LOOH, a lipid hydroperoxide.
Reactions 4.4 to 4.6 are illustrated in Fig. 4.12.

Initiation involves removal of a hydrogen atom
(H*) from a methylene (-CH,-) carbon in the PUFA
molecule by any chemical species that is sufficiently
reactive. Reaction 4.4 shows initiation by a hydroxyl
radical. Removal of the hydrogen atom leaves behind
an unpaired electron on the methylene carbon atom,
(—C°H-). The presence of a double bond in the fatty
acid weakens the C—H bonds on the carbon atom ad-
jacent to the double bond and so makes H® removal
easier. Thus the greater the number of double bonds
in a PUFA, the more susceptible is the PUFA to per-
oxidation.

The lipid radical L* undergoes a molecular re-
arrangement to form a conjugated diene that reacts
with molecular oxygen to give LOO®. The peroxyl
radical then attacks an adjacent PUFA side chain of a
phospholipid (L'H), removing a hydrogen atom and
converting itself into a lipid hydroperoxide. The new
L”* reacts with oxygen to yield another peroxyl radical
and thus a chain reaction is propagated. In this man-
ner, a single initiation can result in hundreds of PUFA
side chains being converted into lipid hydroperoxides.
The length of the propagation chain depends on the
lipid—protein ratio in a membrane, the fatty acid com-
position, the oxygen concentration, and the presence
or absence within the membrane of chain-breaking
antioxidants. In the absence of a chain-breaking anti-
oxidant, the propagation chain (reactions 4.5 and 4.6)
is eventually broken when two peroxyl radicals react
together to give molecular products (reaction 4.7).

In the body, lipid hydroperoxides are cleaved by
phospholipase A, releasing the peroxidized fatty acid
from the phospholipid. The peroxidized free fatty
acid can now be reduced to a harmless hydroxy fatty
acid by the action of glutathione peroxidase (reaction
4.10). The reducing equivalents for this reaction are
provided by the tripeptide glutathione (reduced form,
GSH; oxidized form, GSSG).

PUFA-OOH +2GSH —

PUFA-OH + H,0 + GSSG (4.10)

Alternatively, a phospholipid hydroperoxide gluta-
thione peroxidase can convert lipid hydroperoxides
directly to a hydroxy acid (Buettner, 1993). Both of



PUFA

Background biochemistry 83

‘ Glycerol}—{ Phosphate }—1 Choline ‘

PUFA

Phospholipid (e.g. Phosphatidyl choline)

*OH H®

\/

H,O

CHﬁHZCHGﬁ@H@pO—O—mWHM*-—4Z—A-C%CHiCH&ﬂCW%CO—O—mwmd*

PUFA (LH)

Carbon centred lipid radical (L®)

|

molecular rearrangement (not shown)
s
0=0*
CH3CH=CHCH(CH,),CO —O—glycerol—
Lipid peroxyl radical (LOO®)

(?—OH

LOO® + Second PUFA (L'Hy——~ CHyCH=CHCH(CH,),CO —O—glycerol—

fragmentation

LOOH

Fig. 4.12 Initiation and propagation stages of lipid peroxidation.

these peroxidase enzymes uniquely require the trace
element selenium as a cofactor. [Note: A non-sele-
nium-dependent glutathione peroxidase exists which
reduces hydrogen peroxide, but has no activity against
organic hydroperoxides (Lawrence & Burk, 1976)].

The PUFAsin LDL are protected from peroxidation
by the presence of several indigenous lipid-soluble
antioxidants. By far the major antioxidant is a-toco-
pherol (vitamin E): on average about six molecules
of this antioxidant are present in each LDL molecule.
Vitamin E is a very efficient free radical scavenger and
terminates chains almost as soon as they are initiated.
In doing so, vitamin E and other antioxidants are
gradually used up. When the LDL is finally depleted
of its antioxidants, the chain reaction will proceed
unchallenged until all LDL PUFAs are converted into
lipid hydroperoxides. At termination the lipid hydro-
peroxides break down to a wide range of products,
including aldehydes, hydrocarbons, epoxides and
alcohols. Some of these breakdown products are dif-
fusible toxins which irritate endothelial cells and may
contribute to disruption of endothelial integrity.

The aldehydes arising from lipid hydroperoxide de-
composition are particularly important in atherogen-

Aldehydes

Lipid peroxide (LOOH)
+ Second lipid radical (L®)

esis. Malondialdehyde, 4-hydroxynonenal and prob-
ably other aldehydes bind covalently to the € amino
group of lysine residues on the apoB protein moiety
of LDL particles, causing a progressive decrease in
the positive charge and a conformational change.
This modification results in a loss of recognition by
the LDL receptor and the creation of new epitopes of
apoB thatare recognized by the macrophage scavenger
receptor. Evidence for the involvement of aldehydes is
the observation by Picard et al. (1992) that amino-
guanidine, a compound with high binding affinity for
aldehydes, prevents apoB lysine modification, thereby
inhibiting the oxidatively induced uptake of LDL by
macrophages.

4.5.5 Possible mechanisms of cell-
mediated LDL oxidation

Several biochemical systems have been shown to
promote LDL oxidation in vitro; these systems involve
thiols, lipoxygenase, myeloperoxidase, superoxide
and peroxynitrite radical (Berliner & Heinecke, 1996).
Physiologically relevant mechanisms underlying LDL
oxidation in vivo are largely a matter of speculation.
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Superoxide

Superoxide has been proposed as a primary cell-
derived oxidant with a role in LDL oxidation on the
basis that superoxide dismutase inhibits rapid uptake
of LDL by macrophages. However, Jessup et al. (1993)
showed that the use of superoxide dismutase is inap-
propriate as a test for the involvement of superoxide
because it has metal-chelating properties. These au-
thors found that superoxide generated in a cell-free
system could not modify LDL. Similarly, LDL modi-
fication by macrophages was not accelerated when
extracellular superoxide generation was increased
5-10-fold by stimulation of NADPH oxidase. Thus
there is no secure evidence for the direct involvement
of superoxide in cell-mediated oxidative modification
of LDL.

To account for the apparent toxicity of superoxide,
the secondary production of the far more reactive
hydroxyl radical by the iron-catalysed Haber—Weiss
reaction (reactions 4.11-4.13) has been frequently
proposed.

20, +2H*—>H,0,+ 0, (4.11)
O, +Fe* — O, + Fe** (4.12)
Fe** + H,O, — *OH + OH" + Fe** (4.13)

The contribution of superoxide to hydroxyl radical
formation by the Haber—Weiss reaction may not be
significant in vivo, as ascorbate and other reducing
agents compete with superoxide in reducing iron.

Peroxynitrite anion

Superoxide and nitric oxide (a modulator of vascular
tone; Section 4.5.6) are generated in excess by the en-
dothelium of hypercholesterolaemic arteries (Minor
et al., 1990; Ohara et al., 1993) and can react together
to produce peroxynitrite anion. This reaction is faster
than both the superoxide dismutase-catalysed and
spontaneous dismutation of superoxide to hydrogen
peroxide (Huie & Padmaja, 1993). At physiological pH,
the reaction product, peroxynitrite radical (ONOO"),
is protonated to peroxynitrous acid (ONOOH),
which decomposes spontaneously to yield nitrogen
dioxide (NO,") and hydroxyl radical (Beckman et al.,
1990). Both *OH and NO," can separately initiate lipid
peroxidation. This way of producing hydroxyl radical
is not dependent on transition metal ions.

NO*+ 0, - ONOO- (4.14)
ONOO™ + H* - ONOOH (4.15)
ONOOH — "OH + NO,* (4.16)

Radi er al. (1991) synthesized peroxynitrite and
showed that it induced lipid peroxidation in phos-
phatidylcholine (lecithin) liposomes. Peroxynitrous
acid and/or its decomposition products (i.e. “OH and
NO,*) served as the oxidizing species. Darley-Usmar
et al. (1992) showed that a system which simultane-
ously generated superoxide and nitric oxide was ca-
pable of initiating lipid peroxidation in human LDL,
whereas a system which generated only nitric oxide
was unable to do so. Graham et al. (1993) reported
that chemically synthesized peroxynitrite converted
LDL to a form recognized by the macrophage scav-
enger receptor. These results are consistent with the
hypothesis that the reaction of superoxide with nitric
oxide contributes to the pathogenesis of atheroscle-
rosis by yielding a potent mediator of LDL oxidation
without the requirement for transition metal ions
(White et al., 1994).

4.5.6 Atherogenic properties of oxLDL

OxLDL may be atherogenic by numerous mecha-
nisms, some of which are listed below.

e The lysolecithin present in oxLDL increases vas-
cular superoxide production resulting in a self-
perpetuating cycle of LDL oxidation (Ohara et al.,
1994).

e OxLDL, by virtue of its lysolecithin content, exhib-
its chemotactic activity for circulating monocytes
(Quinn et al., 1988) and T lymphocytes (McMurray
etal.,,1993).

e OxLDL induces monocyte chemotactic protein-1
(MCP-1) synthesis in endothelial cells and smooth
muscle cells (Cushing et al., 1990).

e Both oxLDL (Cominacini et al., 1997) and lysoleci-
thin (Kume et al., 1992) can induce the expression
of the endothelial adhesion molecules ICAM-1 and
VCAM-1.

e Monocytes/macrophages exposed to oxLDL release
cytokines which stimulate endothelial cells to syn-
thesize cell adhesion molecules (Frostegard et al.,
1993).



e OxLDL inhibits the motility of resident macro-
phages in the subendothelial space, thereby fa-
vouring macrophage accumulation in developing
lesions (Quinn et al., 1985).

e OxLDL induces endothelial cells to synthesize
macrophage colony-stimulating factor (MCSF),
which can induce differentiation of monocytes into
macrophages, including an increased expression of
scavenger receptor (Rajavashisth er al., 1990).

e OxLDL stimulates proliferation of macrophages
(Yui et al., 1993) and aortic smooth muscle cells
(Chatterjee & Ghosh, 1996) in culture.

e Lysolecithin present in oxLDL induces migration
of smooth muscle cells in human coronary arteries
(Kohno et al., 1998).

e OxLDL enhances lipopolysaccharide-induced tis-
sue factor expression in human adherent mono-
cytes (Brand et al., 1994). Normally, tissue factor
is not expressed within the vasculature; however,
its expression can be induced in monocytes and
endothelial cells by a variety of agonists, including
lipopolysaccharide. Activation of the blood co-
agulation cascade by aberrant expression of tissue
factor on the surface of monocytes or endothelial
cells could lead to thrombus formation in ruptured
plaques.

e OxLDL stimulates platelet aggregation (Katzman et
al., 1994).

e Endothelial cells chronically exposed to oxLDL
have a severely impaired capacity to release prosta-
cyclin, a potent cytoprotective agent, which inhibits
cell proliferation, platelet adhesion and aggrega-
tion, and monocyte adhesion (Thorin et al., 1994).

e Lysolecithin in oxLDL decreases the responsiveness
of isolated rabbit aorta to endothelium-dependent
relaxants (Mangin et al. 1993).

e OxLDL decreases the expression of nitric oxide
synthase, the enzyme responsible for producing
the epithelium-derived relaxing factor, nitric oxide
(Liao et al., 1995).

e OxLDL enhances agonist-induced vasoconstric-
tions by a direct effect on the vascular smooth
muscle (Galle et al., 1990).

Cytotoxicity

Oxidative modifications of LDL by lipid peroxida-
tion renders the oxLDL toxic to cells in vitro (Morel et
al., 1983). Cytotoxicity of oxLDL to endothelial cells,
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smooth muscle cells, fibroblasts, monocytes, neu-
trophils and macrophages in culture has been dem-
onstrated (Henriksen et al., 1979; Hessler et al., 1979,
1983; Cathcart et al., 1985; Reid & Mitchinson, 1993).
The capacity of oxLDL to injure or kill cells may
contribute to endothelial damage and may account
for the necrotic debris found in the core regions of
atherosclerotic plaques. Electron microscopic exami-
nation of mouse peritoneal macrophages exposed
to oxLDL revealed the following ultrastructural
changes: chromatin condensation, reduction in cell
volume, cell break-up into membrane-bound bodies
and blebbing of the plasma membrane. These changes
are more characteristic of apoptosis than necrosis. In
contrast, cells exposed to native LDL exhibited no
such changes (Reid ez al., 1993).

The presence during lipoprotein preparation of
general free radical scavengers (vitamin E, butylated
hydroxytoluene) or the divalent cation chelator EDTA
prevented the formation of cytotoxic oxLDL. How-
ever, the toxic action of oxLDL could not be prevented
by the addition of any of these agents during incu-
bation of the oxLDL with cells (Morel et al., 1983).
These observations indicate that an oxidized lipid is
responsible for cytotoxicity rather than free radicals
generated in culture by the action of oxLDL. Hughes
et al. (1994) extracted the toxic components from
lipid extracts of oxLDL and identified them as the
oxysterols 7-ketocholesterol and 7-hydroxycholester-
ol. When the two toxins were added to native LDL at
concentrations equivalent to those present in oxLDL,
the resultant LDL was not rendered cytotoxic. This
suggests that the oxysterols are released more rapidly
from oxLDL than from native LDL because of the se-
vere disruption of the lipoprotein’s lipid environment
during oxidative modification. The mechanism(s) by
which oxysterols exert their cytotoxicity has not been
established.

4.5.7 Development of the atherosclerotic
lesion

Initiation

Plasma LDL enters the subendothelial space of the
arterial intima where it is trapped in microenviron-
ments secluded from plasma antioxidants. LDL lipid
is mildly oxidized to minimally oxidized LDL through
the action of resident vascular cells. The modified
lipoprotein induces local vascular cells to produce
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MCP-1, which attracts circulating monocytes, and
M-CSE, which stimulates monocyte differentiation to
macrophages in the subendothelium. Monocyte re-
cruitment also requires highly organized interactions
between signalling and adhesion molecules (McEver,
1992). Adhesion of leucocytes to endothelial cells is
mediated through selective cell surface adhesion mol-
ecules expressed by both types of cell. Adhesion mol-
ecules expressed by endothelial cells include ICAM-1,
VCAM-1 and E-selectin. ICAM-1 is constitutively
expressed, but its expression can be augmented by the
cytokines IL-1pB, IFN-y and TNF-o.. VCAM-1 and E-
selectin are not constitutively expressed, but expres-
sion of the former is induced by TNF-o and that of
the latter by IL-1f and TNF-o. Adhesion molecules
expressed by leucocytes are known as integrins; they
include LFA-1, VLA-40c and MAC-1.

ICAM-1 and VCAM-1 may mediate monocyte
adherence to the developing atherosclerotic lesion.
Both are up-regulated in endothelium adjacent to
fatty streaks in the aorta of rabbits fed a hypercho-
lesterolaemic diet and in the LDL-receptor deficient
Watanabe heritable hyperlipidaemic rabbit (Cybulsky
& Gimbrone, 1991). ICAM-1 isareceptor for the LFA-
1 and MAC-1 integrins and mediates the adhesion of
monocytes, lymphocytes and neutrophils to the en-
dothelium. VCAM-1, by binding to VLA-4 integrin,
mediates the adhesion of lymphocytes and mono-
cytes to the activated endothelium (Meydani, 1998).
The endothelial adhesion molecules may have distinct
functions in the recruitment of leucocytes. E-selectin
and VCAM-1 may mediate rapid but transient ad-
hesion of circulating leucocytes to endothelium,
whereas ICAM-1 may mediate subsequent leucocyte
transendothelial migration (Collins, 1993).

Foam cell formation

The macrophages within the subendothelial space
produce reactive oxygen species that further modify
minimally oxidized LDL to completely oxidized LDL
(oxLDL). Macrophages and smooth muscle cells take
up the oxLDL by endocytosis, mediated by scavenger
receptors on the macrophage surface. Circulating
monocytes do not express the scavenger receptor; the
receptor is induced when the monocytes differenti-
ate into macrophages. There is evidence (Hoff et al.,
1992) that, because of LDL particle aggregation, the
mode of oxLDL uptake by macrophages changes with
increasing degrees of LDL oxidation from one involv-

ing the scavenger receptor to an alternative one in
which aggregates are phagocytosed. The macrophages
become so bloated with accumulated cholesterol that
they transform into foam cells. Scavenger recep-
tors increase in number in response to macrophage
colony-stimulating factor and other cytokines, which
are induced in endothelial cells by oxLDL (Berliner
& Heinecke, 1996). Oxidation of LDL and its uptake
by macrophages is increased by factors released from
activated platelets (Aviram, 1995).

Aggregation of oxLDL occurs in the aortic in-
tima and macrophages can ingest such aggregates by
phagocytosis. Macrophages are also able to phagocy-
tose oxLDL—-antibody aggregates via the antibody-
binding Fc receptor (Khoo et al., 1992).

Advanced stages

Foam cell formation stimulates the local synthesis of
proteoglycans and lipoprotein lipase, which promote
further LDL retention and aggregation in the sub-
endothelium. Endothelial cells and smooth muscle
cells are capable of elaborating all of the elements of
connective tissue. The deposition of connective tissue
advances the fatty streak to the intermediate fibrofatty
lesion. Activation of the resident macrophages and T
lymphocytes promotes the formation of molecules
that stimulate the transformation of local smooth
muscle cells from the contractile to the proliferative
state. Migration and proliferation of smooth muscle
cells significantly enlarge the lesion. The necrotic mass
at the base of advanced plaques is mainly due to the
accumulation of the remnants of dead macrophage-
derived foam cells (Aqgel et al., 1985).

4.5.8 Arterial calcification

Calcification is a common pathological finding in
the aging human arteries and heart valves. There are
two distinct types of arterial calcification, designated
according to their site in the arterial wall. Intimal cal-
cification refers to the atherosclerotic plaque calcifica-
tion that develops in the tunica intima. Calcification
develops at the fatty streak stage as small scattered
deposits of calcium hydroxyapatite crystals, which
form in matrix vesicles similar to those of developing
bone. Medial calcification, known as Monckeberg’s
sclerosis, is confined to the tunica media. It proceeds
in a linear fashion and is not necessarily associated
with plaque formation. It often progresses to ossifica-



tion characterized by the formation of bone trabecu-
lae and the presence of osteocytes and bone marrow
within the vessel wall. Medial calcification occurs at a
much earlier age in lower-limb arteries of diabetics.

It was once thought that plaque calcification was
a passive process resulting from the accumulation
of calcium released from dying cells within necrotic
regions of the plaque. However, recent evidence sug-
gests that this process is active and regulatable, with
remarkable similarities to organized bone forma-
tion (osteogenesis). The mineral within calcified
atherosclerotic plaques is hydroxyapatite, the same
mineral as found in bone. Bone matrix proteins, such
as osteopontin, osteonectin, osteocalcin and matrix
Gla protein (MGP), have been demonstrated in
atherosclerotic plaques, as have bone morphogenetic
proteins (Shanahan et al., 1998).

The question arises: what cells are responsible for
producing the mineralized matrix in arterial calcifi-
cation? In cultured bovine aortic smooth muscle cells
grown slightly beyond confluency, multicellular nod-
ules formed and these nodules subsequently calcified.
Cells cloned from these nodules were termed calcify-
ing vascular cells (CVCs). These cells were capable of
producing bone matrix proteins and in this respect
behaved like osteoblasts. CVC cells were subsequently
found among artery wall cells in calcified human
atherosclerotic lesions (Watson, 2000). In answer to
the question, it can be postulated that, in response
to some stimulus associated with atherosclerosis,
smooth muscle cells in the vessel media migrate into
the intima where they proliferate and differentiate
into osteoblast-like cells. The stimulus that activates
the normally quiescent vascular smooth muscle cells
is likely to be endothelial damage, which would expose
the underlying smooth muscle cells to cytokines re-
leased by platelets and circulating blood cells.

4.5.9 Endothelial dysfunction

Vasomotor control

The blood flow to a particular tissue is regulated
at the minimal level that will supply the tissue’s re-
quirements. This ensures that the tissues are always
adequately supplied, whilst keeping the workload
on the heart to a minimum. Acute control of local
blood flow is achieved within seconds to minutes
by changes in local vasodilator/vasoconstriction of
the arterioles and small arteries effected through
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relaxation/contraction of the vascular smooth mus-
cle. The state of contraction of the vascular smooth
muscle is referred to as vascular tone. The arteries are
normally maintained in a partial state of contraction
(vasomotor tone) by the continual firing of nervous
impulses from the vasomotor centre.

The vascular endothelium lining the lumen can
modulate vascular tone by the synthesis and release of
potent vasorelaxant and vasoconstrictor substances.
Release of these substances is usually balanced in fa-
vour of vasodilators, notably epithelium-derived re-
laxing factor, prostacyclin and endothelium-derived
hyperpolarizing factor. Epithelium-derived relaxing
factor has been identified as the nitric oxide radical
(NO®) (Palmer et al., 1987; Ignarro et al., 1987), which
is formed within endothelial cells by the oxidative
deamination of L-arginine (Palmer et al., 1988). The
enzyme responsible, endothelial constitutive nitric
oxide synthase, requires tetrahydrobiopterin as a co-
factor and is regulated by protein kinase C. Inhibition
of protein kinase C increases the expression of the
synthase, resulting in an increased synthesis of nitric
oxide (Ohara et al., 1995). The synthesis/release of
nitric oxide is mediated directly by shear stress on the
endothelial cells caused by the viscous drag that results
from an increase in blood flow. There is a constant
basal release under the stimulus of pulsatile blood
flow. Nitric oxide is also synthesized and released in
response to a large number of agents which activate
endothelial surface receptors. These agents include
local mediators (e.g. bradykinin, histamine and sub-
stance P), ADP released by aggregating platelets, and
thrombin formed after activation of the coagulation
cascade. The hormone noradrenaline, acting via en-
dothelial o, adrenergic receptors, can also cause the
release of nitric oxide. The calcium ionophore A23187
is an endothelium-dependent vasodilator that acts
independently of a membrane receptor. With some
agents, relaxation may be limited to certain animal
species (Furchgott & Vanhoutte, 1989).

The nitric oxide generated in the endothelium
diffuses to the underlying smooth muscle where it
stimulates guanylyl cyclase to produce cyclic guano-
sine monophosphate (cyclic GMP). Relaxation of
the smooth muscle may be effected through a cyclic
GMP-dependent protein kinase which controls the
phosphorylation and dephosphorylation of my-
osin light chains (Liischer, 1991). Nitric oxide and
prostacyclin act synergistically to cause relaxation
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because two different second messengers, cyclic GMP
and cyclic AMP, are involved. Endothelium-derived
hyperpolarizing factor may facilitate relaxation and
attenuate the responsiveness of the smooth muscle to
certain vasoconstrictor hormones (Liischer, 1990). A
simplified scheme of nitric oxide-mediated vascular
relaxation in normal blood vessels is shown in Fig.
4.13.

Treatment of isolated segments of rabbit artery
with pharmacological concentrations of acetylcholine
causes nitric oxide-mediated vasodilation through the
activation of muscarinic receptors on the endothelial
cells. If the endothelial layer is removed from the seg-
ments, thereby removing the source of nitric oxide,
the normal vasodilator response to acetylcholine is
replaced by vasoconstriction resulting from the direct
effect of this agent on the smooth muscle (Furchgott
& Zawadski, 1980). This discovery has been regarded
as an indication of a pathological mechanism rather
than a physiological one because acetylcholine, as
a neurotransmitter released from the periarterial
nerves, is unlikely to diffuse all the way through the
medial muscle coat before acting on endothelial
cells. However, Burnstock (1987) demonstrated ul-
trastructural localization of choline acetyltransferase
in endothelial cells in rabbit cerebral, femoral and
mesenteric arteries, indicating that endothelial cells
can synthesize acetylcholine and store it.

Hypercholesterolaemia and atherosclerosis pro-
foundly impair endothelium-dependent arterial
relaxation as demonstrated, for example, in the aortas

2
acetylcholine Ca2*

| bradykinin
|

shear stress

of rabbits (Habib et al., 1986; Verbeuren et al., 1986),
the iliac arteries of monkeys (Freiman et al., 1986)
and the coronary arteries of pigs (Shimokawa &
Vanhoutte, 1989) and humans (Ludmer et al., 1986;
Bossaller et al., 1987; Forstermann et al., 1988a). De-
pletion of tetrahydrobiopterin, an essential cofactor
for nitric oxide synthase, causes impaired nitric oxide
generation (Schmidt et al., 1992). Stroes et al. (1997)
speculated that decreased nitric oxide-dependent va-
sodilation in hypercholesterolaemia could be related
to a relative deficiency of tetrahydrobiopterin, result-
ing in impaired nitric oxide synthase activity. They
then showed that tetrahydrobiopterin did indeed re-
store the disturbed nitric oxide-dependent vasodila-
tion in patients with familial hypercholesterolaemia,
at a stage when macrovascular disease had not yet
occurred.

Ludmer et al. (1986) showed that the hypercontrac-
tility of diseased coronary arteries might be attribut-
able to an abnormal vascular response to acetylcho-
line. Graded concentrations of acetylcholine and, for
comparison, the endothelial-independent vasodilator
glyceryl trinitrite were infused into a coronary artery
of eight patients with advanced coronary stenoses
(>50% narrowing), six patients with mild coronary
atherosclerosis (<20% narrowing), and four control
subjects with angiographically normal coronary
arteries. Acetylcholine produced dilation in each of
the normal coronary arteries. In contrast, all eight of
the arteries with advanced stenosis and five of the six
vessels with minimal disease showed dose-dependent

Fig. 4.13 Vascular relaxation mediated by
nitric oxide. Shear stress or receptor activation
of vascular endothelium by an agent such as

C @

endothelium —

bradykinin or acetylcholine results in an influx
of calcium ions. The consequent increase in
intracellular calcium stimulates the constitutive
nitric oxide synthase (NOS). The nitric oxide
NO (NO) formed from L-arginine (L-arg) by this

L-arg

smooth muscle

&cyclic GMP

relaxation

enzyme diffuses to underlying smooth muscle
cells, in which it stimulates the soluble guanylyl
cyclase (GC), resulting in enhanced synthesis of
cyclic GMP from guanosine triphosphate (GTP).
This increase in cyclic GMP in the smooth
muscle cells leads to their relaxation. Plus
signs indicate stimulation. Reproduced from
Moncada & Higgs (1993), copyright ©1993
Massachusetts Medical Society. All rights
reserved.



constriction. All vessels dilated in response to glyceryl
trinitrite.

Forstermann et al. (1988a) used isometric tension
recording to study the effects of several vasodilators
upon atherosclerotic coronary arteries excised from
the hearts of cardiac transplantation patients. In most
of the arteries, acetylcholine was a direct vasoconstric-
tor. Nitric oxide-mediated relaxations in response to
substance P, bradykinin and Ca**-ionophore A23187
were significantly attenuated but not abolished. In de-
endothelialized tissues these compounds had no effect.
In contrast, endothelium-independent relaxation in-
duced by isoprenaline was not affected by atheroscle-
rosis. These observations suggest that the impaired
relaxation in response to acetylcholine was specific
for relaxation mediated by muscarinic receptors, as
the activators of other receptor types still caused some
degree of relaxation in atherosclerotic arteries.

Oxidized LDL causes impaired vasodilation by
inhibiting the ability of arterial endothelial cells to
release nitric oxide (Kugiyama et al., 1990) and inac-
tivating nitric oxide that is released (Chin et al. 1992).
Oxidized LDL also stimulates the expression and re-
lease of the vasoconstrictor, endothelin, from vascular
endothelium (Boulanger et al., 1992). Ohgushi et al.
(1993) showed that inhibition of protein kinase C
activity with staurosporine or calphostin C prevented
impairment of endothelial dysfunction by oxLDL,
thereby implicating the kinase in the impairment.
Ohgushi et al. (1993) further showed that lysolecithin
was capable of activating protein kinase C. It can be
concluded from these experiments that lysolecithin,
formed and released during the oxidative modifica-
tion of LDL, is transferred to the vascular endothe-
lium where it activates protein kinase C. This enzyme
in turn inhibits the release of nitric oxide, resulting
in impaired relaxation of vascular smooth muscle in
response to chemical mediators and shear stress.

Atherosclerotic arteries generate excessive amounts
of oxygen-derived freeradicals (Hennig & Chow,1988)
and these radicals likely contribute to endothelial dys-
function (Mugge et al., 1991a,b). Nitric oxide is rap-
idly destroyed by superoxide anions (Gryglewski et al.,
1986) and the release of nitric oxide from endothelial
cells depends on the activity of endothelial superoxide
dismutase, the enzyme which converts superoxide to
hydrogen peroxide and oxygen. Pre-treatment of rab-
bit aorta with an inhibitor of the dismutase, but not
with inhibitors of other antioxidant defence mecha-
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nisms, markedly reduced endothelium-dependent
relaxation in response to acetylcholine (Miigge et
al., 1991a). This finding suggests that inactivation of
nitric oxide by intracellularly produced superoxide is
normally prevented by intrinsic superoxide dismutase
activity. It was further shown (Miugge et al., 1991b)
that treatment of cholesterol-fed rabbits with an as-
similatable form of superoxide dismutase improved
the impaired endothelium-dependent vasorelaxation
in response to acetylcholine.

Interactions between platelets and the vascular
endothelium

The vascular endothelium plays an important role in
maintaining the normal fluidity of the blood. Among
other mechanisms, this is achieved by the synthesis
and release of anticoagulants (e.g. thrombomodulin),
fibrinolytic (e.g. tissue plasminogen activator) and
platelet inhibitory (e.g. nitric oxide, prostacyclin)
substances.

Platelet aggregation is an essential process in pre-
venting blood loss in the event of vascular injury, but
it is equally important for platelets to circulate freely
at other times. Platelets are easily activated so there is
a potential danger of inappropriate aggregation. This
is prevented by the action of nitric oxide and prostacy-
clin continuously released by the endothelial cells into
the lumen of the blood vessel. The nitric oxide diffuses
into the platelets and increases the concentration of
cyclic GMP through activation of guanylyl cyclase.
The cyclic GMP initiates a number of protein phos-
phorylation steps that finally lead to suppression of
Ca** release from intracellular storage sites (Bassenge,
1991). The consequent inhibition of Ca** signalling
limits platelet activity. Prostacyclin acts in a parallel
manner to nitric oxide, except that the second mes-
senger is cyclic AMP rather than cyclic GMP. Because
their actions are mediated by different second mes-
sengers, there is synergism between nitric oxide and
prostacyclin in inhibiting platelet aggregation. Thus,
even when the concentrations of each are subthresh-
old, they are effective in combination. Unlike prosta-
cyclin, nitric oxide also inhibits platelet adhesion.

At sites of injury, ADP released by aggregating
platelets and thrombin formed during blood clotting
stimulate the release of endothelial nitric oxide and
prostacyclin, which act synergistically to cause relaxa-
tion of the vascular smooth muscle. Aggregating plate-
lets also release vasoconstrictors such as serotonin,



90 Vitamins: their role in the human body

thromboxane A, and prostaglandin E,. However,
the endothelial nitric oxide produced in response to
aggregating platelets normally overrides the direct
vasoconstrictor effects of the platelet products and
so the net effect is vasodilation (Forstermann et al.,
1988b). This effect of platelet aggregation and blood
clotting upon the vascular endothelium constitutes a
protective mechanism against vasospasm, which is as-
sociated with angina (Schroeder et al., 1977). The re-
lease of endothelial inhibitors of platelet aggregation
(nitric oxide and prostacyclin) in response to platelet
aggregation controls adhesion and aggregation in the
manner of negative feedback.

Shimokawa & Vanhoutte (1989) showed that
endothelium-dependent relaxation in response to
aggregating platelets is severely impaired in athero-
sclerosis and moderately impaired in hypercholes-
terolaemia. Thus endothelial damage or dysfunction
shifts the balance of vasoactive compounds toward
vasoconstriction, a state conducive to vasospasm.
Under clinical conditions, the spasms can be compli-
cated by thrombosis leading to vessel occlusion and
myocardial infarction.

4.5.10 Protective effects of HDL

Epidemiological studies have generally shown a strong
inverse correlation between plasma HDL concentra-
tion and incidence of coronary heart disease. The
role of HDL in reverse-cholesterol transport is well
established and many other protective effects against
development of atherosclerosis have been reported
(Barter & Rye, 1996). For example, HDL inhibits the
oxidative modification of LDL; inhibits the transmi-
gration of monocytes induced by oxLDL; blocks the
induction by oxLDL of monocyte adhesion to the
endothelium; prevents oxLDL-induced cytotoxicity
in vascular smooth muscle cells and endothelial cells;
removes cholesterol from cells in the arterial intima,
thereby preventing the formation of foam cells; amel-
iorates the abnormal vasoconstriction that is a feature
of early atherosclerosis; and stimulates prostacyclin
synthesis and prolongs its half-life by binding to it.
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Key discussion topics

e The human immune system has two components: a
ready-made innate immunity that relies largely on
phagocytosis of pathogenic microorganisms, and a
longer-term, more specific acquired immunity that
has a ‘memory’.

¢ Phagocytic leucocytes (e.g. neutrophils, monocytes
and macrophages) internalize pathogenic microor-
ganisms and kill them by the release of toxic products
into cytoplasmic vacuoles.

e The acquired immune response is mediated by two
main types of lymphocyte; cytotoxic T lymphocytes

5.1 General features of the immune
system

Immunity refers to the body’s resistance to invasive
pathogens (viruses, bacteria, fungi, protozoa and mul-
ticellular parasites) or their toxic products, to allergens

5.3.1 The inflammatory response
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immune

combat intracellular viruses and other pathogens;
antibody-producing B lymphocytes combat patho-
gens occurring freely in the body fluids.

e Antibody molecules (immunoglobulins) attach to
pathogens and recruit effector cells to destroy the
pathogens.

e The protein components of the complement system
mediate several effector mechanisms of the immune
response.

e Cytokines are short-acting signalling molecules that
affect the function of cells of the immune system and
other systems of the body.

(pollen, animal hair, chemicals, etc.) and to unwanted
cells or cell products arising within the body from
cancer or autoimmune diseases. The immune system
comprises (1) cellular defence mechanisms mediated
by several types of leucocytes and (2) humoral defence
mechanisms mediated by soluble proteins, so-called



because they are dissolved in the body fluids rather
thanbeing primarilyassociated with cells. Anyimmune
response involves, firstly, recognition of the pathogen
or other foreign material and, secondly, elimination
of these invaders. When an immune response occurs
in an exaggerated or inappropriate form, the term
‘hypersensitivity’ is applied. The fundamental concept
underlying the function of the immune system is the
ability to distinguish, at the molecular level, ‘self” from
‘non-self” (foreign) materials.

All cells of the immune system originate from just
one cell type in the bone marrow of adult mammals,
the haemopoietic stem cell. These pluripotent cells
give rise to two main lineages: (1) the lymphoid line-
age produces lymphocytes and (2) the myeloid line-
age produces mononuclear and polymorphonuclear
phagocytes, megakaryocytes (precursors of platelets)
and mast cells. The precise origin of natural killer cells
and dendritic cells is uncertain, although they do de-
velop ultimately from haemopoietic stem cells.

With regard to pathogens, the immune response
depends on the site of infection and the nature of the
pathogen. All viruses, some bacteria and some pro-
tozoan parasites replicate inside host cells, whereas
many bacteria and larger parasites replicate in extra-
cellular spaces and body fluids. To clear an intracellu-
lar infection, itis necessary to destroy the infected host
cells. Extracellular pathogens are selectively destroyed
and their toxic products neutralized.

Immune responses may be either innate (natural)
or acquired (adaptive). Innate immunity, being ge-
netically determined, is present from birth and is in
full readiness for an attack by invading pathogens.
The innate defence mechanisms act non-specifically
against a wide range of microorganisms and foreign
material and can be mobilized at the site of infection
within hours. The main characteristics and compo-
nents of innate immunity occur in the inflammatory
response. There is no immunological memory; that is,
the response is not dependent upon prior exposure to
a particular infectious agent.

Acquired immunity is not immediately ready to
combat a foreign invader that has never previously
entered the body; it develops over a long period only
after invasion by a novel intruder. However, once an
acquired immune response has occurred, the body ac-
quires the capacity to recognize and destroy that par-
ticular invader very rapidly the next time it is encoun-
tered, and the individual is now said to be immune to
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it. Not only is there an immunological memory, but
the response to the particular invader on subsequent
occasions is much more vigorous and effective than
the response to the first encounter.

Itis well documented that a decline in immune func-
tion takes place with advancing age (Walford, 1980).

5.2 Innate immunity

Innate immunity is conferred by the physical barriers
of the skin and mucous membranes and by cellular
and humoral defence mechanisms.

5.2.1 Barriers imposed by the skin and
mucous membranes

Intact skin is a resistant barrier because the outer
horny layer of keratin is impenetrable to most micro-
organisms. The skin is further protected by sebaceous
secretions and sweat which contain bactericidal and
fungicidal fatty acids. In the respiratory tract, mucus
containing entrapped particles is constantly being
swept by the action of cilia towards the oropharynx
where it is swallowed. The acidic pH of the stomach
contents destroys most microorganisms.

5.2.2 Cells of the innate immune system

The cell types involved in the innate immune system
include phagocytes, natural killer cells, mast cells and
platelets.

Phagocytes

Phagocyticleucocytes are classified into two main types,
according to the shape of their nuclei. Mononuclear
phagocytes have a simple-shaped nucleus and polymor-
phonuclear phagocytes or granulocytes have a bi- or
multi-lobed nucleus. Phagocytes engulf foreign parti-
cles such as bacteria, internalize them and destroy them
in a two-stage process. Firstly, the phagocyte is stimu-
lated to generate lethal reactive oxidants in a biochemi-
cal process known as the respiratory burst; secondly, the
phagocyte releases alarge number of enzymes and other
bioactive molecules from intracellular storage granules
called lysosomes. This release of lysosomal products is
known as degranulation. The lysosomal products are
responsible for digesting the bacteria which have been
killed by the reactive oxidants.
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Mononuclear phagocytes

These cell types include macrophages and their pre-
cursors, monocytes. Monocytes circulate in the blood
but in time they migrate to the tissues where they dif-
ferentiate into macrophages.

Polymorphonuclear phagocytes

These cell types are subdivided into neutrophils,
basophils and eosinophils on the basis of the affinity
of their granules for the acidic and basic dyes used in
histology. Neutrophils [commonly referred to in the
literature as PMN (polymorphonuclear leucocytes)]
outnumber by far all other types of phagocyte in
human peripheral blood. Eosinophils are particularly
effective against extracellular parasites. Basophils are
not obviously phagocytic, their main function being
secretion of soluble molecules that mediate inflam-
matory responses.

Macrophages

These cells are able to carry out a remarkable array
of different functions and are an important link
between the innate and acquired immune systems.
In the absence of a stimulus, macrophages remain
relatively quiescent at a particular site and in this
state they are known as resident macrophages. Resi-
dent macrophages line the body cavities and blood
capillaries where they can make early contact with
invading pathogens. They acquire characteristic
morphologies and specialized functions depending
on where they are localized. Examples of resident
macrophages are Kupffer cells (liver), osteoclasts
(bone), microglia (brain), mesangial cells (kidney),
alveolar macrophages (lung) and peritoneal macro-
phages (lining the peritoneal cavity). Resident mac-
rophages possess a variety of cell surface receptors
which allow them to respond to specific stimuli very
rapidly. A variety of inflammatory agents stimulate
the resident macrophages to develop into inflamma-
tory macrophages, which express a greater number of
receptors and secrete in copious amounts a variety
of products involved in the inflammation process.
Among these products are protein components of the
complement system, various coagulation factors and
proteolytic enzymes. Both resident and inflammatory
macrophages can be stimulated during acquired im-
mune responses to become activated macrophages,
now with a greatly enhanced ability to destroy certain
pathogens and some types of tumour cells.

Natural killer cells

Found in blood, liver and spleen, these large non-
phagocytic cells kill virally infected host cells and
tumour cells extracellularly by the spontaneous re-
lease of various cytotoxic molecules. Perforins and
cytolysins insert themselves into the plasma mem-
brane of target cells where they polymerize to form
transmembrane pores. The passage of ions through
these pores disturbs the osmotic equilibrium and
water rapidly enters the cell, causing the cell to swell
and eventually burst. Other molecules enter the target
cell and cause apoptosis by enhanced fragmentation
of its nuclear DNA. Recognition of target cells is
aided by receptors to glycoproteins which appear on
the target cell membrane following viral infection or
oncogenic transformation.

Mast cells

The cytoplasm of these cells is full of membrane-
bound granules containing a variety of preformed
mediators that produce inflammation in surround-
ing tissues. It is mainly the mast cells that release vaso-
active amines (e.g. histamine and bradykinin) during
acute inflammation. Mast cells are often situated next
to arterioles, so that the amines can immediately cause
vasodilation when released in response to injury or
infection.

Platelets

These are fragments of megakaryocytes, which pass
from the bone marrow into the bloodstream. Platelets
contribute to the inflammatory response through the
release of vasoactive amines and various cytokines.
The role of platelets in haemostasis is discussed in
Section 4.4.2.

5.2.3 Phagocytosis

Circulating phagocytes are directed to the site of
infection by chemotaxis and attach to the surface of
the particle to be engulfed. They recognize a particle
as being foreign usually because the particle has been
coated (opsonized) with an opsonin, which binds to
a specific receptor on the surface of the phagocyte.
The C3b fragment of the C3 complement protein
is such an opsonin (Section 5.2.6). The edges of the
plasma membrane around the points of attachment
extend outward to engulf the particle, finally enclos-
ing it within a vacuole called the phagosome. The



energy required for particle engulfment is derived
from glycolysis (Selvaraj & Sbarra, 1966). Actin and
other contractile fibrils in the cytoplasm surround
the phagosome around its outer edge, pushing it to
the interior. When the phagocyte is activated by any
one of a number of signal molecules, an unusual en-
zyme, NADPH oxidase, comes into play. This enzyme,
which is bound to the phagosome membrane and to
the plasma membrane, begins to generate superoxide
—aprecursor of several microbicidal oxidants. Almost
simultaneously, the membrane of the phagosome
fuses with the unit membrane of adjacent lysosomes,
the fused membranes rupture, and the lysosomal
contents are discharged into the enlarged vacuole,
now called a phagolysosome. Lysosomal contents also
leak into the extracellular fluid, with the potential for
damage to local host cells.

The selective discharge of lysosomal enzymes (but
not cytoplasmic enzymes) from human neutrophils
in response to immunological stimuli is regulated by
the opposing actions of intracellular cyclic GMP and
cyclic AMP (Ignarro & George, 1974). Cyclic GMP,
in the presence of calcium, mediates the discharge
of lysosomal enzymes, whereas cyclic AMP inhibits
the discharge. Many cellular functions are similarly
regulated by the opposing effects of these two cyclic
nucleotides. Cellular concentrations of cyclic GMP
and cyclic AMP, and thus cellular functions, can be
influenced by hormones and neurotransmitters. For
example, acetylcholine promotes the accumulation
of cyclic GMP and thus enhances lysosomal enzyme
discharge, while adrenaline and histamine promote
the accumulation of cyclic AMP and inhibit enzyme
discharge.

The respiratory burst

The toxic reactive oxidants produced by phagocytes
fall into two classes: oxidizing radicals, such as the
hydroxyl radical ("\OH), and oxidized halogens, such
as hypochlorous acid (HOCI). The oxidants are gen-
erated ultimately from oxygen, which is converted
to superoxide (O,*) through a metabolic pathway
aptly called the respiratory burst. As far as is known,
this pathway is unique to phagocytes. Activation of
NADPH oxidase reduces molecular oxygen to su-
peroxide by electron transfer from NADPH. The in-
creased oxygen consumption is due to the oxidation
of glucose-6-phosphate via the hexose monophos-
phate shunt to produce the required NADPH.
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20, + NADPH — 20, + NADP* + H* (5.1)

The phagocytes are stimulated to initiate the respi-
ratory burst by many agents, including opsonized
particles, the complement fragment C5a, leukotriene
B, (produced by stimulated phagocytes) and N-
formylated oligopeptides of bacterial origin that are
actively secreted or are released by lysis of dead organ-
isms (Babior, 1984).

The superoxide dismutates to hydrogen peroxide
which, being relatively stable, diffuses to more distant
sites and extends the range of antimicrobial action.
Superoxide and hydrogen peroxide are only moder-
ately reactive and the cellular damage resulting from
the respiratory burst is due to the conversion of either
products to more highly reactive oxidants. For exam-
ple, hydrogen peroxide breaks down in the presence
of free transition metal ions (e.g. Fe?*) to produce the
highly reactive hydroxyl radical; this is lethal to many
pathogens, including large parasites that the phago-
cytes cannot engulf.

Lysozyme

Lysozyme, one of the lysosomal enzymes released by
phagocytes, lyses bacteria by splitting sugars off the
peptidoglycan component of the bacterial cell wall.
Gram-positive bacteria (e.g. Staphylococcus aureus) are
easily lysed by lysozyme, as their cell wall is composed
almost exclusively of peptidoglycan. Pure cultures of
Gram-negative bacteria (e.g. Escherichia coli), on the
other hand, are resistant to lysis because their surface
layers of lipopolysaccharides, proteins and lipids
make the underlying peptidoglycan inaccessible to
the lysozyme. Nevertheless, Gram-negative bacteria
are killed by phagocytes. Studies by Miller (1969) sug-
gest that reactive oxidants generated by the respiratory
burst during phagocytosis disrupt the integrity of the
outermost layer of Gram-negative bacteria, allowing
lysozyme to reach its substrate. The reactive oxidants
cause bacterial death and the effects of lysozyme per-
mit subsequent digestion of the dead bacterium.

The myeloperoxidase-hydrogen peroxide—halide
system

The lysosomes of most phagocytes, with the notable
exception of macrophages, contain peroxidases that
catalyse the formation of hypochlorous acid (HOCI)
from hydrogen peroxide produced by dismutation of
superoxide during the oxidative burst of phagocytosis.
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H,0,+H"+ Clr— HOCI+ H,0 (5.2)

Theoretically, any of the halides (Cl, Br, I") and the
pseudohalide (SCN-) can participate in reaction 5.2.
Chloride is most probably used at most sites in the
body because its plasma concentration is more than a
thousand times that of the other halides.

In the case of neutrophils and monocytes, the en-
zyme is myeloperoxidase, whereas in eosinophils it is
eosinophil peroxidase; macrophages contain neither
of these peroxides. The hypochlorous acid damages
invading catalase-negative microorganisms by oxi-
dizing a wide range of biomolecules (e.g. thiols and
amino compounds), destroying the biological activity
of nucleotides such as ATP, and inactivating certain
redox enzymes (e.g. haem-containing enzymes).
Catalase-positive microorganisms are able to prevent
the formation of hypochlorous acid and thus are not
susceptible to attack by this oxidant.

Chloramines

Hypochlorous acid reacts rapidly and spontaneously
with primary or secondary amines that are either
released from the neutrophil itself or are present in
the surrounding medium, thus generating a family of
chloramines. In general, chloramines are less power-
ful oxidants than hypochlorous acid itself, but they
are able to chlorinate or oxidize a wide range of target
molecules (Weiss, 1989).

R’RNH + HOCIl — R'RNCI + H,0 (5.3)

Nitric oxide

Phagocytes, including macrophages, can produce
nitric oxide, which is toxic to bacteria and tumour
cells. Cytotoxicity is attributable to the nitric oxide
combining with iron-containing moieties in enzymes
concerned with DNA synthesis and essential meta-
bolic processes in the target cells.

5.2.4 Self-protection of phagocytes

The phagocytes themselves are susceptible to attack by
the reactive oxidants that they produce. However, they
are able to defend themselves against self-destruction,
at least to a limited extent. The antioxidant systems
of the phagocytes include superoxide dismutase,
which converts superoxide to oxygen and hydrogen
peroxide; catalase and glutathione peroxidase, both

of which reduce hydrogen peroxide to water; and
other antioxidants, such as o-tocopherol and ascorbic
acid. These systems protect neutrophils long enough
for them to deliver their lethal cocktail of toxins to
extracellular and phagocytosed pathogens, but after
phagocytosis the neutrophils die. Macrophages live
much longer than neutrophils and can phagocy-
tose during their whole life span by resynthesis of
lysosomal enzymes. Macrophages are therefore better
protected against self-destruction, possibly by their
ascorbic acid content, which is about twice as high as
that of neutrophils and monocytes (Schmidt & Moser,
1985).

5.2.5 Defects of phagocytic cell function

Chronic granulomatous disease

The importance of the respiratory burst as a means of
destroying pathogens is underlined by the appearance
of chronic granulomatous disease (CGD). This dis-
ease is caused by a genetic defect of NADPH oxidase in
phagocytes and consequent failure to generate super-
oxide. The disease manifests as excessive susceptibility
to pathogenic organisms positive for catalase. Cata-
lase-negative organisms are not a problem because
they cannot detoxify the hydrogen peroxide they
produce during growth; therefore, these organisms
are quickly eliminated. Patients with CGD typically
develop serious infections with Staphylococcus aureus,
Gram-negative bacilli and fungi, but not with routine
upper respiratory bacterial pathogens or usual child-
hood viral pathogens (Wolf & Keusch, 1999).

Chediak-Higashi syndrome

Patients with the Chediak—Higashi syndrome suf-
fer frequent and severe pus-forming infections that
are secondary to impaired microbicidal activity of
neutrophils. This impairment appears to be related
to delayed delivery of lysosomal contents into phago-
somes and may arise from abnormal assembly of
microtubules. The diminished chemotaxis observed
in the syndrome may also be caused by impaired
microtubular function (Boxer et al., 1976). There is
experimental evidence suggesting a functional link
between chemotactic activation as well as degranula-
tion of phagocytes and post-translational fixation of
tyrosine into the alpha-chain of tubulin catalysed by
tyrosine ligase (Schmidt & Moser, 1985).



5.2.6 Humoral defence mechanisms

Among the many substances in extracellular flu-
ids which destroy microorganisms, complement,
interferons and acute phase proteins are produced in
response to infection.

Complement

Complement is a collective term for at least 25
proteins that indirectly elicit various biological ef-
fects upon the immune system. These complement
components are produced primarily in the liver and
circulate in the blood and extracellular fluid, normally
in low concentration. The circulating components are
present in their inactive, precursor forms. There are
two pathways of complement activation, the classical
and the alternative. Although both pathways share
some common components, they differ in the ways
in which they are initiated. The classical pathway
requires antigen—antibody complexes for initiation,
and therefore defends the body against a specific in-
vader. The alternative pathway is initiated by various
substances, including the cell walls of some bacteria; it
therefore has a non-specific defensive role.

The protein components of the classical pathway
of activation are each assigned a number and react
in the order: Clq, Clr, Cls, C4, C2, C3, C5, C6, C7,
C8 and C9. Binding of antigen to antibody unmasks
a specific reactive site on the antibody, which in turn
binds directly with the first component, C1q. This sets
into motion a cascade reaction, with each component
sequentially acting on others. A number of the pro-
teins involved are split into two fragments, designated

Early events

Central events

Fig. 5.1 The two pathways for complement

activation. Late events
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aand b fragments, by the product of the previous step.
The early components of the alternative pathway are
known as factors and are identified by single letters.
C3 participates in both pathways and is cleaved by
separate convertases to C3a and C3b (Fig. 5.1). The
binding of C3b to the surfaces of microorganisms and
antigen—antibody complexes stimulates the cleavage
of more C3 by positive feedback, resulting in the rapid
deposition of many molecules of C3b. The binding of
C3b to a surface is the key step in the distinction of
self from non-self by complement. Self cell surfaces
are protected by molecules that effectively limit C3b
deposition; non-self surfaces lack such proteins.

In the later stages of activation, the alternative path-
way uses identical components to the classical path-
way, i.e. components C5 through to C9. The terminal
reaction sequence is non-enzymatic and produces a
complex comprising components C5b and C6—C9
(designated C5b6789). This end-product, known as
the membrane-attack complex, has a direct effect of
lysing the cell membranes of a variety of bacteria and
viruses. The binding of C7 to C5b6 during complex
assembly marks the transition of the complex from a
hydrophilic to a hydrophobic state. This allows C5b67
to be inserted into the membrane lipid bilayer at the
focus of complement activation. Formation of the
pore-forming macromolecule is completed by the
binding of C8, followed by a stepwise addition of up
to 14 C9 monomers.

Specific stages of the complement activation cas-
cade are controlled by regulatory molecules. In ad-
dition, a number of proteins present in body fluids
prevent lysis of healthy cells by binding to fluid phase

Classical pathway Alternative pathway

| c3 |
| 1 1
\j X \J
C3 convertase —— ! -+—— (3 convertase
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C5b67. The cells of the host’s immune system can
endocytose and exocytose portions of membrane
containing membrane-attack complex and are thus
relatively resistant to lysis.

The membrane-attack complex is effective in lysing
most, but not all, Gram-negative bacteria. Gram-posi-
tive bacteria are generally resistant because the thick
peptidoglycan layer in their cell wall prevents insertion
of the membrane-attack complex into the lipid bilayer.
Viruses, being enveloped in a membrane that is largely
derived from the plasma membrane of the infected host
cell, are susceptible to complement-mediated lysis.

In addition to producing cell lysis, activation of the
complement system yields fragments of components
that possess various important biological activities.
The amplification that occurs with C3 activation
results in a coating of C3b on antigens (e.g. bacteria)
and on antigen—antibody complexes. Phagocytic
cells carry receptors for C3b and are therefore able
to recognize and bind the coated particles (Fig. 5.2).
Thus the coating of foreign particles by fragments of
complement proteins results in the particles being
phagocytosed more readily and ultimately destroyed.
This process — enhancement of phagocytosis by the
deposition of an opsonin (e.g. C3b) on the antigen
— is known as opsonization. Phagocytosis is further
aided by adherence of the coated particles to the
endothelium of blood vessels. Encapsulated bacteria
such as Streptococcus pneumoniae evade phagocytosis
because the capsule prevents interaction between C3b
deposited on the cell membrane and the CR1 receptor
on phagocytic cells.

Two small fragments of complement proteins, C3a
and C5a, bind to receptors on mast cells and induce
degranulation. The release of histamine and other
vasoactive mediators from the granules contributes to
the inflammatory response. Fragment C5a also causes
chemotactic migration of neutrophils and macro-
phages toward the site of complement activation.

Interferons

Interferons are included among the cytokines — solu-
ble proteins that act as signalling molecules between
different types of cells (Section 5.5). Interferons
(specifically IFN-o and -B) induce a state of antiviral
resistance in uninfected tissue cells. When a cell is in-
fected with a virus, it secretes interferon which then
binds to receptors on uninfected neighbouring cells.
This binding of interferon induces the synthesis of
enzymes that inhibit translation and destroy mRNA,
therefore the virus cannot replicate. The virally in-
fected cell is thus isolated from healthy cells and the
virus is unable to spread.

Acute phase proteins

Acute phase proteins are so-called because their
normally low concentrations in serum can rise over
1000-fold during an infection. They are processed in
the liver in response to stimulation by cytokines such
as interleukin-1. Interleukin-1 in turn is produced by
macrophages in response to stimulation by microbial
productssuch aslipopolysaccharide (endotoxin). One
important acute phase protein is C-reactive protein
which binds to the phosphorocholine residues in the

Opsonization Binding Phagocytosis
—»
complement  bacterium complement  phagocyte
fragment receptors cell
(C3b or C4b)

Fig. 5.2 Steps in the uptake of a particle such as a bacterium opsonized by a fragment of complement protein.



cell wall of certain microorganisms and is very effi-
cient at activating the classical complement pathway.

5.3 Inflammation

Inflammation is the manifestation of the body’s
response to tissue injury, whether caused by infec-
tion, physical trauma, chemicals or heat. It is often
considered in terms of acute inflammation and
chronic inflammation. The inflammatory response
is immensely complex and no attempt is made here
to describe it in full. We will focus instead upon the
physiological actions of selected inflammatory me-
diators that have relevance to the immunogenic prop-
erties of certain vitamins (vitamins A, D, E, B, and C;
see relevant chapters).

5.3.1 The inflammatory response

The purpose of an inflammatory response is to bring
fluid, proteins and cells from the blood into the dam-
aged tissues, where they effect host defence and repair.
The main events that facilitate this are dilation of
the arterioles to increase blood flow to the affected
area; increased permeability of venules, which allows
plasma fluid to pass through the endothelium; and
migration of leucocytes across venular endothelium
to the site of injury. The classical signs of inflamma-
tion — redness, heat, swelling and pain — are a direct
result of these events.

The acute vascular response to infection takes place
within seconds of the initial stimulus, and lasts for
some minutes. Mast cells are stimulated to release
preformed molecules from storage granules. Some of
these molecules (e.g. histamine) are vasoactive, while
others are chemotactic. Platelets also release vasoac-
tive amines, as well as coagulation factors which lead
to localized fibrin deposition.

The acute cellular response takes place over the next
fewhours. The first of the phagocytic cells to actare the
resident macrophages already present in the affected
area. When stimulated by products from the inflamed
tissue, these cells enlarge and break away from their at-
tachments, once again becoming mobile macrophages
with phagocytic activity. Polymorphonuclear phago-
cytes (mainly neutrophils) from the bloodstream ar-
rive on the scene by the controlled process of migra-
tion. In this process, capillary endothelial cells close to
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inflammation sites are induced to produce adhesion
molecules on their luminal surface. The phagocytes
passing through the capillaries also have adhesion
molecules on their surface. Interaction between the
respective adhesion molecules causes the phagocytes
to stick to the endothelium. The phagocytes are then
activated to squeeze between the endothelial cells and
to secrete collagenases and other enzymes in order to
‘digest’ their way through the basal lamina. Having
now reached the tissue, the phagocytes are guided
to the inflammation zone by chemotactic molecules.
Cells of inflamed tissues increase their synthesis of
heat shock proteins in response to the thermal stress,
despite a decrease in total protein synthesis.

If the infection is sufficiently severe, a chronic
cellular response may follow over the next few days.
Circulating monocytes arrive and enlarge to become
macrophages. More leucocytes are made available
through mobilization of bone marrow stores. Finally,
after days or weeks, in-growth of fibrous tissue helps
in the healing process.

If the inflammatory response is unable to destroy
the infectious agent or to completely remove all of
the accumulated products, the affected area is walled
off from the surrounding healthy tissue by granulo-
matous tissue. A ball of cells known as a granuloma
is formed when macrophages and lymphocytes, and
later epitheloid cells and giant cells, surround the af-
fected area.

Inflammatory diseases such as rheumatoid arthritis
arise because the host’s immune system fails in some
way to regulate the inflammatory response.

5.3.2 Mediators of the inflammatory
response

The inflammatory response is mediated by chemicals
released from cells of the tissue and from cells of the
immune system. An important early phase mediator
is histamine, which is released from the storage gran-
ules of mast cells and also by platelets within seconds
of initiation. Later, about 6—12 hours after initiation,
vascular events are mediated by prostaglandins and
leukotrienes, which are products of arachidonic acid
metabolism. These molecules are newly synthesized
and secreted by a wide variety of cell types in response
to an appropriate stimulus. Cytokines (Section 5.5)
are importantin signalling between cells as inflamma-
tory reactions develop.
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Histamine

Histamine induces relaxation of the smooth muscle
walls of pre-capillary arterioles, causing the vessels
to dilate and thereby increasing blood flow; this pro-
duces the redness and heat. Histamine also causes re-
traction of endothelial cells in post-capillary venules,
forming intracellular gaps; the resultant increase in
permeability leads to oedema (leakage of plasma into
the interstitial space) and produces the swelling and,
in part, pain. These effects on the blood vessels are
mediated through stimulation of histamine type 1
(H1) receptors.

Histamine also participates in immune suppression
through stimulation of histamine type 2 (H2) recep-
tors on neutrophils and suppressor T cells (Section
5.6). Thus histamine may have either an amplifying or
an inhibiting effect on the inflammatory response, de-
pending upon the stage of inflammation and whether
H1 or H2 receptors are stimulated.

Excess histamine leads to hypersensitivity and antihis-
tamine therapy is well known for alleviating conditions
such as hay fever and inflammatory skin disorders.

Prostaglandins

The prostaglandins are a family of lipids that are
synthesized from arachidonic acid, a 20-carbon un-
saturated fatty acid component of cell membrane
phospholipids. They are produced in every tissue in
the body and act as local hormones in the immediate

Hormone

Phospholipid
in cell membrane

Phosphohpase COOH  oq,
PGHS

Arachidonic acid

area of their production and release. Prostaglandins
do not exist free in tissues, but have to be synthesized
and released in response to an appropriate stimulus.
Their biological activity is incredibly diverse and,
as far as immunoregulation is concerned, some are
stimulatory and some are inhibitory. One particular
prostaglandin, PGE,, increases the vasoactive and
chemotactic properties of several other mediators of
the inflammatory response.

The biosynthesis of prostaglandins involves sev-
eral sequential steps as shown in Fig. 5.3. The first
step is the hormone-induced release of arachidonic
acid from membrane phospholipids. In many cells,
most of the arachidonic acid is generated directly
through the hydrolytic action of phospholipase A ;
alternative, indirect pathways involve phospholi-
pases C and D (Smith, 1992). The arachidonic acid
undergoes a cyclooxygenation to form a peroxide,
PGG,, and this in turn is reduced to a transient hy-
droxyendoperoxide, PGH,, by peroxidation. These
two reactions are catalysed by dual cyclooxygenase
(COX) and peroxidase functions of prostaglandin
H synthase (PGHS). PGH, is converted to one of
a series of possible prostanoid products, including
prostaglandins. COX is the rate-limiting enzyme in
prostaglandin biosynthesis and requires hydroper-
oxide as an activator. In general, this process is cell-
specific with differentiated cells producing only one
of the major prostanoids in abundance. PGE,, for
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H
0 JPGHS
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_— // / _
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Fig. 5.3 Biosynthesis of prostaglandin E,. PGHS, prostaglandin H synthase.



example, is formed by simple molecular rearrange-
ment (isomerization).

Leukotrienes

One of this family of mediators, LTB4, induces de-
granulation of mast cells (releasing histamine), and
causes the chemotaxis and/or chemokinesis of a
number of cell types, including neutrophils.

Cytokines

The cytokines interleukin-1, interleukin-6 and tu-
mour necrosis factors have overlapping biological
activities and mediate multi-functional inflammatory
effects. In combination, they trigger the synthesis of
the acute phase proteins.

5.4 Acquired immunity

Acquired immune responses are directed specifically
against antigenic determinants or epitopes. An anti-
genic determinant is a constituent part of an antigen,
an antigen being any material that is recognized as
foreign by the acquired immune system. Epitopes are
characteristic three-dimensional chemical groups on
the surfaces of microorganisms and foreign material.

The acquired immune response takes two forms:
(1) cell-mediated responses result from the actions of
different types of cells and (2) humoral responses are
mediated in part by circulating antibodies.

5.4.1 Cell-mediated responses

Lymphocytes
The predominant cell type in the acquired immune
system is the lymphocyte — a non-phagocytic, motile
cell which is found mainly in the lymphoid tissues.
Unlike cells of the innate immune system, which have
non-specific recognition systems, lymphocytes have
unique antigen-recognizing receptors inserted into
their plasma membranes, enabling the lymphocytes
to recognize specific pathogens. Therefore, before
exposure to antigen, there exists in an individual vast
numbers of lymphocytes, each with a different anti-
gen-binding specificity governed by the molecular
conformation of its receptor.

Inthe absence of animmune response, lymphocytes
are in an inactive or ‘resting state’ When an immune
response is triggered, for example during a virus in-
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fection, lymphocytes that can respond to the virus
become activated to carry out their specific func-
tions. After they have been activated, the lymphocytes
proliferate and become much larger cells called lym-
phoblasts. Activation signals that trigger this event
(blastogenesis) are delivered by immunostimulatory
cells, particularly dendritic cells. Once the immune
response has ceased (for example, because the virus
has been successfully eliminated) the lymphoblasts
are transformed back to inactive lymphocytes.
However, some of them form part of a population of
‘memory’ cells which constantly recirculate through
the blood and lymph. Memory cells are specific for the
particular virus; they are able to mount a vigorous and
effective secondary response should the same virus be
encountered in the future.

There are two functionally distinct types of lym-
phocytes — B lymphocytes (B cells for short) and T
lymphocytes (T cells). In adult mammals, B cells de-
velop in the bone marrow before they enter the blood
as mature cells. T cells, however, develop only partly
in the bone marrow: T cell precursors leave the mar-
row and travel via the blood to the thymus where they
complete their development. The bone marrow and
thymus are called primary lymphoid tissues because
mature lymphocytes are actually produced at these
sites. The mature B and T cells then enter the blood-
stream and travel to secondary lymphoid tissues,
which include the spleen and lymph nodes.

B lymphocytes

Different B cells are genetically programmed to encode
an antibody for a particular antigen. The antibody is
found as a transmembrane protein on the B-cell sur-
face where it acts as the antigen-recognizing receptor.
When the B cell interacts with its specific antigen, it
multiplies and differentiates into a plasma cell, which
then produces and secretes antibody in a soluble form.
The soluble antibody has the same molecular structure
as the B-cell receptor, except for the extreme carbon-
terminal end. The soluble antibody circulates in the
blood and other body fluids and recognizes native (i.e.
unmodified) antigenic determinants on bacteria or
foreign materials occurring freely in the body fluids.

T lymphocytes

T cells are divided into major subsets which have ef-
fector and regulatory functions. These subsets are cy-
totoxic T cells, helper T cells and suppressor T cells.
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Cytotoxic T cells are effector cells that bind to host
tissue cells infected by viruses and other intracellular
pathogens, and then perforate their cell membranes
by secretion of hole-forming perforins and cytolysins.
In addition, the cytotoxic T cells release cytotoxic sub-
stances directly into the attacked cell. Almost imme-
diately, the cell becomes greatly swollen, and it usually
dissolves shortly thereafter.

Various regulatory helper T cells are stimulated by
B cells, dendritic cells and macrophages to produce
cytokines, which act upon all immune cells to regulate
their function. For example, one group of helper cells
helps resting cytotoxic T cells to become cytotoxic;
another group helps resting B cells to divide, differ-
entiate into plasma cells and make antibody; and a
third group helps mononuclear phagocytes to destroy
pathogens they have taken up.

Suppressor T cells are those T cells that release
soluble inhibitors of the immune system, such as
transforming growth factor-p.

Antigen presentation

Because viruses and other intracellular pathogens
are enveloped within the cells of host tissues, the cell
needs to be able to display antigens on the plasma
membrane where they can be recognized by T cell
receptors. The host cells accomplish this by antigen
presentation (Fig. 5.4). Inside the infected cell, protein
antigens are degraded to small peptides which then
become bound to a self molecule called an MHC mol-
ecule. MHC molecules are encoded in a set of genes
known as the major histocompatibility complex
located within one chromosome of the tissue cell or
phagocytic cell. The peptide-MHC complex is trans-
ported to the cell surface where it is specifically recog-
nized by T cell receptors. This method of recognizing
cell-associated antigens — MHC-restricted antigen
recognition — is unique to T cells. Antigen presenta-
tion is also carried out by so-called accessory cells of
the immune system, particularly by macrophages and
dendritic cells.

Approximately 90-95% of circulating T cells are
of the of type, in which the antigen receptor is a
heterodimer of two polypeptides (o and B). Most of
the off cells contain either CD4 or CD8 co-receptor
molecules in addition to a common CD3 co-receptor.
Cells which carry the CD4 co-receptor (CD4" T cells)
are mainly helper T cells, while those which carry the
CD8 co-receptor (CD8* T cells) are predominantly

T-cell recognition of antigen

infected host cell

antigen peptide

MHC molecule
presents peptide

antigen peptide
bound to MHC
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T-cell receptor
recognizes MHC
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[ Tecell

Fig. 5.4 Activation of T lymphocytes by antigen presentation. See text
for details.

cytotoxic. CD4" and CD8" T cells recognize antigens
in association with different classes of MHC molecules
(class IT and class I, respectively). CD4* T cells are fur-
ther divided into Th1 and Th2 subsets on the basis of
their patterns of cytokine secretion. Th1 cells mediate
several functions associated with cytotoxicity and are
thus important for dealing with intracellular patho-
gens. Th2 cells are more effective at stimulating B cells
to proliferate and produce antibodies; they therefore
function primarily to protect against free-living mi-
croorganisms. Prostaglandin E, plays a regulatory role
in maintaining the balance in activity between the Th1
and Th2 subsets (Phipps et al., 1991).

The LFA-1/ICAM-1 adhesion system

For a T cell to enter an inflamed or infected tissue, it
must first adhere to the endothelium of a blood ves-
sel at that site, and cross the vessel wall by extravasa-
tion. Adhesion and extravasation are mediated by the
interaction of adhesion molecules expressed on the
endothelial cells with cell surface receptors (integrins)
on the T cells. An important endothelial adhesion
molecule is the intercellular adhesion molecule-1
(ICAM-1), a cell-surface glycoprotein and member
of the immunoglobulin gene superfamily. Although



weakly expressed in non-stimulated cells, ICAM-1
expression is strongly increased by pro-inflammatory
cytokines such as IL-1B, IFN-y and TNF-q, as well as
by bacterial lipopolysaccharides and phorbol esters.
ICAM-1 interacts with lymphocyte-function-associ-
ated antigen-1 (LFA-1),a member of the B, subfamily
of integrins, which is constitutively expressed by
lymphocytes and other cells of the immune system. In
addition to its role in adhesion and extravasation of T
cells, the LFA-1/ICAM-1 adhesion system is impor-
tant for antigen presentation (Altmann et al., 1989).

5.4.2 Humoral responses

Structure and function of antibodies

Soluble antibodies are Y-shaped glycoproteins of the
immunoglobulin (Ig) family synthesized and secreted
by plasma cells in response to antigenic stimulation
of naive B cells. Occurring freely in the blood and
lymph, antibodies act as flexible adapters, allowing
various mediators of the immune system to recognize
specific pathogens and their products and to exert
their action. The body can make several million dif-
ferent antibodies, each one able to recognize a specific
infectious agent.

All antibody molecules consist of four polypeptide
chains — two identical heavy chains and two identical
light chains. Each of the arms of the Y-shaped mol-
ecule represents a Fab region, which binds to antigen;
the stem represents the Fc region, which interacts
with immune system mediators. The terminal half
of each of the Y arms is highly variable in its amino
acid sequence from one antibody to the next, the
remainder of the molecule being relatively constant.
These differences give rise to the terms ‘variable’ and
‘constant’ regions. Immunoglobulins are classified on
the basis of structural differences in the heavy chains.
The most important classes are IgG, IgA, IgM, IgD
and IgE. The constant regions of the heavy chains,
and consequently the class of the antibody, can change
during the course of an immune response, although
the antigen specificity of the antibody is unchanged.
This process is known as antibody class switching and
as a result the effector functions performed by the
antibody will also change.

Phagocytes and natural killer cells, among other
cells, have Fc receptors on their surfaces, allowing
these cells to bind and destroy antibody-coated bac-
teria and tumour cells. Antibodies can also bind to
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the first component (C1q) of the complement system,
thereby activating the complement cascade.

The primary function of an antibody is to bind
antigens. In a few cases this has a direct effect; for
example, neutralization of toxins by blocking active
sites and inhibition of viral attachment to the target
cell or penetration of the cell. In other cases, includ-
ing precipitation of soluble antigen, agglutination of
particulate antigen and activation of the complement
system, secondary effector functions come into play.
These secondary functions result from the formation
of immune complexes between multivalent antigens
and divalent antibody.

The variable region of a particular antibody may
represent a unique structure that has appeared for the
first time within a certain individual. Consequently,
an immune response may be directed against epitopes
on the variable domains. Each of these epitopes is
known as an idiotope and the sum of all the idiotopes
determines the antibody’s idiotype. An immune
response that is elicited by the host’s own antibody
molecules is called an auto-anti-idiotype response
and the ‘anti-antibodies’ that are produced are termed
auto-anti-idiotype antibodies. It has been postulated
(Jerne, 1984) thatidiotype and anti-idiotype antibod-
ies can interact to form a network that can influence
the outcome of an immune response.

Antibody responses to different types of antigen
In general, B cell responses to complex protein anti-
gens require helper T cells; these responses and the
antigens that elicit them are described as T-dependent
(TD). TD responses fall into two categories, primary
and secondary antibody responses. B cells can also
respond to other types of antigen in the absence of T
helper cells, in which case the responses and antigens
are described as T-independent (TI). TI responses
are usually unable to elicit a secondary response. T1
and TD antigens can be distinguished according to
whether or not, respectively, they can stimulate an-
tibody production in the athymic mouse (mutants
without a functional thymus).

T-dependent (TD) responses

An animal’s first exposure to a TD antigen elicits a pri-
mary response, during which selected B cells undergo
differentiation and clonal expansion to become anti-
body-secreting plasma cells. At the same time, other
B cells (and T cells) differentiate and proliferate to
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become memory cells. The primary response is char-
acterized by a lag phase and the production of mainly
the IgM class of antibody. IgM is particularly effective
in activating the complement cascade (15 times more
so than IgG). If the antigenic determinant is present
on a pathogenic microorganism, complement may
either kill the organism directly or stimulate phago-
cytosis via complement receptors on phagocytes.
After a plateau of antibody production, the response
declines.

Once primed during the primary response, an ani-
mal can produce a more vigorous secondary response
when subsequently challenged by the same antigen.
This is partly due to the fact that the memory cells
produced during the primary response are more
readily activated by antigen than are resting cells. The
lag phase is much shorter, and antibody production
is higher and more persistent compared with the
primary response. B cells expressing receptors with
a higher affinity for antigen are selected for clonal
expansion as the secondary response progresses, a
phenomenon known as affinity maturation. The
switching of antibody class from IgM to other classes
brings other effector functions into play.

T-independent (Tl) responses

TI antigens can be divided into type 1 and type 2 an-
tigens according to whether or not, respectively, they
elicit antibody production in neonatal and xid mice.
The latter mice have a particular X-linked immuno-
deficiency gene called xid which makes them unable
to respond to certain types of antigen.

Type 1 antigens are immunogenic early in life. An
example is the lipopolysaccharide component of
bacterial cell walls. Type 2 antigens are immunogenic
in later life because they have more stringent require-
ments for mature B cells and cytokines. Examples are
polysaccharide capsules of bacteria such as Streptococ-
cus pneumoniae and synthetic polysaccharides like
dextran and Ficoll. In vivo, type 2 antigens localize se-
lectively on marginal zone macrophages in the spleen.

5.5 Cytokines

Cytokines are short-acting signalling molecules which
affect the function of cells of the immune system and
other systems of the body. They are proteins whose

action is mediated by binding to specific receptors
on target cells. Cytokines are not stored preformed
within their cells of origin; rather they are synthesized
by a cell in response to a specific stimulus and im-
mediately secreted. Cytokines exhibit pleiotropism;
that is, a given cytokine can act on many different cell
types. They also display functional redundancy in the
sense that many particular responses are elicited by a
number of different cytokines. This can be explained
by several cytokines sharing at least one chain of a
common multichain receptor.

Cytokines play a crucial role in the amplification
of the immune response because their release from
just a few stimulated cells results in the activation of
multiple cell types, which are not necessarily located
in the immediate area. Different cytokines can either
enhance or inhibit a given immune response. One cell
may synthesize many different cytokines; moreover,
one cell may be the target of many cytokines, each
binding to its own cell-surface receptor. Cytokines
often influence the synthesis of and affect the actions
of other cytokines. An immune response can be fine-
tuned not only by varying the type and amount of cy-
tokine production, but also by regulating the density
and affinity of cytokine receptors.

Cytokines are involved in both innate and acquired
immune responses and exhibit a great diversity of ac-
tion. The various cytokines include interleukins (IL-1
to IL-17), interferons (IFN-0,, -f and -y), transform-
ing growth factor-f (TGF-B), tumour necrosis fac-
tors (TNF-a and -B) and colony-stimulating factors
(CSFs). Interleukins are produced largely by T helper
cells and many are involved in directing cells of the
immune system to proliferate and differentiate. The
overall effect of interferons is to inhibit viral replica-
tion and activate host defence mechanisms. Trans-
forming growth factor-B is a family of three closely
related molecules that stimulate connective tissue
growth and collagen formation, but are inhibitory
to virtually all immune and haemopoietic functions.
The tumour necrosis factors are involved in the acute
phase response to infection and injury, as well as regu-
lation of cell proliferation and differentiation. TNF-o
(cachetin) has multiple effects upon leucocytes and
endothelial cells. TNF-f (lymphotoxin) is cytotoxic
and may play an important role in immunoregula-
tion. Both TNF-o and TNF-f have potent antiviral
effects, which in part may be related to their ability to
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Table 5.1  Examples of some cytokines and some of their functions.

Cytokine Produced by Functions
Interleukin-1 (IL-1) Macrophages Potentiates IL-2 release from activated Th1 cells.
Epithelial cells Stimulates synthesis of acute phase proteins.
Interleukin-2 (IL-2) Th1 cells Stimulates Th1 and B cell proliferation.
Induces secretion of other cytokines from activated T cells.
Interleukin-4 (IL-4) Th2 cells Stimulates Th2 and B cell proliferation.
Mast cells Inhibits proliferation of Th1 cells.
IL-4 activates resting B cells and directs antibody class switching to IgG1 and IgE.
Interleukin-5 (IL-5) Th2 cells Induces growth and differentiation of eosinophils.
Interleukin-6 (IL-6) Th2 cells Causes a generalized increase in Ig synthesis by activated B cells.
Promotes the secretion of IgM and IgG by mitogen-stimulated B cells.
Interleukin-8 (IL-8) Macrophages Chemotactic for neutrophils.
Other cell types
Interleukin-10 (IL-10) Th2 cells Inhibits cytokine synthesis by Th1 cells.
Interleukin-12 (IL-12) B cells Activates natural killer cells.
Macrophages Stimulates differentiation of Th1 cells.

Interferon-oc and -B (IFN-c, -j3)

Interferon-y (IFN-y)

Tumour necrosis factor (TNF-ct)

Many types of leucocyte

Th1 cells
Natural killer cells

Activated macrophages
Other cell types

Antiviral effect.
Increases cellular expression of MHC class | molecules.

Activates macrophages and natural killer cells.

Increases cellular expression of MHC class Il molecules.
Inhibits IL-4-induced proliferation of Th2 cells.

Inhibits IL-4-induced activation and proliferation of B cells.
Inhibits IL-4-induced Ig class switching.

Augments the capacity of macrophages to release IL-1 and PGE,.
Increases adhesion of lymphocytes and neutrophils to endothelial cells.
Enhances proliferation of activated B cells.

Increases antibody production in presence of IL-2.

Th1 and Th2 cells are subsets of CD4* (helper) T cells.
MHC class | molecules participate in antigen presentation to CD8* (cytotoxic) T cells.

MHC class Il molecules participate in antigen presentation to CD4* (helper) T cells.

induce IFN-y. Colony-stimulating factors direct the
maturation of haemopoietic stem cells in the bone
marrow. Examples of some cytokines and some of
their functions are presented in Table 5.1.

5.6 Hypersensitivity

Hypersensitivity is the result of an immune response
that occurs inappropriately or to an exaggerated de-
gree. The immune response can be directed towards
the body’s own tissues (autoimmunity) and towards
transplanted organs. Four main types of hypersen-

sitivity have been defined: types 1, II, III, which are
antibody-mediated, and type IV. Type IV, known as
delayed-type hypersensitivity, results from the action
of cytokines that are produced by activated T helper
cells. The helper cells respond to antigen and MHC
class II molecules on antigen-presenting cells by re-
leasing cytokines that recruit inflammatory cells to
the site where the antigen is localized. The cytokines
include IFN-y, which activates macrophages and
natural killer cells. The response is manifested as tis-
sue swelling and local cellular proliferation. Type IV
hypersensitivity is thought to occur during transplan-
tation reactions.
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5.7 Immune suppression

Immune responses can be suppressed by a variety of
mechanisms, and some examples follow.

1  Oxidant secretory products of phagocytic leu-
cocytes suppress the functional activity of lym-
phocytes (both B and T cells) and natural killer
cells (El-Hag et al., 1986).

2 Suppressor T cells release inhibitory cytokines,
such as TGF-p.

3 IL-2 regulates the expression of its own receptors
on T lymphocytes.

4 High concentrations of soluble antibody block
the antigen-recognizing receptors (membrane-
bound antibody) on B lymphocytes. The con-
sequent inability of the B cells to recognize their
specific antigen renders them unable to differen-
tiate and produce soluble antibody.

5 Antibodies may be regulated by idiotype—anti-
idiotype interactions.

6  Macrophages can produce prostaglandins, which
non-specifically inhibit lymphocyte responses.

7 Cortisolinhibits the proliferation of lymphocytes
and induces the production of TGF-f.

Histamine, after first mediating the immune re-
sponse, helps to suppress it by activating suppressor
T cells that have H2 receptors (Griswold et al., 1984,
1986). In neutrophils, stimulation of H2 receptors by
histamine promotes an increase in intracellular levels
of cyclic AMP, which lowers chemotactic responsive-
ness (Anderson et al., 1977) and inhibits release of
lysosomal enzymes (Busse & Sosman, 1976).

5.8 Neuroendocrine modulation of
immune responses

It has long been known that stressful conditions can
suppress immune functions, reducing the ability of
an individual to recover from infection. This can be
explained by the fact that the neuroendocrine and
immune systems are interconnected, forming an
integrated system with common mediators and re-
ceptors. Cells of the immune system have receptors
for many hormones, hormone-releasing factors and
neurotransmitters — evidence that these molecules
regulate immune responses. Moreover, immune cells
themselves produce hormones and endorphins.

The interplay between the neuroendocrine and im-
mune systems is bi-directional, as exemplified by the
control of cortisol release from the adrenal glands dur-
ing stress. Cortisol has well-known anti-inflammatory
properties and it also suppresses the immune system.
The signal for the release of cortisol originates in the
brain. Electrical signals generated in the brain, and also
IL-1 and IL-6 synthesized in brain cells, stimulate the
hypothalamus to produce corticotrophin-releasing
hormone (CRH), which induces the anterior lobe of
the pituitary gland to release adrenocorticotrophic
hormone (ACTH). CRH can also induce lymphocytes
to produce their own ACTH. The ACTH is released
into the bloodstream and, on reaching the target organ
(adrenal glands), stimulates the adrenal cells to secrete
cortisol. At excessive concentrations, ACTH inhibits
the release of CRH and ACTH by negative feedback to
the hypothalamus and anterior pituitary gland.
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The Genetic Control of Protein Synthesis
and its Regulation by Nuclear Hormone

Receptors

Key discussion topics
6.1 Functional structure of DNA
6.1.1 Base pairing and the genetic code
6.1.2 Nucleosomal DNA
6.2 Role of RNA in protein synthesis
6.3 Gene expression
6.4 Mutation and polymorphism
6.5 Basal transcription
6.5.1 The core promoter
6.5.2 General transcription factors
6.5.3 Formation of the pre-initiation complex
and subsequent events
6.6 Regulated transcription
6.6.1 Enhancers and silencers
6.6.2 Activators and coactivators
6.6.3 The RNA polymerase Il holoenzyme
6.6.4 Chromatin remodelling

Key discussion topics

e Chromatin structure and modification have major
controlling roles in transcriptional regulation.

e Regulated transcription requires the participation
of a multitude of regulatory proteins working under
combinatorial control.

6.1 Functional structure of DNA
6.1.1 Base pairing and the genetic code

The DNA molecule is made up of two polynucleotide
strands twisted together into a double helix. Each
nucleotide residue consists of a five-carbon sugar

6.6.5 Repressors and co-repressors
6.6.6 Interaction of regulatory transcription
factors
6.7 Jun, Fos and the AP-1 complex
6.8 Nuclear hormone receptors as regulators of
protein synthesis
6.8.1 Steroid hormones
6.8.2 Classification of nuclear hormone re-
ceptors into types | and Il
6.8.3 Hormone response elements
6.8.4 Classification of steroid-responsive genes
6.8.5 Receptor domains
6.8.6 Structural basis for ligand binding to
receptor
6.8.7 Repressive effect of COUP-TF
Further reading
References

e Signal transduction pathways convert transient
cell-surface stimuli into a long-term transcriptional
response.

e Hormone response elements on the DNA act as en-
hancers to increase the transcriptional activity of an
adjacent promoter.

molecule (deoxyribose) to which is attached one
of four organic bases and a phosphate group (Fig.
6.1). The names of the bases — adenine, thymine,
cytosine and guanine — are abbreviated to A, T, C
and G, respectively. The respective nucleotides are
named deoxyadenosine monophosphate (dAMP),
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Fig. 6.1 The structural components of the nucleic acids. In DNA, the sugar is deoxyribose and the bases are adenine, guanine, cytosine and thymine. In
RNA, the sugar is ribose and the bases are adenine, guanine, cytosine and uracil.

deoxythymidine monophosphate (dTMP), deoxycy-
tidine monophosphate (dCMP) and deoxyguanosine
monophosphate (dAGMP). Each strand of the DNA is
a chain composed of alternating sugar and phosphate
residues resulting from the formation of 3’—5" phos-
phodiester bonds between nucleotide residues (Fig.
6.2). The paired strands are juxtaposed in opposite
directions so that the 5 end of one strand is aligned
with the 3" end of the other. The two strands are held
together by hydrogen bonds between specific pairs of
bases. The two glycosidic bonds that attach a base pair
to its sugar residues do not lie directly opposite each
other. This results in the grooves that form between
the two sugar—phosphate backbones of the double
helix being of unequal sizes, creating a major groove
and a minor groove. The bases are always paired in the
same way: A bonds only to T and G bonds only to C.
The two strands are therefore complementary; given
the sequence of bases in one strand, the sequence in
the other is completely defined.

The amino acid sequence of the polypeptide chain
of the protein to be synthesized is determined by the
sequence of bases in the DNA — the genetic code. The
genetic code consists of successive triplets of bases,
with more than one arrangement of triplets specify-
ing a given amino acid. For example, GGC, AGA and
CTT are among the triplets responsible for the respec-
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Fig. 6.2 Structure of the polynucleotide chain of DNA resulting from the
formation of 3" — 5’ phosphodiester bonds between nucleotide residues.

tive placement of proline, serine and glutamic acid in
a polypeptide.
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DNA

nucleosome

6.1.2 Nucleosomal DNA

In the human nucleus each of the 23 chromosomes
contains a single molecule of DNA double helix com-
prising 107 to 10® base pairs; this equates to an average
length of about 5 cm. How can such a long molecule
fit into a nucleus of 10 um diameter? The answer is
that naked DNA does not exist in nuclei — the DNA
is compacted into chromatin by winding around
specific DNA-binding proteins called histones. The
histones bind to DNA largely through ionic bonds
between the negatively charged phosphate groups
of DNA and positively charged amino acid residues
(arginine and lysine) exposed on the histone surfaces.
The fundamental repeating unit of chromatin is the
nucleosome, which appears in electron micrographs
as beads on a string (see Fig. 6.3 for a model). Each
nucleosome consists of core histones (H2A, H2B, H3
and H4), linker histones (H1 or variants thereof) and
variable lengths of linker DNA. Two molecules each
of the core histones form a barrel-shaped nucleosome
core particle, around which 146 base pairs of DNA
are wrapped in nearly two complete turns. Models
of the octamer of core histones and the nucleosome
core particle are shown in Fig. 6.4. The H3 and H4
histones form a central tetramer that is flanked by two
H2A/H2B heterodimers. The linker histone acts as a
clamp, preventing the unwinding of DNA from the
octameric complex. Each of the four types of core his-
tone comprises a globular, hydrophobic carboxy ter-
minus and an extended hydrophilic amino-terminal
tail containing a number of positively charged amino
acid residues. The tails lie on the outside of the nu-
cleosome, where they can interact ionically with the
negatively charged phosphates of the DNA backbone.
Linker histones are very elongated, with both Cand N
terminal arms extending from a more globular cen-
tral body. During interphase (the period between cell

Fig. 6.3 Model for the beads-on-a-string
structure of chromatin. Reproduced, with
permission, from Brown (1999), Genomes,
©1999, BIOS Scientific Publishers Ltd.

divisions) the chromatin filaments form higher order
structures by winding into a solenoid containing six
nucleosomes per turn.

As will become evident, histones and other packag-
ing proteins are not simply inert structures around
which the DNA is wound, but instead are active par-
ticipants in the processes that determine which genes
are expressed in an individual cell.

linker DNA

Fig. 6.4 Models for (A) the octamer of core histones and (B) the
nucleosome core particle with linker DNA. Reproduced with permission,
from Csordas, A., 1990, Biochemical Journal, Vol. 265, pp. 23-8. © the
Biochemical Society.
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6.2 Role of RNA in protein synthesis

Most people know that a gene is a unit of heredity in a
chromosome, controlling a particular inherited char-
acteristic of an individual. However, it is not widely
appreciated that genes control cell function by deter-
mining what proteins will be synthesized within the
cell. By far the majority of the proteins are enzymes;
the remaining proteins play important roles in cellu-
lar structure and regulation of cellular activities.

The overall process of protein synthesis is depicted
in Fig. 6.5. Note that the assembly of amino acids
into proteins takes place in the cytoplasm. Both the
transfer and the utilization of information are medi-
ated by ribonucleic acid (RNA) — a single-stranded
nucleic acid which is similar in structure to DNA but
has the base uracil in place of thymine, and the sugar

nuclear
envelope

plasma membrane

NUCLEUS

l transcription
[ " 1RNA

o
N GRNA

splicing

w
[ 1mRNA
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G translation
y

ribosomes A polypeptide

CYTOPLASM

Fig. 6.5 Protein synthesis. Newly transcribed RNA molecules (primary
transcripts) are extensively processed (spliced) to become mRNA
molecules. These are transported out of the nucleus into the cytoplasm,
where they are translated into protein by ribosomes. Reproduced, with
permission, from Brown (1999), Genomes, ©1999, BIOS Scientific
Publishers Ltd.

ribose instead of deoxyribose (see Fig. 6.1). The uracil
nucleotide is named deoxyuridine monophosphate
(dUMP). There are three different types of RNA mol-
ecules presentin the cell, each of which plays a key role
in the biosynthesis of proteins: these are messenger
RNA, transfer RNA and ribosomal RNA.

Messenger RNA (mRNA) carries the genetic mes-
sage between the DNA in the nucleus and the site of
protein synthesis on the ribosomes. The codon (the
unit that codes for a given amino acid) consists of a
triplet of bases in mRNA that are exactly comple-
mentary to the code triplets of the DNA. There are 64
codons; 60 correspond to the 20 amino acids (many
amino acids have several codons), one is a start codon
and the remaining three are stop codons.

The mRNA itself is synthesized from DNA by the
aptly named process of transcription (copying).
Before this can take place, the DNA at the site of
transcription must be accessible to proteins required
to initiate and regulate this process. That is, the chro-
matin in this localized region must be ‘unpackaged’ as
opposed to compact. Within the unpackaged region,
the nucleosomes are repositioned so as to expose a
short stretch of naked DNA.

Detailed aspects of transcription are discussed later
in this chapter, but the basic process is given here as
an introduction. The mechanism of transcription is
depicted in Fig. 6.6. Transcription is catalysed by the
enzyme RNA polymerase II, which combines with a
host of protein transcription factors and regulatory
proteins to form a pre-initiation complex at a precise
site on the DNA called the promoter. The polymer-
ase moves along the DNA, temporarily unwinding
and separating the two strands at each stage of its
movement. As it moves along, RNA is formed by the
linking of ribonucleotides under the influence of the
polymerase and using one of the DNA strands as a
template. The ribonucleotides originate from free
ribonucleoside triphosphates. Release of two of the
three phosphate radicals from each ribonucleoside
triphosphate liberates large amounts of energy from
the broken high-energy phosphate bonds. This energy
is used to cause covalent linkage of the remaining
phosphate on the ribonucleoside (now a ribonucle-
otide) with the ribose on the end of the growing RNA
molecule. Hydrogen bonds are created between the
successive bases of the DNA strand and the bases of
the ribonucleotides. Base pairing is the same as that
found in the DNA molecule, except that the uracil
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non-transcribing
strand
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of RNA is paired with the adenine of DNA. As the
synthesis of the RNA strand proceeds, its hydrogen
bonds with the DNA template break because the
other strand of DNA has a higher energy of bonding.
The two DNA strands are reunited and the new RNA
strand is released into the nucleoplasm.

The newly transcribed RNA, the primary transcript,
contains many unwanted nucleotide sequences, con-
stituting more than 90 per cent of the total strand. A
series of nuclear enzymes carries out RNA processing,
which usually entails modification of the ends of the
primary transcript and excision of unwanted se-
quences called introns. Accompanying the excision of
introns is a rejoining of the coding segments (exons)
to form a shortened RNA molecule, now mRNA.
These excision and rejoining events are called RNA

DNA double helix

DNA unwinding and separating

transcribing strand

ribonucleoside No
triphosphates

DNA strands rejoin

Fig. 6.6 Diagram showing the mechanism of
transcription. Reproduced, with permission,
from Green et al. (1990), Biological Science,
© Cambridge University Press.

splicing. Often a cell can splice the primary transcript
in different ways. This process of alternative RNA
splicing allows different proteins to be produced from
a single gene. The newly made mRNA diffuses from
the nucleus into the cytoplasm through pores in the
nuclear membrane.

Transfer RNA (tRNA) is found in the cytoplasm. Its
function is to pick up amino acids and to carry them
to the ribosomes, so that they can be joined together
into polypeptides. There are at least 20 different tRNA
molecules, one for each amino acid. They all have a
similar structure (Fig. 6.7) in which the single strand
of RNA is folded back upon itself in a clover-leaf
arrangement due to pairing between complemen-
tary bases. One unpaired end of each tRNA molecule
contains a triplet of exposed nucleotides, known as
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Fig. 6.7 Simplified diagram of the structure of transfer RNA (tRNA). Each
tRNA molecule is characterized by having its own anticodon and a site of
attachment for a specific amino acid. Reproduced, with permission, from
Green et al. (1990), Biological Science, © Cambridge University Press.
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Fig. 6.8 Translation. (A) and (B) Consecutive
stages in the attachment of tRNA/amino acid
complexes by their anticodons to the codons

the anticodon, while another unpaired end has a site
for attachment to a specific amino acid. Each tRNA
therefore picks up its own particular amino acid and,
by matching of its anticodon with the complementary
codon in mRNA, the amino acids can be assembled in
the correct sequence.

Ribosomal RNA (rRNA) is a component of the
ribosomes. These are composed of two spherical
subunits of unequal size, each of which is made up
of about equal parts of RNA and of protein. By at-
tachment of the smaller subunit of the ribosome to
mRNA, the latter is held in such a way that its codons
can be recognized and paired with the complementary
anticodons in the tRNA. As shown in Fig. 6.8, a ribos-
ome can accommodate two tRNAs at any one time, al-
lowing their amino acids to be peptide-linked. As the
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movements of mRNA and ribosome exposing
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tRNA molecule is now released from the
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to be reactivated by enzymes to form a new wh
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permission, from Green et al. (1990), Biological

Science, © Cambridge University Press.

tRNAT released to
collect another
methionine
molecule

third tRNA/amino acid
approaches the mRNA

W

>
-C

complex has moved forward
one frame relative to the ribosome



116 Vitamins: their role in the human body

peptide bond is formed, the ribosome simultaneously
moves one codon further along the mRNA molecule.
The tRNA on the left is then released, to be used again,
and the next one moves in from the right to pair with
the newly positioned codon and to add another amino
acid to the growing polypeptide chain. The process by
which the transcribed information carried in the base
sequence of mRNA is used to produce a sequence of
amino acids in a polypeptide chain is known as trans-
lation. The sequence is completed when the ribosome
comes to one of the three stop codons on the mRNA.
Once the polypeptide is synthesized, it dissociates
from the ribosome and is released into the cytoplasm.
There it undergoes some post-translational modi-
fication, such as folding or associating with other
polypeptides, to form a functional protein.

6.3 Gene expression

A geneis a segment of double-stranded nuclear DNA.
The transfer of genetic information from DNA into
protein constitutes gene expression. Apart from
housekeeping genes, which are expressed in all tis-
sues, genes are expressed in a highly controlled man-
ner so that only those proteins needed by a specific
cell for a specific purpose are synthesized. Each step
in the pathway of protein synthesis may be regulated.
Controlled processes include transcription, RNA
processing, RNA transport to the cytoplasm, mRNA
stability, selection of mRNAs for translation, and
post-translational modification of the protein prod-
uct. Most genes are regulated in part at the transcrip-
tional level.

In adult mammalian cells, the majority of the DNA
is methylated, specifically at the cytosines of CpG
dinucleotides. DNA methylation is associated with
repression of gene expression (see Section 6.6.5 for
the mechanism) and is retained after cell division.
Most tissue-specific genes are methylated (and thus
repressed) in every cell type, except those that actually
express the gene. Housekeeping genes have a non-
methylated CpG island tightly associated with their
promoter and are thought not to be regulated by DNA
methylation (Laird & Jaenisch, 1994).

The pattern of gene expression is determined to
a large extent by the conditions of the extracellular
environment. Growth factors, cytokines and other
extracellular agents stimulate cell-surface receptors,

which initiate a complicated biochemical pathway of
signal transduction to the nucleus. Steroid hormone
receptors can enter the nucleus directly. The trans-
duced signals can cause gene expression to be either
enhanced or suppressed. In this manner, a transient
external stimulus can be converted into a long-term
biological response.

6.4 Mutation and polymorphism

The nuclei of diploid organisms contain homologous
pairs of chromosomes, each chromosome consisting
of a molecule of DNA and associated proteins. Each
genetic locus is occupied by two alleles, one on each
chromosome of the pair. An allele is one of a series of
alternative genes that can potentially occupy a par-
ticular locus. A heterozygote is a person whose alleles
ataparticular locus are different; in a homozygote the
alleles are identical.

A perfectly healthy person may carry a particular
single allele which produces an abnormal protein
that can potentially create an hereditary disease. The
fact that the disease is not manifested means that the
person is a heterozygote and the allele is recessive. In
this situation, the allele on the other chromosome pro-
duces sufficient normal protein to override the effect
of the abnormal protein. If the allele were dominant
rather than recessive in the heterozygote, the abnormal
protein would exert its effect even in the presence of
the normal protein and the disease would be mani-
fested. If heterozygous parents each carry the recessive
allele, there is a chance that both copies of the allele will
be passed to a child and the child, a homozygote, will
suffer from the disease. This is illustrated in Fig. 6.9.

The common allele is called the normal or wild-
type. If the variant allele is very rare it is called a
mutant. Mutation is a change in the sequence of base
pairs along the double-stranded DNA molecule. The
change may be simple, such as the substitution of one
pair of bases for a different pair, or more complex,
such as the deletion or addition of base pairs. The
change in the DNA base pair will alter the genetic
code, resulting in a change in the codon in the mRNA.
The new codon will combine with a tRNA bearing a
different amino acid, and so a different amino acid
will be incorporated into the polypeptide chain dur-
ing protein synthesis. Shorthand for the wild-type
homozygote is +/+, for the wild-type/mutant het-
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Although an individual person has only two alleles
at a particular locus, human populations can have
many different alleles of that locus. When the occur-
rence of a variant allele is too high to be explained by
recurrent mutation (conventionally 1% or more), it is
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called a polymorphism. Specific loci of populations
that exhibit multiple alleles are therefore said to be
polymorphic. Any specific allele constitutes a frac-
tion of all alleles in the population, that fraction being
called its allele frequency (also called gene frequency).
Allele frequencies change over time owing to the
combined processes of mutation and natural selec-
tion, among others.
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6.5 Basal transcription

Basal or minimal transcription is defined as tran-
scription in the absence of activators. The step-wise
assembly of protein transcription factors described
below can take place in vitro with purified factors, but
is unlikely to occur in vivo where a host of regulatory
proteins will be present. Nevertheless, knowledge of
the protein—protein interactions involved in basal
transcription is fundamental to understanding how
transcription is regulated in the cell.

6.5.1 The core promoter

The core promoter refers to a group of control mod-
ules that are clustered around the transcriptional
start site on the DNA. Positions in promoters are
given as distances in base pairs from the start site at
+1. A positive sign denotes a downstream position,
in the direction of transcription; a negative sign de-
notes an upstream position. There is no position 0.
There are two core promoter elements, the TATA box
around —30 and the initiator at the start site. Together
these elements fix the exact start site of transcription.
The TATA box acts as a recognition and binding site
for TFIID — the first of several protein factors that
assemble to eventually form the pre-initiation com-
plex. The initiator interacts later with a component
of the pre-initiation complex, probably with RNA

polymerase II, and determines the exact start site of
transcription (Kollmar & Farnham, 1993). All pro-
moters examined to date contain either one or both
of the core elements, and either element can support
basal transcription.

6.5.2 General transcription factors

In addition to RNA polymerase II, at least seven
different general transcription factors (GTFs) are
involved in the initiation of basal transcription via
the TATA box. RNA polymerase II plus the GTFs are
referred to as the basal transcription machinery. The
GTFs, designated TFIIA, TFIIB, TFIID, TFIIE, TFIIE,
TFIIH and TFIIJ, assemble stepwise into a basal pre-
initiation complex in a definite (but non-alphabeti-
cal) order. There is a remarkable conservation, based
on polypeptide sequences, of the GTFs from yeast to
humans. Proposed functions of GTFs IIA to IIH are
listed in Table 6.1. There is as yet no clearly defined
role for TFIIJ.

Most of the GTFs are complex molecules composed
of two or more polypeptide subunits (Table 6.1).
Among these, TFIID contains TBP (TATA-binding
protein) and multiple, tightly-bound TBP-associated
factors (TAFs); only the TBP subunit is required for
basal transcription. TFIIH possesses kinase, helicase
and ATPase activities, all of which play essential roles
in transcription.

Table 6.1  Functions of general transcription factors from human cells.
Factor Number of subunits MW (kDa) (of subunits)  Function
TBP 1 38 Recognition of the TATA box; recruitment of TFIIB
TFIID
TAFs 12 15-250 Recognition of the core promoter in the absence of a TATA box; positive and
negative regulatory functions
TFIA 3 12,19, 35 Stabilization of TBP binding and TAF-DNA interactions; anti-repression function
TFIB 1 35 Recruitment of RNA polymerase II-TFIIF complex; influences selection of
transcription start site
TFIIF 2 30,74 Promoter targeting of RNA polymerase II; destabilization of non-specific
polymerase—DNA interactions
RNA polymerase Il 12 10-220 Catalysis of RNA polymerization from ribonucleotides; recruitment of TFIIE
TFIIE 2 34,57 Recruitment of TFIIH and regulation of its enzyme activities
TFIH 9 35-89 Conversion of closed initiation complex to an open complex using helicase and

ATPase activities; promoter clearance by CTD kinase activity

From Roeder, et al. (1996).

Abbreviation: CTD, carboxy-terminal domain of largest subunit of RNA polymerase II.
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6.5.3 Formation of the pre-initiation
complex and subsequent events

The process of transcription can be divided into dis-
crete stages: pre-initiation complex assembly, initia-
tion, promoter clearance, transcript elongation and

119

termination. Initiation is defined by the formation of
the first phosphodiester bond. The following events
(also see Fig. 6.10) are based largely on evidence re-
viewed by Roeder (1996).

The first step in the formation of the pre-initiation
complex is nucleation whereby TBP binds specifically
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Fig. 6.10 Scheme of events in basal transcription. Following assembly of the pre-initiation complex, the DNA is temporarily unwound and separated in a
localized region. The presence of ribonucleoside triphosphates results in initiation, which is followed by promoter clearance, elongation and termination as
described in the text. Inr, initiator; CTD, carboxy-terminal domain of RNA polymerase II. Reprinted from Trends in Biochemical Science,Vol. 21, Roeder, R. G.,
The role of general initiation factors in transcription by RNA polymerase II, pp. 327-35, © 1996, with permission from Elsevier.



120 Vitamins: their role in the human body

to the TATA box to form an initial committed com-
plex. TBP is a molecular saddle whose concave un-
derside binds to DNA in the minor groove, leaving
the convex surface free to bind to other proteins. The
binding of TBP has a dramatic effect upon the DNA,
causing kinking and bending. This distortion brings
sequences upstream and downstream of the TATA
box into close apposition. The next factor to arrive is
TFIIA, whose anti-repressive function is to displace
TBP-bound negative cofactors (NC1 and NC2) and
thus allow TFIIB to bind to TBP. TFIIA also stabilizes
the committed complex under physiological condi-
tions. Next to arrive is TFIIB, which binds through
direct interactions with TBP and with DNA sequences
both upstream and downstream of the TATA box.
TFIIB further stabilizes the assembling complex
and recruits a pre-formed TFIIF-RNA polymerase
II complex through interactions with both compo-
nents. The role of TFIIF is to direct the polymerase
to the correct site on the promoter. The next factors,
TFIIE and TFIIH, bind co-operatively. The binding
of TFIIJ completes the assembly of the pre-initiation
complex.

Initiation commences with the temporary unwind-
ing of about two turns of the DNA double helix and
separation of the two strands. DNA unwinding is ef-
fected by the helicase activity of TFIIH, aided by the
ATPase, which releases the required energy from ATP.
The formation of an open pre-initiation complex al-
lows the RNA molecule to be synthesized from free
ribonucleoside triphosphates using one of the DNA
strands as a template. The RNA polymerase II within
the complex is then phosphorylated in its carboxy-
terminal domain by the kinase activity of TFIIH. The
resultant disruption of contacts between GTFs and
the polymerase leads to promoter clearance in which

upstream

the polymerase, with TFIIF still attached, moves
down the DNA to establish an elongation complex.
The remaining GTFs are released, except for TBP
which remains attached to the TATA box. TFIIB is re-
associated with the promoter-bound TBP, enabling
recruitment of RNA polymerase II and the GTFs for
subsequent rounds of initiation.

6.6 Regulated transcription

The formation of a multiprotein pre-initiation
complex allows for multiple points of regulation.
Regulated transcription requires the participation of
amultitude of regulatory DNA elements and proteins
acting to either enhance or repress transcription, and
working under combinatorial control.

6.6.1 Enhancers and silencers

Enhancers and silencers are DNA binding sites for
a variety of transcriptional activator and repressor
proteins, respectively. The function of an enhancer
is to increase the recruitment rate of transcrip-
tion factors and RNA polymerase II molecules at
the promoter, while that of a silencer is to suppress
transcription. The majority of enhancers are located
upstream of the transcriptional start site, often many
kilobases away, but some are located downstream and
a few occur within the promoter region (Fig. 6.11).
A particular enhancer functions preferably or exclu-
sively in certain cell types and so enhancers provide
tissue-specific gene expression. Distant upstream
or downstream enhancers and silencers can make
contact with the promoter region by looping of the
intervening DNA.

downstream

Fig. 6.11 Features of the transcriptional

upstream enhancers within the  core promoter
enhancers/ promoter region elements
silencers

downstream

I control region for a mammalian, protein-coding
gene. Cis-acting elements are denoted by
rectangles; trans-acting factors are denoted by
circles. X indicates the transcription start site.

enhancers
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6.6.2 Activators and coactivators

Transcription of protein-coding genes can be stimu-
lated above the basal rate by combinations of various
protein activators, which bind to specific enhancer se-
quences and act synergistically. An activator molecule
has two important domains: a DNA-binding domain,
which anchors the protein to its enhancer, and a
transcription activation domain, which interacts
with a coactivator. Coactivators are another class of
regulatory proteins, which are essential for activated
transcription. At least some of the TAFs associated
with the TFIID complex are coactivators. Coactiva-
tors do not bind to DNA, but function as adaptors,
forming molecular bridges connecting the upstream
DNA-bound activator to the core promoter.

The versatility of some activators is illustrated
by VP16, which has the ability to interact with TBP,
TFIIB and TFIIH. The effect of VP16 upon TBP is to
stimulate nucleation, while interactions with TFIIB
and TFIIH stimulate RNA polymerase II recruitment

‘closed' TFIIB

and promoter clearance, respectively. The regulated
coupling of polymerase entry and exit from the pro-
moter is essential to ensure multiple initiation cycles
in an efficient manner.

Roberts & Green (1994) proposed a model for the
effect of VP16 on TFIIB (Fig. 6.12). TFIIB possesses
two functional domains: an amino-terminal portion
that interacts with TFIIF and a carboxy-terminal por-
tion that interacts with RNA polymerase II, TBP and
VP16. The unstimulated TFIIB molecule exists in a
closed conformation owing to interaction between
the amino and carboxy terminals. In such a confor-
mation, TFIIB is relatively inaccessible to TBP, RNA
polymerase II and TFIIE. VP16 induces a conforma-
tional change in TFIIB, opening up the molecule and
making it more accessible to the above factors. Theim-
plication is that activators, by changing the conforma-
tion of TFIIB, facilitate protein—protein interactions
between TFIIB and TBP and also between TFIIB and
the TFIIF-RNA polymerase II complex. Coactivators
and other TAFs provide additional protein surfaces to

'open’ TFIIB

amino-terminal

domain

slow
Fig. 6.12 Model for the VP16-induced

conformational change in TFIIB. Native TFIIB
exists in a closed conformation, making it
inaccessible to other transcription factors.
Opening of the TFIIB molecule in the presence
of VP16 (activator) stimulates TFIIB recruitment
to the promoter, which in turn stimulates the
recruitment of TFIIF-RNA polymerase II. In the
absence of VP16, the opening of TFIIB is likely
to be much slower. Reprinted from Sheldon
& Reinberg (1995), Current Biology, Vol. 5,
Tuning-up transcription, pp. 436, © 1995,
with permission from Elsevier.
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accommodate multiple protein—protein interactions
with a diverse assortment of activators. The stimula-
tion of TFIIB recruitment to the promoter and the
stimulated recruitment of the polymerase and gen-
eral transcription factors increase the proportion of
DNA templates on which a functional pre-initiation
complex is assembled, rather than increasing the rate
of complex assembly.

Regulation of CREB

The regulation of one particular activator, cyclic
AMP response element-binding protein (CREB),
is fairly well understood. In non-stimulated cells,
CREB binds constitutively to specific cyclic AMP
response elements (CREs) on the DNA, but fails to
activate transcription. Under certain circumstances,
inactive CREB may act as a repressor and block the
action of upstream enhancer-binding transcription
factors. Upon stimulation of cell-surface receptors
that positively regulate adenylyl cyclase, intracellular
cyclic AMP levels rise and activation of protein kinase
A (PKA) ensues. The catalytic subunit of PKA then
translocates to the nucleus, where it phosphorylates
CRE-bound CREB on serine 133, located in a critical
position within its activation domain. The resultant
increase in CREB transcriptional activity leads to ac-
tivation of CRE-containing promoters.

One possible way through which phosphorylation
at Ser133 may stimulate CREB activity is by allowing it
to bind to another protein, CBP (CREB-binding pro-
tein). CBP functions as a coactivator, linking CREB
to the basal transcription machinery. Following dis-
sociation of ligand or receptor down-modulation,
cyclic AMP levels drop and the catalytic subunit of
PKA is inactivated through binding to the enzyme’s
regulatory subunit. This drop in PKA activity results
in a net increase in phosphatase activity, leading to
dephosphorylation of CREB and its inactivation.

6.6.3 The RNA polymerase Il holoenzyme

In intact cells, about 20% of RNA polymerase II and
GTFs other than TFIID and TFIIA form a megadal-
ton-sized conglomerate known as the RNA polymer-
ase Il holoenzyme. In addition to the polymerase itself
(the core polymerase) and general transcription fac-
tors, the holoenzyme also contains Srb proteins and
(debatably) Swi/Snf proteins, as well as other known
and unknown proteins. A multisubunit complex con-

taining the nine known Srb proteins and TFIIF among
other proteins can be dissociated from a preparation
of the holoenzyme. This complex, known as the Srb/
mediator, participates in the promoter’s response to
transcriptional activators.

Several lines of evidence indicate that the holoen-
zyme is the form of RNA polymerase II that initiates
transcription at most, if not all, promoters in vivo
(Koleske & Young, 1995). Biochemical data support a
model in which the assembled holoenzyme is recruit-
ed to promoters at which TFIID is already bound.

6.6.4 Chromatin remodelling

The organization of chromatin into nucleosomes is
an essential feature in the regulation of transcription.
Nucleosomes are transcriptional repressors because
they impede access of the basal transcription machin-
ery to the core promoter. Of particular significance,
nucleosomes virtually prevent the binding of TBP
to the TATA box in vitro, and TBP does not associ-
ate with the core promoter in vivo in the absence of
a functional activator. The inability of TBP to bind
nucleosomal DNA means that recruitment of the
basal transcription machinery is excluded. On the
other hand, nucleosomes have only a modest in-
hibitory effect on the binding of activator proteins
to their upstream enhancers. The repressive action of
nucleosomes is important in closing off those parts of
the genome that need to be transcriptionally silenced.
When it becomes necessary for a gene to be expressed,
changes in cell physiology elicit a remodelling of chro-
matin, which allows binding of transcription factors
at promoters. Two important chromatin remodelling
systems have been studied. In one system, the changes
in chromatin structure are mediated by ATP-driven
Swi/Snf proteins; the other system involves the post-
translational modification of core histones by acetyla-
tion. Both systems disrupt histone—-DNA interactions
in a transient and reversible manner.

Swi/Snf remodelling proteins

Members of the Swi/Snf family of chromatin remod-
elling proteins comprise highly conserved multisub-
unit complexes of ~2 MDa —huge proteins about half
the size of a ribosome. In yeast Swi/Snf, the Swi2/Snf2
subunit is an ATPase that contains sequence motifs
closely related to those found in DNA helicases. Al-
though Swi/Snf does not catalyse DNA unwinding, it
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may function in amanner similar to helicase. That s, it
may move along a nucleosome in a wave-like manner
using the energy derived from the hydrolysis of ATP
(Pazin & Kadonaga, 1997). This movement is accom-
panied by a partial and localized alteration of chro-
matin structure in a manner that permits the binding
of site-specific transcription factors. Although the
mechanism by which Swi/Snf functions has not yet
been elucidated, it appears that these remodelling
proteins increase accessibility of transcription factors
to DNA without displacing histones. Swi/Snf could
either perturb but not fully disrupt the structure of
nucleosome core particles or they could influence the
spacing of nucleosome arrays. With regard to the lat-
ter possibility, the twisting of DNA at the edges of the
nucleosome may cause the nucleosome to slide along
the DNA (Varga-Weisz & Becker, 1998). The accessi-
ble chromatin reverts to an inaccessible form unless a
transcription factor binds to the DNA.

Acetylation
Nuclear histone acetyltransferases (HATs) catalyse
the transfer of an acetyl group from acetyl coenzyme

Fig. 6.13 Effects of histone acetylation on
nucleosome structure. In the deacetylated
repressive nucleosome, the positively charged
amino-terminal tails of the core histones are
closely associated with the core DNA. Acetylation
of specific lysines in the histone tails neutralizes
their positive charges thereby releasing the tails
from contact with the DNA. The consequent
loosening of the nucleosomal structure permits
access of the transcription machinery. Ac, acetyl
group. Reproduced, with permission, from

Cellular and Molecular Life Sciences, Vol. 54, pp. deacetylated

6-20, © 1998, Birkhduser Verlag AG. nucleosome
+
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Fig. 6.14 The enzyme-catalysed acetylation
and deacetylation of lysine residues in histone
amino-terminal tails. X, other amino acids.

A onto the €-amino group of specific lysine residues
present exclusively in the amino-terminal tails of each
of the core histones. Neutralization of the positively
charged lysines reduces the net positive charge of
the histone tails and weakens their association with
DNA. The displacement of the flexible tails (Fig. 6.13)
permits subtle changes in nucleosomal structure and
a partial unwinding or loosening of the core DNA.
Acetylation may also inhibit formation of higher-
order chromatin. The overall result is an increase in
accessibility of transcription factors to their DNA-
binding sites. Acetylation does not occur randomly;
multiple HATs have specificities for different lysines in
the histone tails. A steady-state equilibrium is main-
tained by the opposing activity of histone deacetylases
(Fig. 6.14).

The connection between histone acetylation and
transcriptional activation was established beyond
doubt when the HAT activity of the yeast protein
Gcen5, a known coactivator, was shown to be critical
for activation of target genes in vivo (Kuo et al., 1998;
Wang et al., 1998). Genb does not act alone to medi-
ate transcriptional activation: it functions within a
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large complex called SAGA that includes Spt and Ada
proteins. Three constituent proteins of SAGA (Spt3,
Spt20 and Ada2) interact with TBP. Also, Ada2 and/or
Genb5 interact with activators such as VP16 (Roberts &
Winston, 1997). Thus the catalytic activity of Genb is
potentially targeted to a promoter through any one of
anumber of protein—protein interactions.

Cosma et al. (1999) measured the association of five
transcriptional regulators with promoter sequences
of the yeast HO gene. They concluded that Swi/Snf
altered nucleosomes in a manner that permitted their
association with SAGA. Both chromatin remodel-
ling and histone acetylation steps were obligatory
for binding of SBF (a transcription factor) to take
place. Although the changes in nucleosome structure
induced by Swi/Snf are quite stable in vitro, it is likely
that histone acetylation is needed in vivo to stabilize
these changes.

The presence of HAT activity in TAF 250 suggests
a possible means for TBP to bind to the TATA box in
nucleosomal DNA. As both TAF, 250 and TBP are
components of the TFIID complex, the TFIID itself
comes equipped to modify the core histones and fa-
cilitate access of TBP.

Since the discovery that yeast Gen5 exhibits HAT
activity in vitro (Brownell et al., 1996), many previ-
ously isolated coactivators have subsequently been
shown to be HATs. Such HATs include CBP and its
functional homologue p300, PCAF, SRC-1 and ACTR.
Table 6.2 shows that HATs interact and appear to vary
in their histone substrate preference. CBP/p300
stands out as an integrator of activation signals from
diverse regulatory proteins. The sum total of acetyla-
tion in a given cell may be shared by multiple, partially
redundant HAT activities.

6.6.5 Repressors and co-repressors

Histone deacetylases (HDACs) counter the effects of
HAT: by restoring the nucleosomes to their transcrip-
tionally repressive configurations. The best described
HDACs are yeast Rpd3 and the related HDACI of
human origin. HDACs form a complex with a co-re-
pressor such as Sin3. Neither the HDAC nor the co-re-
pressor bind directly to DNA. However, the co-repres-
sor interacts not only with the HDAC but also with a
DNA-binding repressor such as Ume6, which tethers
the complex to upstream silencer elements. Thus the
co-repressor bridges the gene-specific repressor to the
HDAC, whose activity at the core promoter is neces-
sary to achieve full repression.

As previously mentioned, DNA methylation is
associated with repression of gene expression. The
mediator responsible is MeCP (methyl-CpG binding
protein), a chromosomal protein which recruits the
HDAC—co-repressor complex to methylated sites on
the DNA via interaction with the co-repressor (Ng
& Bird, 1999). Thus, DNA methylation strengthens
transcriptional silencing by histone deacetylation.

6.6.6 Interaction of regulatory
transcription factors

In the overall scheme, chromatin structure is revers-
ibly altered to allow or prevent access of the basal tran-
scription machinery by targeting HATs or HDACs to
the core promoter and thereby activating or repress-
ing transcription, respectively. It is now clear that
transcriptional activators such as VP16 function by
recruiting coactivators such as CBP/p300 whose HAT
activity disrupts the repressive chromatin structure.
Similarly, repressors such as Ume6 do not directly

Table 6.2  Histone acetyltransferases (HATSs).
Histone substrate Origin Remarks

Gen5 Free H3, H4 Yeast, mammalian ~ Component of SAGA which interacts with TBP through Spt3, Spt20
and Ada2

PCAF Free H3, H4, nucleosomal H3 Mammalian Associates with CBP/p300, SRC-1, ACTR

CBP/p300  Free and nucleosomal H2A, H2B, H3,H4 ~ Mammalian Associates with nuclear hormone receptors, P/CAF, SRC-1, ACTR, CREB,
AP-1 and other regulatory proteins

TAF,250 Free H3, H4 Yeast, mammalian ~ Component of TFIID

SRC-1 Free and nucleosomal H3, H4 Yeast, mammalian  Associates with nuclear hormone receptors, P/CAF, CBP/p300

ACTR Free and nucleosomal H3, H4 Yeast Associates with nuclear hormone receptors, P/CAF, CBP/p300
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DNA
looping

Fig. 6.15 Arrangement of regulatory proteins
involved in transcriptional activation and
repression. Coactivators harbour intrinsic HAT
activity while co-repressors interact with a
complex containing HDAC.

inhibit transcription, but rather recruit HDACs via a
bridging co-repressor such as Sin3. The activators and
repressors bind to upstream regulatory elements and
the indirect contacts with the promoter are facilitated
by looping of the intervening stretches of DNA (Fig.
6.15).

6.7 Jun, Fos and the AP-1 complex

AP-1 is the collective name for a variety of dimers
composed of members of the Jun and Fos protein
families (Angel & Karin, 1991). Among these pro-
teins, c-Jun is the major component of the dimeric
complex and c-Fos is its best-known partner. AP-1
is a transcriptional activator that binds to promoter
elements in genes that are required for cell prolifera-
tion. Typical genes are those that encode collagenase,
stromelysin and osteocalcin. The response element
that is recognized by AP-1 (the AP-1 binding site)
functions as an inducible enhancer (Angel et al.,
1987). Its consensus DNA sequence is a palindromic
5"-TGA(G/C)TCA-3". Jun and Fos proteins are de-
scribed as bZIP proteins because of their conserved
basic regions and leucine zipper motifs that are
required for DNA binding and dimerization, respec-
tively. Their activation domains, which contain high
densities of specific amino acids, are envisioned to
interact directly or indirectly with other regulatory
proteins and with the basal transcription machinery.

AP-1 is an example of a transcription factor that
responds to extracellular signals. The occupancy of
specific cell-surface receptors by growth factors and
cytokines triggers tightly coordinated multistep signal
transduction cascades to the nucleus. In this cascade
AP-1 is the terminal acceptor responsible for convert-
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ing the transient stimulation at the cell surface into a
long-term transcriptional response.

The functional forms of AP-1 are Jun/Fos het-
erodimers and Jun homodimers; Fos proteins do not
form homodimers. Dimerization is a prerequisite for
DNA binding. The various heterodimers differ not
only in their direct effects on transcription, but also
in their interactions with other transcription factors,
thereby increasing the combinatorial possibilities for
gene regulation. There is also evidence that Jun family
members can modulate each other’s action.

c-Jun and c-Fos are the respective products of the
genes c-jun and c-fos, whose own transcription is
induced by growth factors, cytokines, tumour pro-
moters and various other stimuli which trigger signal
transduction pathways to the nucleus via protein
kinase C. c-jun and c-fos are primary response genes,
whose transcription is activated independently of
concomitant protein synthesis within a few minutes
of cell stimulation. Induction of c-jun is long lasting,
varying from a few hours to several days in a man-
ner that is dependent on cell type and stimulus. It is
noteworthy that c-jun transcription is stimulated by
its own protein product. This positive autoregulation
serves an important role in amplifying the initial tran-
sient stimulus to produce the long-term response. In
contrast to c-jun, c-fos induction is rapid and highly
transient, resulting in appearance of the c-Fos protein
within 1 hour of the initial stimulus. Induction of c-
fos transcription depends on another transcription
factor, serum response factor, and is inhibited by its
own product. Thus c-fos acts as a genetic switch, being
rapidly induced, then quickly shut off again.

AP-1 activity is regulated by post-translational
modification of both pre-existing and newly syn-
thesized AP-1 proteins, as well as through induction
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of jun and fos genes. Protein phosphorylation is the
post-translational modification of choice when rapid
modulation of protein activity in response to changes
in environmental conditions is required. c-Jun is
phosphorylated at five regulatory sites bearing threo-
nine or serine residues. Three sites (Thr231, Ser243
and Ser249) are clustered within the carboxy-termi-
nal DNA-binding domain and the other two sites
(Ser63 and Ser73) are located in the amino-terminal
activation domain. Phosphorylation of c-Jun at the
carboxy-terminal sites inhibits DNA binding by c-Jun
homodimers, but has no measurable effect on c-Jun/
c-Fos heterodimers (Karin, 1994). Dephosphoryla-
tion of these sites through activation of protein kinase
Cremoves this inhibition, allowing DNA binding and
contributing to increased AP-1 activity (Boyle et al.,
1991). Phosphorylation of the amino-terminal sites
stimulates the transcriptional activity of c-Jun, with-
out affecting its DNA-binding activity; this stimula-
tion also takes place when c-Jun is heterodimerized
with c-Fos (Karin, 1994). In this case, the phosphor-
ylation, which is mediated by c-Jun N-terminal kinase
(JNK) (Hibi et al., 1993), is required to recruit the
transcriptional coactivator, CBP (Arias et al., 1994).

A third mechanism to regulate AP-1 activity is
physical interaction with nuclear receptors. In con-
trast to the interaction between AP-1 and steroid
hormone receptors, which is nonmutual and can be
either negative or positive (Shemshedini et al., 1991),
the interaction between AP-1 and the retinoid recep-
tors is mutual and solely inhibitory.

In addition to repression by protein—protein inter-
actions, AP-1 activity is also negatively regulated at the
level of c-jun and c-fos transcription. This negative
regulation is important for normal cellular function.
Because of its ability to positively autoregulate its own
transcription, c-jun is at the risk of being permanently
transcribed. Over-expression of c-jun is dangerous
because it can lead to uncontrolled cell proliferation
and tumour formation.

Another property of Jun and Fos is their ability to
induce DNA bending in opposite orientations (Kerp-
pola & Curran, 1991). The bending is caused at least in
part by charge interactions. Contact between proteins
bound to separated sites on DNA requires looping of
the intervening DNA. Although long DNA fragments
of several hundred to thousands of base pairs are
flexible, short DNA fragments of ten to a few hun-

dred base pairs have the characteristics of stiff rods.
Therefore, interaction between proteins separated by
short distances is constrained by the unfavourable
free energy of DNA looping. The bending of DNA by
Jun and Fos reduces this thermodynamic barrier and
facilitates protein—protein interactions.

6.8 Nuclear hormone receptors as
regulators of protein synthesis

6.8.1 Steroid hormones

Steroid hormones include the male sex hormones
(collectively called androgens), the female sex hor-
mones (oestrogens and progestins) and the hormones
secreted by the cortex of the adrenal glands (the cor-
ticosteroids). The hormones circulate in the blood
both free and in combination with carrier proteins.
The free steroids diffuse in and out of cells but are re-
tained only in target cells through binding to specific
receptor proteins, which are constitutively present. It
was initially thought that, in the absence of hormone,
the receptors were located in the cytoplasm and, after
binding hormone, were rapidly translocated into the
nucleus. It is now known that the unoccupied recep-
tors are actively transported from the cytoplasm to
the nucleus, but then diffuse back into the cytoplasm.
This constant movement between nucleus and cyto-
plasm is known as nucleocytoplasmic shuttling.

The binding of steroid hormones to their intra-
cellular receptors causes the receptors to bind as ho-
modimers to specific hormone response elements on
the DNA. These elements can be regarded as enhanc-
ers and the receptors as ligand-inducible activator
proteins. In the absence of ligand, steroid receptors
exist in the form of large complexes with various heat
shock proteins, and it is logical to suppose that these
proteins sterically hinder DNA binding. The binding
of ligand induces a conformational change in the
steroid receptor, which allows it to dissociate from the
heat shock proteins and also to pair up with a similar
receptor to form a homodimer. Ligand activation
and dimeric DNA binding of the receptor stimulates
regulated transcription, after which the hormone
and receptor dissociate from one another and from
the DNA. The hormone is metabolized and excreted
from the cell, while the free receptor is recycled to
await binding by another hormone molecule.
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6.8.2 C(lassification of nuclear hormone
receptors into types I and Il

Vitamin A (as retinoic acid) and vitamin D (as 1,25-
dihydroxyvitamin D,) also induce the synthesis of
specific proteins through receptor-mediated regula-
tion of gene transcription. Receptors for vitamins A
and D share certain structural and functional proper-
ties with steroid hormone receptors, and all may be
considered as members of a nuclear hormone recep-
tor superfamily. The superfamily can be conveniently
divided into two types based on functionally distinct
properties. Type I comprise receptors (R) for the
classic steroid hormones such as (o)estrogen (ER),
progesterone (PR), androgen (AR), glucocorticoid
(GR) and mineralocorticoid (MR). Type II comprise
receptors for thyroid hormone (TR), retinoic acid
(RAR and RXR), vitamin D, (VDR) and prostanoids
(PPAR). Also included in the superfamily are orphan
receptors whose cognate ligands (if any exist) are as
yet unidentified.

There are several important functional differences
between the type I and type Il receptors. Type I recep-
tors are unable to bind DNA in the absence of ligand,
whereas type II receptors are able to do so. Type 1
receptors bind to their DNA response elements as
homodimers, whereas type II receptors are able to
form stable heterodimers with the retinoid X receptor
(RXR) in vitro. It is this constitutive dimerization that
facilitates DNA binding in the absence of ligand. RAR

and TR possess a silencing function, the CoR (co-re-
pressor) box, which, in the absence of ligand, interacts
with a co-repressor protein. Type I receptors do not
have a CoR box but, unlike type II receptors, associate
with heat shock proteins in the absence of ligand.

6.8.3 Hormone response elements

The hormone response elements on the DNA are
binding sites for nuclear receptors and act as enhanc-
ers to increase the transcriptional activity of an adja-
cent promoter. The response elements are composed
of two half-sites or core recognition motifs, each with
six base pairs, separated by base pair spacers. The dyad
symmetry of these elements permits receptor-ligand
complexes to bind as dimers, with each monomer
recognizing one of the half-sites.

Three main features determine the specificity of
receptor binding to hormone response elements: (1)
the precise nucleotide sequence of the half-site, (2)
the orientation of half-sites with respect to each other
and (3) the spacing between half-sites. There are only
two consensus half-site sequences. The sequence
5"-AGAACA is recognized by the GR, MR, AR and
PR; the sequence 5-AGGTCA is recognized by the
ER, RAR, VDR and TR, as well as virtually all other
known members of the nuclear receptor superfamily.
The orientation of half-sites can be as inverted re-
peats, everted repeats or direct repeats, as illustrated
in Fig. 6.16. Table 6.3 shows the features of response
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Hexanucleotide sequences Type of response element

Receptor dimers

Table 6.3 Features of hormone response
elements preferentially recognized by

Inverted repeat sequences
5-AGAACANNNTGTTCT-3 IR3
3-TCTTGTNNnACAAAGA-5’

5-AGGTCANNNTGACCT-3" IR3 ER/ER

3-TCCAGTNNNACTGGA-5

Direct repeat sequences

5-AGGTCANAGGTCA-3 DR1

3-TCCAGTNTCCAGT-5

5-AGGTCANNAGGTCA-3 DR2 RAR/RXR
3-TCCAGTNnTCCAGT-5

5-AGGTCANNNAGGTCA-3 DR3 VDR/VDR
3-TCCAGTNNNTCCAGT-5’

5-AGGTCANNNNAGGTCA-3 DR4 TRIRXR
3-TCCAGTnnNNTCCAGT-5

5-AGGTCANNNNNAGGTCA-3 DR5 RAR/RXR

3-TCCAGTnNnnnTCCAGT-5'

nuclear receptors.

GR/GR, MR/MR, AR/AR, PR/PR

RXR/RXR, RAR/RXR, PPAR/RXR

Base pairs: adenine (A); thymine (T); cytosine (C); guanine (G).

IR3, inverted repeat with three nucleotide spacers (n). DR1, DR2, DR3, etc., direct repeats with one,

two, three, etc. nucleotide spacers.

Receptors (R) for: GR, glucocorticoid; MR, mineralocorticoid; AR, androgen; PR, progesterone; ER,
(o)estrogen; RXR, retinoid X; RAR, retinoic acid; PPAR peroxisome proliferator-activated; VDR, vitamin

D,; TR, thyroid hormone.

elements recognized by the principal nuclear recep-
tors. Those elements recognized by type I steroid
receptors are designated IR3 elements because the
half-sites are arranged exclusively as inverted repeats
separated by three nucleotides. Specificity between
GR, MR and PR is determined by differences in the
individual nucleotides of the spacer.

In contrast to the strict palindromic organization
of steroid hormone response elements, the highest af-
finity binding sites for type II receptors are arranged
as direct repeats, with AGGTCA as the consensus core
recognition motif. The preferred spacing between
the direct repeats (DR) is three nucleotides (DR3)
for VDR/RXR, four nucleotides (DR4) for TR/RXR,
and five nucleotides (DR5) for RAR/RXR. RAR/RXR
is also capable of binding to DR1 and DR2 elements,
but with somewhat lower affinity than to the DR5 ele-
ment. DRI is also a response element for an RXR ho-
modimer and for a PPAR/RXR heterodimer. The or-
phan receptor COUP-TF in dimeric partnership with
RXR recognizes DRs with 0 to 5 spacers, although the
binding is most avid with DR1 elements.

6.8.4 Classification of steroid-responsive
genes

Genes regulated by steroid hormones may be divided
into three categories: primary response genes, delayed
primary response genes and secondary response
genes (Dean & Sanders, 1996). This classification is
based principally on whether or not the gene directly
binds the hormone-bound nuclear receptor. In the
case of primary response genes, the hormone-recep-
tor complex acts as a transcription factor and directly
binds, or binds through tethering, to a specific hor-
mone response element within the target gene. The
liganded receptor is only involved in one signal trans-
duction pathway to affect transcription. Increases
in mRNA steady-state levels occur within 15 min of
steroid hormone administration. This rapid response
has given rise to the term ‘early genes’. The protein
product of a primary response gene is the steroid
responsive protein; there is no attendant synthesis of
protein and therefore cycloheximide does not inhibit
the hormonal response.
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Secondary response genes, by definition, do not
bind the hormone-receptor complex. Transcrip-
tion of these genes is regulated by the action of an
intermediary protein in one of several possible ways.
The hormone-receptor complex could bind to a
primary response gene that encodes a transcription
factor (the intermediary protein) that is necessary to
regulate the secondary response gene. Alternatively,
the intermediary protein encoded by the primary
response gene could be an enzyme, perhaps a kinase,
that activates or inactivates a pre-existing protein
that is directly or indirectly critical for transcription
of the secondary response gene. The activated pro-
tein could be a transcription factor. It could also be
an mRNA-stabilizing protein, stabilizing an mRNA
whose protein product is essential for transcription
of the secondary response gene. Because synthesis of
an intermediary protein is required, the responses
are inhibited by cycloheximide. Secondary response
genes do not show a significant change in mRNA
steady-state levels until 1 or more hours after ster-
oid administration; for this reason, they are often
referred to as ‘late genes’

Delayed primary response genes directly bind the
hormone-receptor complex and yet exhibit a delayed
induction that requires attendant protein synthesis.
This type of gene is exemplified by the vitamin D-
responsive osteocalcin gene and the retinoic acid-re-
sponsive B-laminin gene. The mechanisms involved
in the induction of these genes are unclear.

6.8.5 Receptor domains

Based on amino acid sequence similarity, the protein
structures of the receptors can be divided into six do-
mains, designated A to F (Fig. 6.17). The A/B domain
is at the amino (N) terminus of the molecule and the
F domain is at the carboxy (C) terminus. Significant
sequence homology is found among the members
of the nuclear receptor superfamily; those domains
exhibiting strong homology have been conserved
during evolution.

The most highly conserved domain is the C do-
main, which contains the DNA binding site and
regions that contribute to receptor dimerization and
nuclear localization. Part of the peptide chain in the C
domain is folded into two loops separated by a linker
region of 15 to 17 amino acids. Each loop is anchored
by a single zinc atom tetrahedrically coordinated by
the sulphydryl groups of four cysteine residues. The
two loops are commonly referred to as zinc fingers’—a
misnomer, as they are actually folded together to form
a compact, interdependent structure (Glass, 1994).
Each zinc coordination complex initiates an o-helix
and these helices cross at right angles to form the core
of the DNA bindingsite. The firsthelix acts as the DNA
recognition helix; it contains a sequence of amino acid
residues (the P box) that make base-specific contacts
with the major groove of DNA. Other regions located
at the carboxy-terminal side of the second zinc finger
make multiple phosphate backbone contacts and

N-terminus C-terminus
- —
[~ [ c [p] e [F]
DNA binding +
Ligand binding +
Nuclear localization + +
Dimerization + +
Activation + (AF-1) + (AF-2)
Fig. 6.17 General functional organization of Repressiona +
steroid receptors into six domains, A-F. “not
steroid hormone receptors; not RAR, VDR Heat-shock protein +

andTR.

associationP
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may establish the orientation and position of the first
helix with respect to the hormone response element
half-site. The second helix stabilizes the recognition
helix. A sequence of amino acid residues (the D box)
located within the second zinc finger forms a portion
of a dimerization interface (Glass, 1994).

The functionally complex E domain encompasses
about 250 amino acids and contains subdomains
responsible for ligand binding, dimerization, nuclear
localization and transcriptional activation. In addi-
tion, TR and RAR contain a CoR box, and steroid
hormone receptors contain a region responsible for
heat-shock protein association. The peptide chain in
the ligand binding region contains many hydrophobic
amino acids and is folded to form a hydrophobic lig-
and-binding pocket. The major dimerization region is
localized in the C-terminal half of the E domain. This
region contains nine heptad sequences of hydrophobic
amino acids putatively organized into five discontinu-
ous o-helices (Forman & Samuels, 1990). These helices
form multiple independent dimerization interfaces at
which two receptor molecules become joined through
coil—coil interactions. A region essential for transcrip-
tional activation, AF-2, is one of two activation func-
tions. The core motif for AF-2 is highly conserved and
is present in all nuclear receptors for which a specific
ligand has been identified. The motif forms an am-
phipathic a-helix consisting of a glutamic acid residue
flanked by hydrophobic amino acid residues.

The A/B domain is highly variable in size, ranging
from 25 (VDR) to 603 amino acids (MR), and exhibits
negligible sequence conservation. It contains the sec-
ond activation function, AF-1, whose length and se-
quence are highly variable and unique to each specific
receptor isoform. AF-1 functions independently of
ligand, as opposed to AF-2, which is ligand-inducible.
Although only weakly active by itself, AF-1 synergizes
with and modulates the activity of AF-2.

The D domain is a flexible ‘hinge’ region, allowing
a degree of rotation within the protein molecule. The
F domain is a variable region for which no specific
function has been identified and is completely lacking
in the PR.

6.8.6 Structural basis for ligand binding to
receptor

The three-dimensional structures of the ligand-
binding domains (LBDs) of unliganded (apo)-RXR

(Bourguet et al. 1995), liganded (holo)-RARY (Re-
naud et al., 1995) and holo-TRa. (Wagner et al., 1995)
have been reported. The overall structure of each
receptor’s LBD is similar, consisting almost entirely
of twelve a-helices arranged in three layers to form
an antiparallel a-helical sandwich. However, there is
one striking difference between the structures of apo
and holo LBDs with regard to the position of helix
12, which contains the conserved AF-2 core. Whereas
helix 12 protrudes beyond the main body of the pro-
tein in apo-RXR, this helix is folded back in holo-RAR
and holo-TR and makes direct contact with the bound
ligands buried deep within a hydrophobic binding
pocket. Comparison of the apo and holo LBD struc-
tures has led to the proposal of a ‘mouse trap’ mecha-
nism by which the ligand-induced conformational
change renders the receptor transcriptionally active
(Wurtz et al., 1996). According to this proposal, the
mouse (ligand), tempted into the trap (ligand-bind-
ing pocket) by the bait (electrostatic forces), pushes
alever (helix 11) thus springing the trap mechanism
(release of helix 12 from the ©-loop) and causing the
lid (helix 12) to seal the trap and imprison the mouse.
Despite the apparently higher structural stability of
the liganded receptor, an equilibrium must exist that
allows the ligand to dissociate from the protein. The
conformational change upon ligand binding creates
new interfaces, allowing for interaction with coacti-
vators; it also disrupts pre-existing interfaces, causing
the release of co-repressors. The relief of nucleosomal
repression and recruitment of coactivators results in
activation of gene transcription. It is likely that at least
some of the ligands that function as antagonists of
transcription prevent the correct realignment of helix
12 and fail to create the proper interacting surfaces.

6.8.7 Repressive effect of COUP-TF

The chicken ovalbumin upstream promoter tran-
scription factor (COUP-TF) is an orphan member
of the nuclear receptor superfamily. This receptor
was originally characterized in chick oviduct extracts,
where it bound as a homodimer to a DR-1 response
element in the ovalbumin gene promoter and acti-
vated transcription. COUP-TF I and COUP-TF II
are close homologues, which are also known as ear-3
and ARP-1, respectively (Qui et al., 1994). COUP-TF
is expressed ubiquitously in vertebrates, especially in
the liver. The structural flexibility of the COUP-TF
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molecule allows it to bind to different arrangements
of the AGGTCA consensus core half-site. It can bind
to both direct repeats and palindromes with different
nucleotide spacings between the half-sites (Cooney et
al., 1992), the highest preference being toward DR1
elements (Kliewer et al., 1992). By virtue of their pro-
miscuous DNA binding, COUP-TFs repress ligand-
induced transcriptional activity of RAR, RXR, TR,
VDR and PPAR.

Four mechanisms have been proposed to address
COUP-TF’s repressive ability.

1  Direct competition between COUP-TF and
other nuclear receptors for binding to common
response elements (Tran et al., 1992). Support for
this proposal is the observed release of repression
when the expression of RAR is increased.

2 Competition for RXR between COUP-TF and
other receptors (Cooney et al., 1993). The reduc-
tion in available RXR caused by its sequestra-
tion in functionally inactive heterodimers with
COUP-TF indirectly decreases the DNA-binding
affinity of RAR, VDR and TR and thereby inter-
feres with the potential of these receptors to ac-
tivate their target genes. Over-expression of RXR
relieves the COUP-TF inhibition.

3  Transrepression, in which COUP-TF is tethered
to a promoter via dimerization with RAR, RXR
and TR so that it represses their ligand-depend-
ent transcriptional activity (Leng et al., 1996).

4 Active repression mediated by co-repressors,
such as N-CoR and SMRT, which interact with
a silencing function (CoR box) localized in the
extreme carboxy terminus of the E domain of
COUP-TF (Shibata et al., 1997).
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Key discussion topics

¢ Ingested provitamin A carotenoids, after absorption,
are converted first to retinaldehyde and then to reti-
nol in the enterocytes.

¢ Retinoic acid, the metabolite responsible for most
of the nonvisual functions of vitamin A, is produced
intracellularly by oxidation of diet-derived retinol via
retinaldehyde and also from B-carotene.

e Various types of retinoid-binding proteins transport
the hydrophobic retinoids within aqueous extracel-
lular, cytosolic and nuclear compartments.

e Vitamin A is stored in the liver as retinyl esters and
mobilized for use in a highly regulated process.

e Circulating retinol concentrations are homeostati-
cally regulated to remain constant.

e The function of vitamin A in vision is based upon
the binding of 11-cis retinaldehyde with the protein
opsin to form the visual pigment, rhodopsin.

e All-trans retinoic acid and 9-cis retinoic acid are
hormonal metabolites of vitamin A that mediate
tissue-specific expression of target genes through
their binding to two types of nuclear retinoid recep-
tors.

e When bound to DNA, retinoic acid receptor (RAR)
functions as a transcriptional activator in the pres-

7.1 Historical overview

In 1912, McCollum and, independently, Osborne and
Mendel, separated in almost pure form the proteins,
fats, carbohydrates, mineral matter and water from a
variety of foods. Mixtures of the isolated nutrients
were then fed to animals which soon sickened and
died. It was concluded that the food from which the
nutrients were derived contained some additional
factor that is necessary to sustain life. In 1915 McCol-
lum and Davis isolated from animal fats and fish oils
a ‘fat-soluble A’ that was essential to rats for growth
and also cured eye disorders. In 1921 Bloch reported
that a diet containing full milk and cod-liver oil cured
xerophthalmia in infants and concluded that the eye
affliction was due to the absence of the fat-soluble A
in the diet. In the meantime it was discovered that
green vegetables also possess fat-soluble A activity
and in 1930 Moore provided evidence that carotene
was converted to vitamin A in the body. The provita-
min role of B-carotene became obvious after Karrer
elucidated the structures of -carotene and retinol.

ence of its hormonal ligand, and as a repressor in the
absence of ligand.

¢ Heterodimer formation between the retinoid X re-
ceptor (RXR) and the nuclear receptors for retinoic
acid, thyroid hormone and vitamin D, allow RXR to
function as a master controller for signals from vari-
ous converging hormonal pathways.

e The COUP-TF orphan receptors act as negative regu-
lators of retinoid hormone response pathways.

e Retinoid receptors antagonize the AP-1 activator
thereby preventing excessive cell proliferation.

¢ Retinoicacid induces the transcription of many genes
encoding proteins that are involved in cell differen-
tiation and a variety of biochemical processes.

e Disrupted expression patterns of retinoid-responsive
cytokine genes account for impaired antibody-medi-
ated immunity in vitamin A deficiency.

¢ Retinoic acid exerts profound effects on pattern for-
mation during embryogenesis.

e Carotenoids act as biological antioxidants by trap-
ping peroxyl free radicals and deactivating singlet
oxygen.

¢ The cancer-preventing action of retinoids correlates
with enhanced gap junctional communication of
growth controlling signals.

The biochemical function of vitamin A in vision was
established by Wald in 1935.

In 1987, two independent research groups led by
Pierre Chambon in Paris and Ronald Evans in Cali-
fornia made the important discovery that retinoic
acid acts in the manner of a steroid hormone through
binding to a specific nuclear receptor.

7.2 Chemistry and biological functions

Vitamin A-active compounds, defined as compounds
having qualitatively the biological activity of retinol,
are represented by retinoids and provitamin A carote-
noids. The retinoids comprise retinol, retinaldehyde
and retinoic acid, together with their naturally occur-
ring and synthetic analogues. The naturally occurring
retinoids are sometimes referred to as preformed
vitamin A because they do not require metabolic
conversion, as do carotenoids, in order to become
biologically active. Carotenoids are represented by
[-carotene and chemically related pigments that are



responsible for the colour of many vegetables and
fruits. From a nutritional viewpoint, these pigments
are classified as provitamin A carotenoids and inac-
tive carotenoids. In nature, carotenoids are synthe-
sized exclusively by higher plants and photosynthetic
microorganisms, in which they function as accessory
light-harvesting pigments to chlorophyll. Although
animals are unable to synthesize carotenoids, they
can assimilate them through their diet.

Vitamin A is required for several essential life proc-
esses, including metabolism, haematopoiesis, bone
development, pattern formation during embryo-
genesis, the maintenance of differentiated epithelia,
and immunocompetence. These processes can be
supported by all forms of vitamin A, including the
provitamin A carotenoids. The other vitamin A-de-
pendent processes, namely vision and reproduction,
specifically require either retinol or retinaldehyde.
Retinoic acid cannot support these functions because
it cannot be reduced back metabolically to retinalde-
hyde. Hence animals maintained on retinoic acid as
the only source of vitamin A become both blind and
sterile, but are otherwise in good general health.

Retinoids promote the differentiation of a variety
of cell lines in culture, including epithelial cells and
chondrocytes. That this function occurs in vivo is
demonstrated by the replacement of secretory cells in
epithelia by keratin-producing cells when an animal
is deprived of vitamin A. The effects of vitamin A on
cellular differentiation are due to the control of gene
expression by retinoic acid in selected tissues, the pro-
tein products being responsible for the effects. Not
all vitamin A-responsive genes are up-regulated by
retinoic acid; some are down-regulated.

In this text the precise terms ‘retinoids’ and ‘caro-
tenoids’ are used where the specificity is known. The
non-specific term ‘vitamin A’ is used in the sense of
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Fig. 7.1 Structures of some physiologically important retinoids.
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vitamin A activity and therefore accounts for provita-
min A carotenoids as well as retinoids.

7.2.1 Preformed vitamin A

The structures of three physiologically important
retinoids are shown in Fig. 7.1. The parent vitamin
A compound, retinol, comprises a cyclohexenyl ([3-
ionone) ring attached at the carbon-6 position to a
polyene side chain. The four double bonds in the side
chain give rise to cis/trans isomerization. The pre-
dominant isomer, all-trans retinol, possesses maximal
(100%) vitamin A activity and is frequently accom-
panied in foodstuffs by smaller amounts of 13-cis
retinol, which has 75% relative activity. An aldehyde
form, 11-cis retinaldehyde, is the chromophore in the
retina of the eye, while all-trans and 9-cis retinoic acid
are active metabolites of retinol found in most if not
all tissues. Changes in the molecular state of oxida-
tion and cis/trans isomerization are of physiological
importance in modifying the biological activity of
retinoids.

7.2.2 Provitamin A carotenoids

Carotenoids are classified chemically as carotenes,
which are hydrocarbons, and xanthophylls, which
have one or more oxygen-containing groups (e.g.
hydroxyl) either on the ring or in the chain. Most
naturally occurring carotenoids contain 40 carbon
atoms. In some instances, C, -carotenoids undergo
partial oxidative cleavage in the plant tissues to give
shortened molecules known as apocarotenoids. The
majority of xanthophylls in plant tissues occur as
mono or bis esters of saturated long-chain fatty acids
(e.g. palmitic acid).

CHs
11

H3C™ ™S

9-cis Retinoic acid
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For a carotenoid to have vitamin A activity, its
structure must incorporate a molecule of retinol, i.e.
an unsubstituted B-ionone ring with an 11-carbon
polyene chain. The most ubiquitous and nutritionally
most important carotenoid, B-carotene (Fig. 7.2), is
composed of two molecules of retinol joined tail to
tail, thus B-carotene possesses maximal provitamin A
activity. The structures of all other provitamin carote-
noids incorporate only one molecule of retinol, hence
theoretically contribute 50% of the biological value of
[B-carotene. Over 500 naturally occurring carotenoids
have been isolated and characterized; of these, about
50 possess provitamin A activity in varying degrees.

In plant and animal tissues the carotenoids are usu-
ally found associated with lipid fractions in noncova-
lent association with membranes and lipoproteins,
and they accumulate in the chloroplasts of green
leaves. In nature, carotenoids exist mainly as their all-
trans forms. Food processing and preservation meth-
ods, especially canning, induce cis—trans isomeriza-
tion, leading to a reduced vitamin A potency.

7.3 Dietary sources

All natural sources of vitamin A in the diet are derived
ultimately from provitamin A carotenoids. For much
of the world’s human population, and particularly in
parts of the developing world, vegetables and fruits
provide the main dietary sources of vitamin A in the
form of B-carotene and other provitamin carotenoids.
In other parts of the world, milk, butter, cheese and
eggs are important dietary sources of vitamin A. The
liver of meat animals is a particularly rich source as
this organ stores the vitamin for the body’s use. Pre-
formed vitamin A is present in animal tissues and in
milk as a consequence of the enzymatic conversion of
ingested provitamin carotenoids in the intestinal wall
of the animal. Dietary preformed vitamin A consists
mainly of retinol esterified with long chain fatty acids,
particularly palmitic acid. Retinyl esters are also found
in processed foods supplemented with vitamin A.

Fig. 7.2 Structure of B-carotene.

7.4  Absorption, transport and metabolism

7.4.1 Overview

Retinol in the free state can enter the lipid bilayer of
biological membranes and disrupt membrane struc-
ture and function. In order to permit transport within
anaqueous environment and to limititslevel in mem-
branes, retinol (and other retinoids) are bound to
proteins, both extracellularly and intracellularly. The
intracellular retinol-protein complex is the metaboli-
cally active form of retinol. Alternatively, retinol is
esterified with long-chain fatty acids for transport in
lipoproteins or storage in cytoplasmic lipid droplets.
Protein binding and esterification prevent the disrup-
tive action of free retinol on membrane structure and
function, whilst also protecting retinoids from un-
wanted metabolic processing and decomposition.

In the human, the main events that take place
from absorption of dietary vitamin A to cellular me-
tabolism in the target tissues are as follows. Ingested
retinyl esters and carotenoids are incorporated into
mixed micelles in the intestinal lumen and the retinyl
esters are hydrolysed. The micelles dissociate and the
retinol and carotenoids are absorbed. Within the
enterocytes, varying proportions of the provitamin
carotenoids are converted first to retinaldehyde and
then to retinol, which is subsequently esterified. Some
of the retinaldehyde is oxidized irreversibly to retinoic
acid. Retinoic acid can also be produced from B-caro-
tene via apo-carotenals of varying chain length with-
out involving retinaldehyde as an intermediate. The
absorbed retinol is also esterified and the combined
retinyl esters, accompanied by varying small amounts
of unchanged carotenoids, are released into the
bloodstream via the lymphatic system as components
of chylomicrons. The absorption of -carotene and
retinyl ester and principal metabolic events within the
enterocyte are shown diagrammatically in Fig. 7.3.

The circulating chylomicrons undergo lipolysis
and the resultant chylomicron remnants are taken
up by the liver and to a lesser extent by extrahepatic



Fig. 7.3 Intestinal absorption and metabolism B-carotene

of B-carotene and retinyl esters. See text for b||e
additional metabolic reactions. Reproduced,

with permission, from Erdman et al. (1993), 2-50%
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tissues. Within the liver the chylomicron remnant
retinyl esters are hydrolysed and most of the retinol
is transferred from hepatocytes to stellate cells where
it is esterified and stored. Remnant carotenoids do
not accumulate in liver cells: they are released into
the circulation as components of very low density
lipoproteins (VLDLs) and ultimately stored intact
in adipose tissues and in various organs of the body.
Upon demand, the retinyl esters in the liver are hydro-
lysed and the retinol is released into the bloodstream
bound to retinol-binding protein (RBP), which is
synthesized in the liver. In the plasma the retinol-RBP
complex forms a larger complex with a protein called
transthyretin (formerly known as prealbumin), which
also transports thyroid hormone. The retinol-RBP—
transthyretin complex delivers retinol to a cell-surface
receptor expressed in vitamin A-requiring cells. RBP
is recognized by the receptor and, after negotiating
the lipid bilayer of the plasma membrane, the retinol
interacts with a specific cellular binding protein. Cy-
toplasmic retinol is subject to a variety of metabolic
fates, including oxidation to retinoic acid. Cellular
binding proteins play major roles in controlling reti-
nol metabolism and may regulate the movement of
retinoic acid to the nucleus where it acts as a hormone
to affect gene expression.
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7.4.2 Retinoid-binding proteins

A number of retinoid-binding proteins (Table 7.1)
play an essential role in transporting the hydrophobic
retinoids within aqueous extracellular, cytosolic and
nuclear compartments. The binding proteins in their
free uncomplexed state are referred to as apo-proteins
(e.g.apoRBP); when complexed with their ligand they
are referred to as holo-proteins (e.g. holoRBP).

Retinol-binding protein (RBP) is a single polypep-
tide of molecular weight 21 kDa, which specifically
binds retinol for transport in the plasma. The protein
is synthesized in the liver as a larger molecular weight
preRBP, which is rapidly processed to the 21-kDa
molecule by the removal of a 3.5-kDa peptide. RBP
is also synthesized in a large number of extrahepatic
tissues. The protein molecule has a barrel core that
completely encapsulates a single retinol molecule,
with the B-ionone ring lying deep in the hydrophobic
pocket and the polyene tail extending almost to the
surface. This arrangement protects the retinol from
oxidation and exposure to enzymes during transport.
The ligand is tightly bound and can only be removed
in vitro by extraction with organic solvents or by de-
naturing the protein.

RBP possesses two additional binding sites: one
for attachment to transthyretin and the second for
linking to receptors on the surface of target cells.
Transthyretin, which is also synthesized in the liver, is
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Table 7.1

Principal retinoid-binding proteins involved in vitamin A metabolism.

Binding protein Major ligand

Location

Intercellular transport

Retinol-binding protein, RBP

Interphotoreceptor or interstitial retinol-binding protein,
IRBP

Intracellular transport

Cellular retinol-binding protein type I, CRBP-I

Cellular retinol-binding protein type Il, CRBP-II
retinaldehyde

Cellular retinoic acid-binding protein type I, CRABP-I

Cellular retinoic acid-binding protein type II, CRABP-II

Cellular retinaldehyde-binding protein, CRALBP

all-trans retinol
all-trans and 11-cis retinol

all-trans retinol
all-trans retinol and

all-trans retinoic acid
all-trans retinoic acid
11-cis retinaldehyde Retina

Synthesized in hepatocytes, circulates in plasma
Matrix between pigment epithelium and photoreceptor cells
of the retina

Proximal epididymis, liver, kidney (1), bone (2)

Intestine (enterocytes), liver and intestine of developing
embryo

Developing embryo seminal vesicle, vas deferens, skin (1)
Developing embryo, adult skin cells

(1) Kato et al. (1985). CRBP-I and CRABP-I were found in every rat tissue tested (21 tissues in males, 18 in females). Those listed are the top three

locations.
(2) Harada et al. (1995).

a tetrameric protein composed of apparently identi-
cal subunits, each with a molecular weight of 14 kDa,
and possesses a single thyroid hormone-binding site.
Although transthyretin would seem to be capable of
binding four molecules of RBP, it only binds one. Ap-
parently, the binding of one molecule of RBP to one
transthyretin subunit causes the remaining subunits
to lose their affinity for RBP. Hence, under normal
physiological conditions, with transthyretin in molar
excess, holoRBP—transthyretin exists as a 1:1 molar
complex. In blood, approximately 95% of the reti-
nol-RBP is complexed with transthyretin — the rest is
free. As will become evident, retinol nutritional status
strikingly influences the metabolism and tissue levels
of RBP.

The cellular retinoid-binding proteins (CRBPs)
facilitate normal vitamin A metabolism by deliver-
ing retinoids to the appropriate enzyme reaction sites
within the cell. These cytoplasmic proteins are distinct
from plasma RBP. The four cellular proteins for bind-
ing retinol and retinoic acid share a high degree of ho-
mology and have molecular weights in the range 15.0—
15.7 kDa. CRBP-I and CRABP-I have been found in
all rat tissues and organs tested, suggesting that they
are involved in essential cellular processes throughout
the body. The levels vary widely among different tis-
sues, the highest concentrations being found in tissues
of the reproductive tract. They have an additional role
in delivering their respective ligands to specific bind-
ing sites within the nucleus. CRABP-I also sequesters

retinoic acid, in excess of cellular needs, and facilitates
its catabolism into a variety of polar metabolites. Tis-
sue distribution of CRBP-II and CRABP-II is much
more restricted. The former is found mainly in the
enterocytes of the small intestine, where it is involved
in the metabolism of newly absorbed or newly formed
retinol. The unique proteins, CRALBP and IRBP, are
found only in visual tissue; their respective molecular
weights are 36.0 kDa and 135.0 kDa.

There is a problem in studies of retinoid metabo-
lism of promiscuity of retinoids in vitro. For example,
a plethora of non-specific enzymes, including alcohol
dehydrogenases, convert ‘free’ retinol into retinoic
acid in vitro, but have no access to the protein-bound
retinol in vivo. To ensure that only the physiologically
relevant enzymes catalyse retinoid metabolism in the
body, the substrate is not the retinoid per se, but the
holo-cellular retinoid-binding protein, and the en-
zyme recognizes the substrate through protein—pro-
tein interaction. The enzyme forms a transient com-
plex with the holo-binding protein and the retinoid
is transferred directly from the binding protein to the
active site of the enzyme without diffusing into the
aqueous medium (Napoli, 1993).

With regard to CRBP-I and CRABP-I, the amount
and availability of their respective ligands, retinol and
retinoic acid, does not influence the tissue levels of
these cellular binding proteins. Thus a low dietary
supply of vitamin A is accompanied by a concomi-
tant increase in the level of apoCRBP-I relative to



holoCRBP-I — this is an important concept in reti-
nol metabolism. It has been demonstrated that tissue
levels of both CRBP-I and CRABP-I are maintained
constant in the face of considerable differences in
retinoid nutritional status (Kato et al., 1985; Blaner et
al., 1986). However, tissue levels of CRBP-I (but not
CRABP-I) are decreased if the diet is totally devoid
of retinoid.

7.4.3 Intestinal absorption

Ingested retinyl esters and provitamin A carotenoids
are liberated from their association with membranes
and lipoproteins by the action of pepsin in the stom-
ach and of proteolytic enzymes in the small intestine.
In the stomach the free carotenoids and retinyl esters
congregate in fatty globules, which then pass into the
duodenum. In the presence of bile salts, the globules
are broken up into smaller globules, which renders
them more easily digestible by a variety of pancreatic
lipases and results in the formation of mixed micelles.
Extensive hydrolysis of retinyl esters takes place with-
in the duodenum, catalysed mainly by a non-specific
pancreatic hydrolase that can act on a wide variety of
esters as substrates. Retinyl ester hydrolysis is com-
pleted by brush-border hydrolases. With the excep-
tion of esterified xanthophylls, which are hydrolysed
by esterases, carotenoids are absorbed without prior
metabolic conversion.

The retinol and carotenoids contained within the
mixed micelles cross the unstirred layer of the in-
testinal lumen and are released as a result of micelle
dissociation in the brush-border region. Physiological
concentrations of retinol derived from natural food
sources are absorbed by facilitated diffusion; at higher
concentrations a process of simple diffusion takes over.
The carrier-mediated absorption of retinol shows spe-
cificity toward all-trans retinol and 3-dehydroretinol;
uptake of 9-cis and 13-cis retinol and retinaldehyde
takes place by simple diffusion (Dew & Ong, 1994).
Carotenoid absorption is also by simple diffusion.

Preformed vitamin A and provitamin A carotenoids
(provitamins) of dietary origin differ in their efficiency
of absorption. When foods containing normal physi-
ological amounts of these compounds are ingested,
retinol is absorbed with an efficiency of 70-90%
compared with 20-50% for the provitamins. The
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absorption efficiency of retinol remains high as the
amount ingested increases beyond physiological lev-
els, whereas that of the provitamins falls markedly with
increased ingestion to less than 10%. Whereas crystal-
line B-carotene in antioxidant-stabilized commercial
form is absorbed with an efficiency of about 50%, the
absorption of carotenoids from raw carrot can be as
low as 1%. The cooking of vegetables increases absorp-
tion, probably as a result of dissociation of carotenoids
from plant cell membranes and lipoproteins.

In a human study of B-carotene absorption, Blom-
strand & Werner (1967) fed single small doses of
radioactive B-carotene dissolved in vegetable oil to
hospitalized patients in whom cannulae had been
inserted into the thoracic duct. The percentages of
administered radioactivity recovered in the lymph of
three patients were 14.6,8.7 and 16.8. In these patients
most of the radioactivity was found in the retinyl ester
fraction which contained 68 to 88% of the total ra-
dioactivity in the lymph lipids. Smaller amounts of
radioactivity (1.7, 11.3 and 27.9%) were recovered in
the B-carotene fractions. These results demonstrate
that only a part of B-carotene consumed is absorbed
in the intestine. Most of that absorbed is converted in
the enterocytes to retinaldehyde and further to retinol
and retinyl esters; some remains as intact 3-carotene.

There is a large variability, three- to four-fold
among healthy male humans, in efficiency of carote-
noid absorption (Brown et al., 1989). In some people
there is no plasma response to a single oral dose of
B-carotene. Johnson & Russell (1992) measured -
carotene concentrations in plasma and various lipo-
proteins in healthy males for 10 days after a single oral
dose (120 mg) of B-carotene in capsule form. Seven of
the eleven subjects were nonresponders, showing little
or no increase in plasma -carotene and only a small
response in chylomicrons. This lack of response may
be caused by inefficient uptake of luminal B-carotene
by enterocytes, inefficient incorporation of B-caro-
tene into chylomicrons, or extensive conversion of
[-carotene to retinyl esters. Of interest with the four
responders was that surges of chylomicron 3-carotene
occurred every few days following the single dose,
suggesting delayed release of -carotene from ente-
rocytes. It is possible that these surges were the result
of re-uptake of B-carotene from the intestinal lumen
following sloughing off of the epithelial cells.
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7.4.4 Metabolic events in the intestine

Esterification of retinol

Within enterocytes retinol becomes bound in a 1:1
molar ratio to CRBP-II, which is present exclusively
and abundantly in these cells. CRBP-II binds all-trans
and 13-cis retinol with high affinity; it also binds reti-
naldehyde, but not retinoic acid. The protein-bound
retinol is esterified with saturated long-chain fatty
acids, preferentially palmitic acid. The esterifica-
tion uses a different pool of fatty acids and hence
different enzymes than are used for the synthesis of
triglycerides. Two microsomal enzymes are involved
in the esterification of retinol, namely acyl coenzyme
Acretinol acyltransferase (ARAT) and lecithin:retinol
acyltransferase (LRAT). The substrates for the ARAT-
catalysed reaction are free retinol and acyl-CoAs;
retinol bound to CRBP-II is not a substrate for ARAT.
LRAT is an unusual enzyme in that it utilizes a mem-
brane phospholipid, phosphatidylcholine (lecithin),
as an endogenous donor of fatty acids for esterifica-
tion. The enzyme activity shows positional selectivity
as only the fatty acid from position 1 of the phos-
pholipid is transferred to retinol. Position 1 is usually
occupied by a saturated fatty acid (palmitic or stearic
acid), which explains the predominance of saturated
fatty acids in the retinyl esters. Unlike ARAT, LRAT
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can utilize CRBP-II-bound retinol as well as free reti-
nol. However, because of the abundance of CRBP-II in
enterocytes, the majority of retinol will be bound and
thus restricted to esterification by LRAT.

Whether ARAT or LRAT is involved in retinol es-
terification depends on the amount of available reti-
nol. LRAT is responsible for the esterification of
retinol-CRBP-II when normal loads of vitamin A
are ingested. In contrast, ARAT activity is important
if the amount of retinol absorbed exceeds the satura-
tion level of CRBP-II. It seems that CRBP-II functions
both to direct retinol to the microsomes for esterifica-
tion by LRAT and to prevent retinol from participat-
ing in the ARAT reaction.

Conversion of provitamin carotenoids to
retinoids

Both central and excentric (asymmetric) oxida-
tive cleavage of provitamin carotenoids have been
proposed for the biosynthesis of retinaldehyde in
enterocytes (Fig. 7.4). In the central cleavage reaction,
molecular oxygen reacts with carbon atoms 15and 15°
of the polyene chain, after which the central double
bond is cleaved. This reaction would be expected to
generate two molecules of retinaldehyde from one
molecule of B-carotene (or one molecule of retinal-

L1 12, 10, 8§,

Retinol <——————=> Retinaldehyde ¢

8’-CHO = 8’-COOH

10-CHO = 10-COOH
12’-CHO =— 12’-COOH
14’-COOH

> Retinoic acid

Fig. 7.4 Intestinal metabolism of B-carotene. The enzyme B-carotenoid-15, 15"-dioxygenase forms retinaldehyde directly. Cleavage at other double bonds
forms B-apocarotenals (e.g. 8"~CHO), which can be shortened to retinaldehyde. 3-Apocarotenals may be oxidized to 3-apocarotenoic acids (e.g. 8-COOH),
which can form retinoic acid. Retinol is esterified, incorporated in chylomicrons together with some intact 3-carotene, and secreted into lymph. Retinoic
acid enters portal blood accompanied by other polar metabolites. Reprinted from Biochimica et Biophysica Acta, Vol. 486, Sharma et al., Studies on the
metabolism of B-carotene and apo-B-carotenoids in rats and chickens, pp. 183-94, © 1977, with permission from Elsevier.



Fig. 7.5 Structure of B-apo-8'-carotenal.

dehyde in the case of other provitamin carotenoids).
However, the reaction fails to produce the theoretical
amount of retinoids in vivo because of incomplete
absorption of B-carotene from the intestinal lumen
and (in humans) inefficient conversion in the mucosa.
Metabolism of carotenoids to retinoic acid as a result
of excentric cleavage may account for some of the dis-
crepancy in humans.

In the excentric cleavage of B-carotene described by
Glover (1960) one molecule of B-carotene ultimately
yields one molecule of retinaldehyde. The initial reac-
tion is cleavage of the terminal 7'-8” double bond to
produce B-apo-8'-carotenal (Fig. 7.5). The stepwise
degradation of this compound is postulated to take
place by a B-oxidative-type enzyme system. All of
the B-apocarotenals formed from B-carotene can be
shortened to retinaldehyde.

There is good evidence for the existence of both
central and excentric cleavage of carotenoids (Wolf,
1995). The enzyme responsible for central cleavage,
B-carotenoid-15,15"-dioxygenase, is found in both
intestine and liver. However, because of lability during
attempts to purify it, the pure enzyme has not yet been
isolated. Bile salts have been found to be essential for
B-carotene cleavage. Enzyme(s) seem to be involved
in excentric cleavage: amounts of B-apocarotenals and
retinoids were markedly reduced when NAD* was re-
placed by NADH and their formation was completely
inhibited by an inhibitor of sulphydryl-containing
enzymes (Wang et al., 1991). However, no enzyme(s)
specifically responsible for excentric cleavage has yet
been found. It is not known whether different specific
dioxygenases cleave the different double bonds of the
polyene chain or whether the -carotenoid-15,15"-di-
oxygenase is rather non-specific and can attack other
double bonds also.

Most of the retinaldehyde formed from carotenoids
becomes bound to CRBP-II and reversibly reduced to
retinol by retinaldehyde reductase — a relatively non-
specific aldehyde reductase which does not appear to
be zinc-dependent (Fidge & Goodman, 1968). The
resulting retinol-CRBP-II complex is then used as a
substrate for esterification by LRAT.
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The bioconversion of provitamins to retinoids may
be regulated both up and down at the level of the in-
testinal cleavage enzyme. Using a dioxygenase assay,
van Vliet et al. (1992) found a 130% higher cleavage
activity in hamsters fed a low vitamin A diet com-
pared with normally fed controls. This up-regulation
was confirmed in rats by van Vliet et al. (1996) who
also found that a high intake of either retinyl ester
or B-carotene down-regulated (decreased) cleavage
activity.

7.4.5 Tissue uptake of chylomicron
remnant retinyl esters

The chylomicrons, containing retinyl esters and small
amounts of intact carotenoids, are released from en-
terocytes by exocytosis into the lymph. They enter the
bloodstream where lipase activity and apolipoprotein
exchange result in their conversion to chylomicron
remnants, which are taken up primarily by the pa-
renchymal cells (hepatocytes) of the liver. Uptake ap-
pears to involve binding of the chylomicron remnants
to lipoprotein receptors in the space of Disse, followed
by lipolytic processing and receptor-mediated endo-
cytosis. After uptake of chylomicron remnants, the
constituent retinyl esters are hydrolysed, probably
by a hydrolase located in the plasma membrane of
hepatocytes and/or in early endosomes. In contrast to
many other ligands that are transferred to lysosomes
after endosomal processing, retinol is transferred
from endosomes to the endoplasmic reticulum, where
apoRBP is found in high concentration. Whether this
transfer occurs via vesicular transport or via CRBP-I
in the cytosol is not known.

Although chylomicron remnants are mainly
cleared by the liver, uptake of remnants also takes
place in the bone marrow and spleen, and to a lesser
extent in adipose tissue, skeletal muscle, testes, lungs
and kidneys. Considering the role of retinoids in
cell differentiation, chylomicron remnants may be
important for delivering retinyl esters to tissues with
intensive cell proliferation and differentiation such as
bone marrow and spleen.
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7.4.6 Metabolic events in the liver

Esterification of retinol

Within hepatic stellate cells, retinol binds to CRBP-
I which directs retinol to LRAT for esterification
when the vitamin is present in normal amounts.
When retinol is present at high levels and the pool
of CRBP-I becomes saturated, ARAT may esterify the
excess. Thus, as in the intestine, both enzymes may be
involved in hepatic retinol esterification, depending
on the amount of retinol present and on whether it is
bound to CRBP-1.

Storage of retinyl esters

Vitamin A is unique among vitamins because it is
massively stored by the liver. The level of stored reti-
nyl ester fluctuates in accordance with dietary intake.
Normally, most of the newly absorbed retinol is trans-
ferred within 2—4 hours from hepatocytes to stellate
cells for storage. However, during periods of vitamin
A insufficiency, newly absorbed retinol is secreted
from hepatocytes, as holoRBP, directly into the blood
to satisfy the immediate needs of the tissues.

The transfer of newly absorbed retinol from
hepatocytes to stellate cells within the liver is medi-
ated by RBP, thus other components of chylomicron
remnants, such as cholesterol and vitamin D, are not
transferred. Binding of retinol to RBP in hepatocytes
initiates a translocation of holoRBP from the endo-
plasmic reticulum to the Golgi apparatus, followed
by secretion of the retinol complex from the cell.
Within stellate cells, retinol is esterified and the esters
are stored in cytoplasmic lipid droplets. The storage
capacity of hepatic stellate cells is high and accounts
for about 50 to 80% of the total body pool of vitamin
A. The normal reserve of vitamin A in stellate cells is
adequate to last for several months in humans. Stel-
late cells are also found in the intestine, kidney, heart,
large blood vessels, ovaries and testes; these cells store
retinyl esters when large amounts of vitamin A are
consumed. When the stellate cells contain so much
retinol that they can accept no more, hypervitamino-
sis A occurs.

The amount of vitamin A stored in the liver influ-
ences retinol utilization by extrahepatic tissues, and
therefore hepatic liver reserves are a true indication
of vitamin A status. Green et al. (1987) determined
the retinol utilization rate in rats provided with dif-
ferent intakes of vitamin A, such that the rats had low,

marginal or high liver vitamin A reserves. Vitamin A-
depleted rats exhibited a lower utilization rate, which
was positively correlated with the size of the plasma
retinol pool; i.e. the lower the plasma retinol concen-
tration, the lower the vitamin A utilization rate. The
increased rate of utilization observed in rats of higher
vitamin A status was reflected in an increased rate of
retinol catabolism. It appeared that some minimal
utilization rate is maintained as long as dietary supply
and/or liver stores of vitamin A can maintain normal
plasma retinol concentrations. The decreased utiliza-
tion rate in depleted states could be a way of conserv-
ing vitamin A for its most critical functions, whereas
in vitamin A sufficiency increased catabolism pre-
vents excessive accumulation of retinol. Accelerated
catabolism as a function of increase in liver vitamin A
stores was also reported in rats fed excessive amounts
of vitamin A (Leo et al., 1989).

Mobilization of retinol

The vitamin A stored in stellate cells can be readily
mobilized for use in a highly regulated process. Thus
an individual’s plasma vitamin A levels remain quite
constant over a wide range of dietary intakes and liver
stores. Only when liver reserves of vitamin A are nearly
depleted do plasma concentrations of retinol decrease
significantly. A kinetic model of retinol dynamics in
rats (Green et al., 1993) predicted that the stellate cell
retinol pool responsible for the secretion is small and
rapidly turning over. This is compatible with the rela-
tively small amounts of apoRBP observed in stellate
cells (more than 90% of the apoRBP in liver is found
in hepatocytes). Upon demand, the retinyl esters are
hydrolysed to retinol, which then combines with RBP
to form holoRBP. This complex is secreted into the
bloodstream where it becomes reversibly complexed
in a 1:1 molar ratio with transthyretin. The forma-
tion of the larger retinol-RBP—transthyretin complex
minimizes the loss of holoRBP in the urine during its
passage through the kidney.

One factor that specifically regulates the release of
holoRBP from the liver is the dietary intake of vita-
min A. Studies in the rat (Muto et al., 1972; Smith et
al., 1973) showed that in the retinol-depleted state,
the secretion of holoRBP from the liver was blocked,
resulting in the accumulation of an enlarged pool
of apoRBP in the liver and a concomitant decline
in plasma RBP levels (as holoRBP-transthyretin).
Oral administration of retinyl acetate to the depleted



rats stimulated the rapid secretion of holoRBP from
the expanded liver pool into the plasma and within
5 hours after administration the plasma RBP levels
had returned to normal. This effect of retinol upon
RBP secretion took place without affecting RBP
synthesis (Soprano et al., 1982); this is unusual as the
synthesis of other binding proteins (e.g. transferrin,
ferritin and zinc metallothionein) is controlled by
their specific ligands. These experiments demon-
strated that the livers of vitamin A-deficient animals
contain a pool of previously formed apoRBP, which
can be released rapidly into the plasma, as holoRBP,
as soon as vitamin A becomes available. The delayed
(5 h) response to oral administration of vitamin A is
due to the processes of intestinal absorption, hepatic
uptake of chylomicron remnant retinyl ester, and hy-
drolysis of ester to provide retinol.

The rapid release of holoRBP from the liver in
response to vitamin A dosing during vitamin A defi-
ciency provides the basis of the relative dose response
(RDR) test, which measures the amount by which
plasma retinol levels are below normal due to inad-
equate liver stores (Loerch et al., 1979). Theliver stores
reflect tissue needs and therefore the test is a true indi-
cator of vitamin A nutritional status. In subjects with
low hepatic vitamin A reserves, a test dose of vitamin
A will provoke a prominent increase in plasma retinol
because of accumulated apoRBP in the liver. The test
entails taking an initial blood sample from the fasted
subject and administering a large oral dose of retinyl
acetate or palmitate in oil immediately afterwards. A
second blood sample is collected 5 hours after dosing
and the RDR is calculated as follows:

(A,-A)
RDR = ———— x 100%

AS
where A  and A, = concentrations of retinol in the
initial and 5-h blood samples, respectively.

RDR values higher than 50% are characteristic of
acute vitamin A deficiency; values between 20 and
50% indicate marginal nutritional status; and values
lower than 20% indicate adequate status.

7.4.7 Regulation of retinol metabolism in
the liver and intestine

The activity of hepatic LRAT is regulated by vitamin
A nutritional status. LRAT activity decreased to un-
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detectable levels in the livers of vitamin A-depleted
rats and returned to normal levels on repletion with
an oral dose of retinyl ester (Randolph & Ross, 1991).
This decrease would inhibit liver storage of vitamin
A in the chronically deficient state. Retinoic acid was
shown to be more potent than an equimolar dose of
retinol in restoring hepatic LRAT activity (Matsuura
& Ross, 1993). The dose of retinoic acid required to
restore the activity (2-20 pg) is consistent with physi-
ological concentrations of this retinoid in tissues. The
increase in LRAT activity in response to retinoic acid
dosing was blocked completely by both actinomycin D
and cycloheximide, which are inhibitors of RNA and
protein synthesis, respectively. It can be inferred from
these results that the vitamin A metabolite, retinoic
acid, regulates the esterification of newly available reti-
nol in the liver through an induction of LRAT, which
requires synthesis of both new RNA and new protein.
In contrast, neither the activity of intestinal LRAT nor
that of ARAT in either liver or intestine was affected by
vitamin A deficiency (Randolph & Ross, 1991).

In vitro experiments using liver microsomes have
shown that when the ratio of apoCRBP-I to retinol
exceeds 1, apoCRBP-I inhibits the esterification of
retinol by LRAT (Herr & Ong, 1992). Working in con-
cert with the inhibition of hepatic LRAT is the ability
of apoCRBP-I to stimulate retinyl ester hydrolysis in
liver microsomes (Boerman & Napoli, 1991). The
changing ratio of apo- to holoCRBP-I during vari-
able vitamin A status could regulate vitamin A stor-
age and mobilization in the liver, as shown in Fig. 7.6.
During times of low vitamin A intake or deficiency,
when apoCRBP-I will predominate over holoCRBP-I,
hydrolysis of stored retinyl esters will be stimulated
and esterification of retinol will be inhibited, leading
to mobilization of vitamin A. Any retinol arriving at
the liver during such times would be immediately re-
leased, bound to RBP, for distribution to other organs,
rather than stored in the liver as retinyl esters. When
the supply of exogenous retinol becomes plentiful,
holoCRBP-I will predominate over apoCRBP-I, hy-
drolysis of esters will not be stimulated and synthesis
of esters will not be inhibited, leading to net storage.
The inhibitory and stimulatory effects of apoCRBP-I
on retinol esterification and ester hydrolysis respec-
tively provide a mechanism for the animal to respond
more rapidly to changes in intracellular retinol levels.

In the intestine, esterification of retinol is essential
for completion of the absorptive process because the
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Fig. 7.6 Effect of the apo-/holoCRBP-I ratio on retinol esterification and
hydrolysis in the liver. HoloCRBP-I, which is formed as a result of an influx
of exogenous retinol, serves as substrate for LRAT to facilitate liver storage
of retinyl esters. ApoCRBP-I, resulting from depletion of holoCRBP-,
stimulates retinyl ester hydrolase (REH) and inhibits LRAT, leading to
mobilization of vitamin A.

esters are then incorporated into chylomicrons for
release and distribution to the rest of the body. Not
surprisingly, therefore, apoCRBP-II has relatively
little effect on the rate of esterification. The differ-
ence between hepatic and intestinal LRAT in their
response to vitamin A deficiency is attributable to the
different ways in which the holo forms of CRBP-I and
CRBP-II interact with LRAT. This difference fulfils the
physiological needs of the animal during vitamin A
deficiency by allowing efficient intestinal processing
of the low vitamin A intake, while minimizing the
storage of retinyl esters in the liver.

7.4.8 Turnover and recycling of plasma
retinol

For many years it was assumed that, once retinol left
the plasma, it was taken up by tissues and irreversibly
utilized. It has now been established that retinol recy-
cles extensively among liver, plasma, interstitial fluid
and extrahepatic tissues. Recycling is a means of con-
serving vitamin A by the body and, indeed, excretory
loss of the vitamin in vitamin A-depleted animals is
much reduced relative to the loss in vitamin A-suf-
ficient animals. The rate of plasma retinol turnover is
9-10times therate of irreversible utilization of retinol,
and this ratio is not affected by vitamin A status. This
means that a relatively small and constant fraction

(approximately 10%) of retinol molecules that leaves
the plasma is irreversibly utilized, and approximately
90% is recycled to plasma for distribution to liver and
to other target organs or tissues. More than half of the
retinol secreted by the liver as holoRBP is provided by
recycled plasma retinol.

Retinol recycling involves cellular uptake of circu-
lating retinol, interaction with CRBP, possible esteri-
fication and hydrolysis, and then a transfer to apoRBP
and secretion of holoRBP. Changes in the dynamics of
retinol recycling allow for rapid adjustment in vitamin
A distribution in response to changes in nutritional,
metabolic or physiological conditions. The vehicle
for retinol recycling is RBP, which is synthesized in
adequate amounts in a wide variety of extrahepatic
tissues, including the kidneys and adipose tissue, as
well as in the liver. Little of the RBP associated with
retinol recycling to the liver is degraded in the liver;
rather it too is recycled to the plasma. Thus there are
adequate amounts of apoRBP in plasma to complex
with retinol that has been reabsorbed by the kidney.

In the rat, retinol taken up by tissues is recycled to
the blood an average of 7-13 times before irreversible
utilization. The recycling number is not significantly
influenced by vitamin A status. Thekidneys contribute
40-50% of plasma retinol; this is after glomerular fil-
tration of holoRBP that is not bound to transthyretin
and subsequent tubular reabsorption of retinol. Only
20% of the input of retinol into plasma is predicted
to be from the liver, leaving a 30% contribution from
extrahepatic/extrarenal tissues. In rats with normal
versus marginal versus nearly depleted liver vitamin
A stores, the recycling time for retinol averages 8.4,
1.7-2.0 and 0.6-0.7 days, respectively (R. Blomhoff
et al., 1992). That is, once retinol leaves the plasma, it
may take more than a week to recycle to the plasma in
a normal rat. Most of this time would presumably be
spent in retinyl ester pools.

Green & Green (1994) developed a simple three-
compartmental model (Fig. 7.7) to provide informa-
tion on vitamin A utilization and other aspects of
retinol dynamics in rats with low or marginal vitamin
A status. The equivalent of 10-14 pools of plasma
retinol were predicted to be transferred to the fast
turning-over extravascular compartment each day.
All fractional transfer coefficients were significantly
affected by diet (i.e. vitamin A status). The model pre-
dicted that rats that had almost depleted liver stores of
vitamin A and lowered plasma retinol concentrations
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Fig. 7.7 Model proposed by Green & Green (1994) for vitamin A
turnover in rats. Compartments: 1 represents the pool of plasma retinol
bound to RBP and is the compartment into which the tracer ([*H]retinol-
labelled plasma) is introduced (see asterisk); 2 represents a smaller, fast
turning-over extravascular pool of retinol that consists mainly of retinol in
interstitial fluid and retinol present in the lumen of the Bowman's capsule
as a result of renal filtration; 3 represents a larger, slow turning-over
extravascular pool of retinol that consists mainly of retinyl ester stores
and from which vitamin A is irreversibly utilized. U(1) denotes input of
retinol into plasma from the diet via chylomicron remnants. L(3,1), L(2,1)
etc. are fractional transfer coefficients; for example, L(3, 1) is the fraction of
compartment 1's tracer transferred to compartment 3 per day. The triangle
shows the site of sampling. Reproduced, with permission, from Green, M.
H. & Green, J. B., Journal of Nutrition, Vol. 124, pp. 2477-85, © 1994,
American Society for Nutritional Sciences.

were able to draw upon extrahepatic reserves of vita-
min A. Data suggested that vitamin A absorption ef-
ficiency is similar in rats with low or marginal vitamin
A status, whereas vitamin A utilization seems to be
up- and down-regulated.

7.4.9 Homeostasis of circulating retinol

Circulating retinol concentrations are homeostati-
cally regulated to remain constant, despite great vari-
ations in the dietary supply and liver stores of vitamin
A.The controlled release of vitamin A from liver stores
is necessary to provide tissues with optimal amounts
of retinol, without releasing excessive amounts which
would lead to toxicity. Although various schemes for
the homeostasis of circulating retinol have been pro-
posed, an unequivocal mechanism has not yet been
established.

The concentration of retinol bound to plasma RBP
is maintained within a normal range of concentra-
tions, referred to as its homeostatic set point, as long
as there is some minimal concentration of vitamin A
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in the liver and in extrahepatic tissues. Thus rats fed a
vitamin A-deficient diet maintained a relatively stable
plasma retinol level, which did not drop below 30 pg
per 100 mL until liver reserves fell below 10 ug g™
tissue (Underwood et al., 1979). Control of plasma
retinol concentration is mediated by factors that af-
fect the balance between retinol input to plasma and
retinol output from plasma. Controlling factors in-
clude the enzymes that esterify retinol and hydrolyse
retinyl esters in the tissues. The activity of hydrolytic
enzymes is enhanced during vitamin A deprivation,
releasing holoRBP into the bloodstream. The activity
of esterifying enzymes, on the other hand, is enhanced
when vitamin A intake is plentiful, allowing surplus
vitamin A to be stored. Ultimately, the set point
for plasma retinol depends on the rate of release of
holoRBP from the liver. Underwood proposed that
hepatic secretion of retinol is controlled by a signal
generated in proportion to the uptake or utilization
of retinol in extrahepatic target tissues.

The plasma retinol homeostatic set point is influ-
enced by several dietary and hormonal factors; these
include protein, calorie and zinc nutriture, and fluc-
tuating steroid hormone levels that occur during the
oestrous cycle or as a result of stress. It is likely that
steroid hormones act by influencing the synthesis of
RBP (Borek et al., 1981). Ahluwalia et al. (1980) used
hypophysectomized rats to demonstrate that with-
out growth there was no vitamin A utilization. They
showed that, in addition to dietary protein, growth
hormone was required for mobilization of liver vita-
min A stores. The data suggested that growth hormone
may play an important role in vitamin A homeostasis
by regulating retinol entry at the tissue level.

It is well documented that humans with chronic
renal failure have elevated plasma levels of retinol.
Gerlach & Zile (1990), using rats with surgically in-
duced acute renal failure, established that the rise in
plasma retinol was almost entirely due to an increase
in retinol associated with RBP. The source of the el-
evated plasma holoRBP was shown to be an increased
hepatic release of the complex and not peripheral
uptake (Gerlach & Zile, 1991a). These findings sug-
gest that the kidney has a physiological role in regu-
lating the homeostatic set point for circulating retinol
concentrations, possibly by modulating the release of
holoRBP from the liver.

Gerlach & Zile (1991b) postulated the follow-
ing regulatory mechanisms. (1) The intact kidney
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provides a specific regulatory substance (negative
feedback signal) which prevents the release of hepatic
holoRBP. In the absence of kidney function the de-
creased signal will allow the release of holoRBP. (2)
A regulatory substance originating in the peripheral
tissues (positive feedback signal) is normally removed
by the kidney and therefore hepatic holoRBP will not
be released. In renal failure the substance will accu-
mulate and elicit the release of holoRBP.

Gerlach & Zile (1991b) investigated the possibil-
ity that retinoic acid might be a negative feedback
signal released by the kidney or a positive feedback
signal from peripheral tissues. The negative feedback
hypothesis was tested by administering an exogenous
supply of near physiological amounts of retinoic acid
to rats with renal failure to compensate for the absence
of retinoic acid in circulation owing to lack of kidney
function. If this hypothesis was valid, adding retinoic
acid to the circulation would restore the negative
feedback and plasma retinol levels would be lowered
to the normal levels of intact animals. However, the
administration of retinoic acid did not alter the el-
evated plasma retinol levels that occurred in renal
failure. The positive feedback hypothesis was tested by
increasing the serum levels of retinoic acid at concen-
trations approximating the upper physiological limit.
If this hypothesis was valid, rats with renal failure
would respond with a substantial increase in serum
retinol concentrations, whereas animals with renal
failure that were not treated with retinoic acid would
respond in a less pronounced manner. It was found
that administration of retinoic acid had no significant
effect on the existing serum retinol concentration and
it was therefore concluded that retinoic acid does not
serve as a negative or positive feedback signal for the
release of hepatic retinol.

Another possibility considered by Gerlach & Zile
(1991b) was that a positive peripheral feedback signal
molecule other than retinoic acid regulates the release
of hepatic retinol into circulation. This hypothesis
was tested by greatly increasing the serum retinoic
acid concentration so that it would be expected to
provide peripheral tissues with a sustained high
concentration of retinoic acid. Under these condi-
tions, retinoic acid can partially substitute for retinol
requirement in peripheral tissues, i.e. exert a sparing
effect on retinol utilization. Consequently, periph-
eral target tissues would have a reduced requirement
for retinol and the signal for hepatic retinol release

would be decreased. In rats with renal failure a higher
amount of this positive feedback signal would remain
in circulation compared to the amounts in rats with
intact kidneys because the signal is not removed by
the kidney. Therefore, if this hypothesis is valid, under
conditions of retinoic acid sparing effect on retinol
utilization, intact rats as well as rats with renal failure
should have lower serum retinol concentrations than
their respective controls not given retinoic acid. This
depression (sparing effect) should be significantly
smaller in rats with renal failure compared with that
obtained in intact rats. These effects were indeed ob-
served with decreases in serum retinol concentration
0f 29% and 19% relative to controls in rats with intact
kidney function and with renal failure, respectively.
The data supported the hypothesis that a positive
peripheral feedback signal other than retinoic acid
regulates the release of hepatic retinol.

Gerlach & Zile (1991b) postulated that the posi-
tive feedback signal molecule from the periphery
is apoRBP, which returns to circulation after reti-
nol-RBP—transthyretin is delivered to target tissues
and would be a sensitive indicator of the physiologi-
cal needs of retinol by tissues. The lack of removal of
apoRBP by the kidney in renal failure would cause it to
accumulate in the circulation, triggering an enhanced
release of hepatic retinol. The hypothesis was tested
by adding apoRBP to the circulation of rats with renal
failure. An observed increase in plasma retinol con-
centration above that already caused by renal failure
was evidence that apoRBP is a positive physiological
feedback signal from the periphery for the regulation
of release of hepatic retinol into circulation.

7.4.10 Cellular uptake of circulating retinol

Because of the disruptive effects of free (uncom-
plexed) retinol on membrane structure and func-
tion (Roels et al., 1969), it is desirable to discourage
non-specific uptake of retinol by cells that have no
particular requirement for it. This might be achieved
by means of specific RBP receptors on the plasma
membrane of vitamin A-requiring cells, which rec-
ognize holoRBP, bind it, and facilitate the transfer of
holoRBP or free retinol across the membrane and into
the cytoplasm.

RBP binding to cell membranes has been reported
in the following specific locations: the choroidal
surface of retinal pigment epithelial cells, but not in



rod outer segments (Heller, 1975); interstitial cells
of testes, but not on epithelial cells of seminiferous
tubules (McGuire et al., 1981); human placental cells
(Sivaprasadarao & Findlay, 1988a) and epithelial cells
of the choroid plexus, signifying movement of retinol
across the blood-brain barrier (MacDonald et al.,
1990). Evidence of RBP receptor-mediated uptake of
retinol has also been reported in enterocytes of the
small intestine (Rask & Peterson, 1976) and testicular
Sertoli cells (Shingleton et al., 1989). Among these lo-
cations, cellular uptake of retinol without a concomi-
tant uptake of the RBP has been reported to take place
in retinal pigment epithelium (Chen & Heller, 1977),
enterocytes (Rask & Peterson, 1976) and Sertoli cells
(Shingleton et al., 1989). The latter authors found that
the amount of retinol accumulated by cultured Sertoli
cells from holoRBP was approximately equal to the
cellular content of CRBP-I. This implied that the lig-
and saturation of CRBP-I may be the factor regulating
the cellular uptake of retinol.

There appears to be two entirely different mecha-
nisms for receptor-mediated uptake of circulating
retinol by the cells of target tissues. The first mecha-
nism applies to the tissues mentioned above, at least
some of which have been shown to take up retinol un-
accompanied by RBP. Upon recognition and binding
by a cell-surface receptor, holoRBP releases its retinol
molecule and, as a result, undergoes a conformational
change which reduces its affinity for both the recep-
tor and transthyretin. The transthyretin portion of
the holoRBP—transthyretin complex is not involved
in the recognition process. Indeed, transthyretin has
been found to inhibit the binding of RBP to plasma
membranes in vitro (Sivaprasadarao & Findlay,
1988a). Retinol is internalized into the cytoplasm
where it interacts with its specific cytoplasmic bind-
ing protein, CRBP-1. The low-affinity form of apoRBP
is circulated to the kidneys where it is filtered at the
glomerulus, endocytosed in the cells of the proxi-
mal convoluted tubules, and degraded in lysosomes
within the tubular cells.

Sivaprasadarao & Findlay (1988b) suggested that
the ratio of apo- to holoRBP levels in the plasma can
regulate retinol distribution among various tissues.
Vitamin A deficiency can effect a change in this ratio:
holoRBP levels decrease to almost zero while apoRBP
levels remain unchanged. Since apoRBP has poor
affinity for transthyretin, most of it will exist in the
free state. As both holo- and apoRBP bind to the cell-
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surface receptor, the high ratio of apo- to holoRBP in
the plasma would not only result in the decreased up-
take of retinol by most tissues, but actually stimulate
the secretion of retinol by extrahepatic tissues. The
retinol so liberated might then be used for critically
dependent tissues such as the eye and gonads.

The second mechanism of retinol uptake, exempli-
fied in the liver and kidney, also involves the interac-
tion of holoRBP with a specific cell-surface receptor,
but the entire retinol-RBP complex is internalized by
receptor-mediated endocytosis. Evidence for this up-
take mechanism was provided by Senoo et al. (1990),
who studied the in vivo uptake of RBP in rat liver cells
by immunocytochemistry at the electron microscopic
level using ultra-thin cryosections. Rats were injected
intravenously with human RBP and simultaneously,
for comparison, with asialo-orosomucoid, a protein
known to be taken up by hepatocytes by receptor-me-
diated endocytosis. The native, unmodified RBP was
subsequently identified in the liver sections by a sheep
anti-human RBP antibody, which does not recognize
endogenous rat RBP. Ten minutes after injection, RBP
was found in close contact with the plasma membrane
of parenchymal and stellate cells. Ten minutes later,
RBP was also found attached to the membranes of
small vesicles near the cell surface. At 2 hours after
injection, RBP was detected in larger vesicles deeper
in the cytoplasm, remote from the vesicle membranes
as though dissociated from its putative receptor.
Asialo-orosomucoid was also localized in these larger
vesicles.

Blombhoff’s research group (Gjoen et al., 1987)
studied the uptake of RBP in various organs at dif-
ferent times. RBP was labelled with '*I-tyramine cel-
lobiose (**I-TC-RBP) and injected intravenously into
rats. (The advantage of using '*I-TC-RBP is that the
radioactive degradation products do not escape from
the cells in which the protein is degraded, as is the
case for proteins radioiodinated directly.) Of all the
organs tested (liver, kidneys, intestine, spleen, heart,
lungs, etc.) the liver contained the most radioactivity,
followed by the kidneys. After 1 hour, approximately
20% and 10% of the injected dose was recovered in
the liver and kidneys, respectively; other organs con-
tained less than 3%. Of the liver cell types, parenchy-
mal and stellate cells took up about equal amounts
of '“I-TC-RBP when calculated per gram of liver;
Kupffer cells and endothelial cells accumulated insig-
nificant amounts. The liver was shown to be the main
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organ for tissue catabolism of plasma RBP. The same
laboratory (Senoo et al., 1990) labelled RBP and sev-
eral other proteins with '”I-TC and compared their
in vivo uptake in different rat liver cell types. RBP was
the only protein that was taken up selectively by pa-
renchymal and stellate cells. The data from these two
studies suggest that hepatic parenchymal and stellate
cells and cells in kidneys contain receptors for RBP,
and that RBP is internalized in these cells, probably by
receptor-mediated endocytosis.

Proof of an RBP receptor-mediated uptake of circu-
lating retinol requires isolation and characterization
of an RBP receptor. An abundant 63-kDa terminally
glycosylated membrane protein which specifically
binds RBP has been identified as the RBP receptor in
microsomal membranes of retinal pigment epithelial
cells (Bavik et al., 1991) and further characterized
(Bévik et al., 1992, 1993). The receptor cannot dis-
criminate between the apo- and the holo-form of
RBP. Particularly large numbers of receptor-binding
sites were also found in microsome fractions of liver
and kidney, whereas lung and muscle contained few,
if any. The abundance of RBP receptors in retinal pig-
ment epithelium and in liver and kidney cells is in
accordance with the responsibility of these cells for
the uptake and transport of large amounts of retinol
for functional purposes. In contrast, it is expected that
only relatively small amounts of retinol are needed in
cells where accumulated retinol is used mainly for the
synthesis of retinoic acid.

7.4.11 Biosynthesis of retinoic acid

The in situ synthesis of retinoic acid has been dem-
onstrated in a wide array of tissues and in a variety of

Step 1 Step 2
RCH,OH

Retinol

RCH,OCOR’

Retinyl ester Retinaldehyde

Microsomal retinyl
ester hydrolase

species. Despite its physiological importance, retinoic
acid is a quantitatively minor metabolite of retinol.
One pathway, outlined in Fig. 7.8, begins with the
hydrolysis of retinyl esters to release retinol. The ir-
reversible nature of the terminal oxidation step (Step
3) explains the observation that retinoic acid is un-
able to support those processes, namely vision and
reproduction, that specifically require either retinol
or retinaldehyde.

In view of the known existence of over 150 dehy-
drogenases in mammalian cells, the possibility of in
vivo conversion of retinol to retinoic acid by non-spe-
cific dehydrogenases has been considered. The failure
of an inhibitor of alcohol dehydrogenase (4-methyl-
pyrazole) to prevent retinoic acid synthesis suggests
that alcohol dehydrogenase has no significant role.
Moreover, cytosol from a mutant strain of deermouse
devoid of alcohol dehydrogenase was able to convert
retinol into retinoic acid (Napolietal., 1991). The cur-
rent view is that the pathway for retinoic acid synthesis
from retinol involves specific retinoid dehydrogenases
that recognize holoCRBP-I as substrate. As most of the
tissue retinoids are bound to cellular binding proteins,
non-specific enzymes, such as alcohol dehydrogenase,
would not have access to retinoids in vivo.

The retinyl ester hydrolysis in Step 1 is catalysed
by a microsomal retinyl ester hydrolase. The actual
hydrolase responsible has no requirement for cholate
and is distinct from the frequently studied cholate-
dependent hydrolase which has greater activity with
nonretinoid esters, such as cholesteryl esters. In Step
2, the rate-limiting step, two alternative pathways ap-
pear to oxidize retinol to retinaldehyde. One pathway
involves a NADP-dependent microsomal retinol
dehydrogenase that is not inhibited by apoCRBP-I

Step 3
RCHO ——— & RCOOH

Retinoic acid

Multiple cytosolic
NAD-dependent

retinaldehyde
dehydrogenases

l l
NADH-dependent
microsomal retinol
dehydrogenase
Accounts for 80-94% of the
retinaldehyde-generating capacity
Not inhibited by apoCRBP-|

Two cytosolic retinol
dehydrogenases
One is NAD-dependent;
other is NADP-dependent
nhibited by apoCRBP-|

Fig. 7.8 Biosynthesis of retinoic acid from
retinyl ester.



and the other involves a cytosolic retinol dehydro-
genase that is inhibited by apoCRBP-I (Boerman &
Napoli, 1996). There are actually two cytosolic retinol
dehydrogenases, one being NAD-dependent and the
other NADP-dependent. Under physiological condi-
tions, in the presence of both holo- and apoCRBP-I,
microsomal retinol dehydrogenase accounted for
80-94% of the retinaldehyde-generating capacity
in the four rat tissues tested (liver, kidney, testis and
lung). Because cytosolic retinol dehydrogenase would
normally be inhibited by the apoCRBP-I present, the
question arises as to what its role in the body might be.
Boerman & Napoli (1996) speculated that the enzyme
might be a reductase capable of reducing retinalde-
hyde generated by provitamin carotenoidsinto retinol.
Inhibiting such an enzyme during vitamin deficiency,
when apoCRBP-I would be prevalent, would provide
increased retinaldehyde from carotenoids for conver-
sion into retinoic acid. In Step 3, the retinaldehyde
is converted into retinoic acid by multiple cytosolic
NAD-dependent retinaldehyde dehydrogenases that
recognize retinaldehyde—CRBP-I as substrate and are
inhibited partially by apoCRBP-I (Boerman & Napoli,
1996). In this reaction retinaldehyde is a ligand for
CRBP-I, although its binding affinity is less than that
of retinol (Posch et al., 1992).

In vitro studies using ferret liver led Wang et al.
(1993a) to suggest that retinoic acid regulates its own
synthesis via feedback inhibition of retinol oxidation
to retinaldehyde and stimulation of retinol esterifica-
tion. This suggestion is supported by the observation
that addition of retinoic acid to a vitamin A-deficient
rat diet resulted in an increase in hepatic retinyl ester
concentration and a concomitant decrease in plasma
retinol concentration (Bhat & Lacroix, 1991).

A second pathway of retinoic acid synthesis arises
from the excentric cleavage of B-carotene that is inde-
pendent of the well-controlled mobilization of retinol
from liver stores. The B-apocarotenals thus produced
are oxidized to their corresponding -apocarotenoic
acids and these in turn undergo a stepwise oxidation
to retinoic acid (see Fig. 7.4). Evidence for this pathway
is provided by the following in vitro and in vivo studies.
Retinoic acid was a quantitatively significant metabo-
lite of B-carotene in cytosol fractions or homogenates
prepared from small intestine, liver, kidney, testes and
adipose tissue from humans, rats, ferrets and monkeys
(Napoli & Race, 1988; Wang et al., 1991). Folman et al.
(1989) reported elevated concentrations of retinoic
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acid after feeding B-carotene to rabbits. Citral (3,7-
dimethyl-2,6-octadienal), which inhibits the oxidation
of retinaldehyde to retinoic acid, did not inhibit the for-
mation of retinoic acid from B-apo-8'-carotenal and
-apo-12’-carotenal in human intestinal homogenate
(Wang et al., 1992). Perfusion of B-carotene through
jejunal segments of ferret in vivo raised the retinoic acid
level in portal blood (Wang et al., 1993b).

7.4.12 Transport of retinoic acid to the
nucleus

Retinoic acid synthesised in the cytoplasm moves to
the nucleus where it binds to a nuclear retinoid recep-
tor. The binding protein CRABP-I may be important
in establishing equilibrium between the cytoplasmic
and nuclear concentrations of retinoic acid.

7.4.13 Fate of unmetabolized carotenoids

Intact carotenoids taken up by the liver as compo-
nents of chylomicron remnants are secreted from
hepatocytes into the bloodstream as components of
VLDLs. Triglyceride stripping of VLDLs results in a
transfer of carotenoids to low density lipoproteins
(LDLs), which are the major vehicles for transport of
hydrocarbon carotenoids (carotenes) in plasma. The
intact carotenoids are ultimately stored in adipose
tissues, liver and other organs without a toxic effect.
Cellular uptake of plasma carotenes might be medi-
ated by LDL receptors. Recycling of carotenoids from
tissues back to plasma takes place among VLDL, LDL
and high-density lipoproteins (HDL). Carotenoid ac-
cumulation in tissues does not seem to be homeostati-
cally regulated, but is related to plasma levels.

Rats absorb [B-carotene in a different manner to
humans. When rats are fed radioactive B-carotene, the
[B-carotene is converted almost entirely to retinyl esters,
and there is no labelled B-carotene in the lymph (Huang
& Goodman, 1965). This means that accumulation of
[3-carotenein rat tissues does not occur and neither does
it occur in the tissues of mice, hamsters, guinea pigs,
rabbits, chickens, pigs or sheep. The low tissue concen-
trations of B-carotene in rats, mice and hamsters con-
founds experimental studies on the putative anti-cancer
activity of B-carotene. In the search for a more suitable
animal model, the ferret has been found to resemble the
human in its ability to absorb and accumulate intact
carotenoids (Ribaya-Mercado et al., 1989).
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7.4.14 Catabolism and excretion

In the liver and extrahepatic tissues, most of the ca-
tabolism of retinol involves the production of retinoic
acid as an intermediate. Retinoic acid is inactivated
biologically, for example, by hydroxylation of the cy-
clohexenyl ring at the C-4 position or by epoxidation
at the C-5,6 positions, and conjugated with taurine
or B-glucuronic acid to form water-soluble products
which can be excreted.

Approximately 5-20% of ingested vitamin A and
a larger percentage of carotenoids are not absorbed
from the intestinal tract and are eliminated from the
body in the faeces. Some 10-40% of the absorbed
vitamin A is oxidized and/or conjugated in the liver
and then is secreted into the bile. Although some of
these biliary metabolites, such as retinoyl B-glucuro-
nide, are reabsorbed to some extent and returned to
the liver in an enterohepatic cycle, most of the biliary
metabolites are eliminated in the faeces.

7.5 Nutritional factors that influence
vitamin A status

Among various nutrients which influence vitamin
A nutritional status, fat and protein are the most
important.

7.5.1 Fatdeficiency

The presence of adequate amounts of dietary fat is
essential in forming micelles and providing a lipid ve-
hicle for vitamin A absorption and transport. The ab-
sorption of retinol and carotenoids is markedly lower
than normal when diets contain very little fat (less
than 5 g per day). A study conducted in a Rwandan
village area in Africa showed that supplementation
of the carotenoid-sufficient but low-fat diet with 18 g
per day of olive oil increased the absorption of vegeta-
ble carotenoids from 5% to 25% in boys showing clear
signs of vitamin A deficiency (Roels et al., 1958).

7.5.2 Protein deficiency

In cases of severe protein—energy malnutrition, the
lack of dietary protein leads to an impairment of all
stages of vitamin A metabolism due to a depressed

synthesis of enzymes, retinoid-binding proteins and
receptors. Even where dietary carotenoids are abun-
dant, a reduced enzymatic cleavage of carotenoids
will result in vitamin A deficiency. Furthermore,
liver stores of vitamin (even if plentiful) will not be
released into the bloodstream due to the depressed
synthesis of RBP.

7.5.3 Zinc deficiency

Zinc is an essential cofactor for many enzymes, some
of which are directly critical to vitamin A metabolism;
for example, zinc deficiency significantly reduces the
enzymatic oxidation of retinol to retinaldehyde in the
retina (Huber & Gershoff, 1975). Other zinc-depend-
ent enzymes are involved in the synthesis of proteins,
including perhaps retinoid-binding proteins and re-
ceptors. The synthesis of one particular protein, opsin
in the rod cells of the eye, is depressed in zinc-deficient
rats (Dorea & Olson, 1986). The consequent depres-
sion in rhodop