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PREFACE

This Preclinical Development Handbook: Toxicology focuses on the methods of
identifying and understanding the risks that are associated with new potential drugs
for both large and small therapeutic molecules. This book continues the objective
behind this entire Handbook series: an attempt to achieve a through overview of
the current and leading-edge nonclinical approaches to evaluating the nonclinical
safety of potential new therapeutic entities. Thanks to the persistent efforts of Mindy
Myers and Gladys Mok, the 31 chapters cover the full range of approaches to iden-
tifying the potential toxicity issues associated with the seemingly unlimited range
of new molecules. These evaluations are presented with a thorough discussion of
how the approaches fit into the mandated regulatory requirements for safety evalu-
ation as mandated by the U.S. Food and Drug Administration and other regulatory
authorities. They range from studies on potential genotoxicity and cardiotoxicity in
cultured cells to a two-year study in rats and mice to identify potentially tumorigenic
properties.

The volume differs from the others in this series in that although the methods
used by the researchers are fixed by regulation at any one time, these methods are
increasingly undergoing change as it is sought to become ever more effective at
identifying potential safety issues before they appear in patient populations.
Although we will never achieve perfection in this area, we continue to investigate
new ways of trying to do so.

xiii
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1.1 INTRODUCTION

1.1.1 Overview of Objectives

It is well recognized that productivity in drug development has been disappointing
over the last decade, despite the steady increase in R&D investment [1] and advances
in techniques for producing potentially new candidate molecules. The principal
problems appear to be a lack of efficacy and/or unexpected adverse reactions, which
account for the majority of drug withdrawals and drugs undergoing clinical testing
being abandoned. This high attrition rate could be dramatically reduced by improv-
ing the preclinical testing process, particularly by taking account of multidisciplinary
approaches involving recent technologies, and by improving the design of preclinical
projects to facilitate the collection and interpretation of relevant information from
such studies, and its extrapolation to the clinical setting.

The objective of this chapter is to provide an overview of the early drug discovery
and development processes. The main focus is the use of in vitro and
in silico methods. This is because these techniques are generally applied during the
earliest stages to identify new targets (target discovery) and lead compounds (drug
discovery), as well as for subsequent drug development. They are also used to
resolve equivocal findings from in vivo studies in laboratory animals, to guide selec-
tion of the most appropriate preclinical in vivo models, and to help define the
mechanistic details of drug activity and toxicity. However, the use of animals in
preclinical testing is also considered, since animal data form part of new medicine
dossiers submitted to regulatory bodies that authorize clinical trials and the market-
ing of new products. The drug development process that will be considered is shown
in Fig. 1.1. Definitions of the terminology and abbreviations/acronyms used in this
chapter are listed in Table 1.1.
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Preclinical Phase Clinical Phase

Target Lead Lead In V’gz;”ee"s In vivo Authorization . New drug Postmarket
discovery discovery optimization ADME studies of clinical trials = registration surveillance

Literature review Assay development SAR Target confirmation
Prior knowledge Library development Hit refinement Specificity
Bioinformatics. HTS Lead derivation Efficacy

Omics Bioinformatics In vitro efficacy, PK
Biochemical assays Toxicology & PK PD

Cellular assays Safety pharmacology

Drug formulation
Clinical dose setting

FIGURE 1.1 The key stages of drug discovery and development. A typical series of methods
and strategies uses preclinical phases. Note that some of the studies may not be required and
the process can be iterative. Refer also to Fig. 1.2 for a more detailed description of toxicity
testing planning.

1.1.2 Drug Development Models

An essential part of drug development is the selection of the most appropriate
animal, ex vivo, in vitro, or in silico systems, to allow the collection of information
that can be interpreted in terms of the effects of a new therapeutic agent in humans
or in one or more subpopulations of humans. There are several deciding factors that
guide model selection. During early drug discovery screening, the main consider-
ation is whether the chosen model can cope with large libraries of potentially bioac-
tive molecules. It is generally accepted that, while nonanimal models generally lack
the sophistication of studies on vertebrate animals and are based on nonclinical
endpoints, they are a useful means of filtering out poor candidates during early drug
discovery. The possibility of false hits during this stage is accepted as a trade-off, but
it is also recognized that data from the use of several techniques and prior informa-
tion can assist with the weeding out of false hits. The drug development process
involves a more extensive evaluation using in vitro and in silico approaches and
preclinical studies in vertebrate animals on a limited number of potential thera-
peutic agents.

The drive toward the use of systems biology approaches that take into account
the roles of multiple biological and physiological body systems earlier in the drug
development process has prompted a dramatic change in the way that data from
cell-based studies are used. In many instances, data from several tests can be assem-
bled and analyzed by using in silico models to gain a systems biology overview of
drug ADMET and activity. Advances in comparative genomics have also opened
up the scope for using zebra fish (Brachydanio rerio) and invertebrate organisms,
such as nematode worms (C. elegans) and the fruit fly, Drosophila melanogaster,
during the early stages of drug development. Likewise, advances in information
mining, bioinformatics, data interpretation, the omics technologies, cell culture tech-
niques, and molecular biology have the potential to greatly enhance the drug devel-
opment process. Ironically, up to now, few of these methodologies has been
standardized, formally validated, and accepted for regulatory use. Indeed, in vitro
data are generally considered supplementary to animal data, rather than as an
alternative source of information that is useful and applicable in its own right. Nev-
ertheless, in vitro approaches provide information about the mechanisms of action
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10 PRECLINICAL DRUG DEVELOPMENT PLANNING

of a drug that is vital for the design of in vivo animal studies and can add substantial
weight to the product dossier submitted to regulatory bodies.

Increasingly, predictions about the ways in which a particular chemical is likely
to interact with its desired cellular target are made by undertaking in silico model-
ing. These results are used to filter out poor candidate molecules according
to chemical class and structural or functional features during drug discovery.
However, filtering of this kind is sometimes impossible, so lead identification
still relies to some extent on serendipitous finds from random libraries, rather
than on rational lead discovery. For instance, for new chemical entities (NCEs)
for which there are no data, i.e., are first-in-class, in silico screenings are difficult to
handle, particularly where there is also limited knowledge of the structure of
the active site of the target. Also, there might be a lack of important information
for other compounds. For example, predicting drug effects can be seriously compro-
mised when ADME data on the behavior of a molecule in different tissues and
species are lacking. This is confounded by the reality that this kind of information
for different individuals will always be limited. Both of the above situations are most
evident in the case of large molecules, such as (1) peptides and proteins with
complex structures and multiple conformations, (2) humanized products that
could be differentially immunogenic in different species, and (3) nanoparticle
formulations.

1.1.3 Information Required Prior to Drug Authorization/Approval

Once a new therapeutic candidate has been successfully identified from preclinical
studies, the next stage involves the authorization of clinical studies. The information
required prior to the authorization of any clinical trial is crucial for the design and
execution of preclinical studies, irrespective of whether the aim is to define drug
action or provide safety information. Such information includes (1) manufacturing
quality, (2) physicochemical properties, (3) efficacy, (4) proposed mechanism of
action, (5) selectivity, (6) ADME, and (7) possible adverse effects in humans.

In the United States, the Food and Drug Administration (FDA) handles drug
approvals. The FDA has fast tracked this process for treatments for serious diseases
where no therapies currently exist [2]. Drug developers are required to submit an
Investigational New Drug (IND) Application, in which evidence from preclinical
studies is provided for review by the FDA. The FDA decides whether it is reason-
ably safe for the company to test the drug in humans. Under the FDA’s jurisdiction,
the Center for Drugs, Evaluation and Research (CDER) and the Center for Biolog-
ics, Evaluation and Research (CBER) are responsible for reviewing different types
of therapeutic agent applications (Table 1.2). Note that these changes in jurisdiction
mean that biological products, the testing of which was at one point based on limited
animal tests (because of their poor predictivity), are likely to require more stringent
testing under the CDER [3].

The FDA has exclusive executive control over decisions regarding drug approvals
in the United States. However, in Europe, it is possible to have a drug approved by
a number of different routes. This is because companies can apply either via the
EMEA (European Medicines Agency) for pan-European approval or via one or
more national agencies. However, since November 2005, all new drugs for the major
diseases, including AIDS, cancer, diabetes, and neurodegenerative disorders, and
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TABLE 1.2 CDER and CBER:’ Review of New Therapeutic Agent Applications
CDER

* Traditional small molecule therapeutics

* Growth hormone, insulin, and other endocrine peptide therapeutics

* Monoclonal antibodies

* Proteins (e.g., cytokines, enzymes, and other novel proteins), except those specifically
assigned to the CBER, namely, vaccines and blood products that are assigned to CBER

* Immunomodulatory agents (but not vaccines)

* Growth factors intended to modulate hematopoiesis in vivo

* Combination products where the primary mode of action is that of an agent assigned to
the CDER

CBER

* Products composed of human, bacterial, or animal cells or fragments of cells, for use as
preventative or therapeutic vaccines

* Gene therapy products

* Vaccines

* Allergenic extracts used for the diagnosis and treatment of allergic diseases

* Antitoxins, antivenins, and venoms

* Blood and blood products from humans or animals

* Combination products where the primary mode of action is that of an agent assigned to
the CBER

“The CDER and CBER are afforded jurisdiction by the U.S. FDA.

medicinal products developed by means of biotechnological processes must be
approved via the EMEA.

With the globalization of the pharmaceutical industry, the International Confer-
ence on Harmonization (ICH) guidelines have, since 1990, set out to standardize
drug applications in terms of their content and format. Japan, the United States and
the European Union (EU) comply with these requirements for the quality, safety,
and efficacy assessment of new drugs. These guidelines operate alongside national
requirements. Quality assessment guidelines are provided to standardize the assess-
ment of drug stability (shelf-life), and the management of risks due to impurities,
such as residual solvents and infectious agents, such as viruses (which can be present
when a drug is isolated from plants, animals, humans, or cell lines). The guidelines
also require the standardization of cell lines, test procedures, acceptance criteria,
and procedures for formulation and development. Efficacy guidelines are also pro-
vided, to standardize the conduct, interpretation, and reporting of clinical trials.

There are some important practical considerations that should be borne in mind
when conducting preclinical studies. The most comprehensive guidelines are those
provided for drug safety testing, which cover a number of toxicological endpoints,
including carcinogenicity, genotoxicity, reproductive and developmental toxicity,
and immunotoxicity. Some of the guidelines apply generically to all new drugs, while
others focus on specific types of therapeutic agents, such as biotechnology products.
These guidelines are essential reading for researchers engaged in drug development
and are considered in more detail throughout the remainder of this chapter.



12 PRECLINICAL DRUG DEVELOPMENT PLANNING

Another important source of reference is the Organization for Economic Co-
operation and Development (OECD). By ratifying the convention of the OECD,
many European countries, Australia, Japan, New Zealand and the United States
have agreed to abide by a set of test guidelines for assessing the human health
effects of chemicals [4], which apply equally to the testing of therapeutic agents.
Later, we refer to a number of nonanimal methods and refinements of animal pro-
cedures accepted by the member countries of the OECD.

1.2 FINDING NEW DRUG TARGETS

1.2.1 Background

Until relatively recently, drug development focused on a limited number of targets,
against which NCEs with a desired effect could be selected. These “druggable”
targets were once most extensively investigated by using animal models. However,
greater access to recombinant DNA technology means that most early screens are
now conducted primarily by using different genetically engineered cell lines express-
ing putative targets that can be arrayed into high density plastic plate formats suit-
able for interactions between the targets and potential lead chemicals (for methods,
see later discussion).

Overington et al. [5] derived a consensus figure for the number of therapeutic
drug targets for the FDA-approved drugs that were available in 2005. They identi-
fied 324 drug targets for all classes of approved therapeutic agents, which were tar-
geted by in excess of 1357 drugs, of which 1204 were small molecules and 166 were
biologicals. Cell surface receptors and channels represented the targets for >50%
of all the FDA-approved drugs. A further 10% of the drugs, including monoclonal
antibodies, also target other cell surface proteins. Most of the remaining targets were
enzymes, nuclear receptors, DNA, or ribosomes. These targets represent a minute
fraction of the genome, and a mere 3% (266 proteins) of the predicted proteome.

According to this survey, on average 5.3 new druggable targets are discovered
each year. This means that many more potential drug targets remain to be discov-
ered. Whether a potential drug target will be a good therapeutic target, however,
depends on whether (1) it plays a key role in gene regulation, (2) it is selectively
expressed in certain disease states or tissues, and (3) it has a definable and unique
binding site.

Often, a further important piece of information is the nature or identity of the
endogenous modulator. For example, >1000 G-protein-coupled receptors (GPCRs)
have been cloned from various species, including 160 distinct human subtypes with
known ligands, although these represent only a limited set of targets for current
therapeutic agents. A further 100 or so are orphan receptors, for which there is cur-
rently no known natural ligand. In such cases, the starting point is the gene, from
which the protein receptor can be expressed and used to screen large combinatorial
libraries of chemicals in the search for a modulator. Such a reverse pharmacology
strategy uses the orphan receptor as a “hook” for screening libraries and hit genera-
tion, where little is known about the natural ligand. In many cases, receptor models
use the crystal structure of rhodopsin as a template, as this is the only GPCR whose
structure has been resolved. The importance of GPCRs is emphasized by the fact
that, although >20% of the top 200 current best-selling drugs interact with these cell
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surface receptors, they generate worldwide sales of drugs such as cimetidine, losar-
tan, and ropinerole of over $20 billion (U.S.) [6].

1.2.2 Impact of New Technologies on Target Discovery

Comparative genetics can provide much relevant information, particularly with
regard to the role of human-specific genes and the suitability of animal models for
drug development. The application of microarray techniques, standards, and
resources that permit the comparison of gene expression patterns across species and
between cell types and tissues has started to provide some insight into the metabolic
and biochemical differences between health and disease states. A good example of
this is the Cancer Genome Anatomy Project (www.ncbi.nlm.nih.gov/CGAP) [7],
in which mutational sites in cancer cells have been identified.

A cursory examination of the 373 completed genome sequences for archeal,
prokaryote, and eukaryote [8] species suggests that, although genome size increases
from archea through prokaryotes to eukaryotes, genome size is not directly linked
to the number of genes within the functional genomes, nor with evolutionary status.
It is, however, clear that, as the complexity of organisms increases, so does the com-
plexity of gene regulation and the level of genetic redundancy—the ability of several
genes to rescue loss-of-function of another gene. Nevertheless, for highly conserved
genes, such as those that are involved in early development, and homeobox genes,
studies on early life stages of species such as zebra fish and invertebrate models can
indicate the roles of genes. However, in general, such studies are more relevant to
safety pharmacology than to mechanistic and efficacy studies. It is worth bearing in
mind that computational predictions and statistical analyses have suggested that the
bacterial Escherichia coli and human genomes account for 35 common metabolic
pathways, namely, those that are important in biosynthesis and in degradation and
respiratory processes [9], and that, possibly as a result of bacterial infection, a
number of bacterial genes have become permanently integrated in the human
genome [9, 10]. This opens up the possibility of using bacterial studies to decipher
a limited number of biochemical pathways affected by drugs, as well as for geno-
toxicity testing.

Unicellular eukaryotes, such as yeast, share remarkable genetic and functional
similarities with multicellular eukaryotes. The most useful yeast strain in terms of
dissecting protein and gene interactions is Saccharomyces cerevisiae. At 12,100
kilobases, the S. cerevisiae genome is much smaller than the human genome. However,
because its gene density is 50 times greater than that of the human genome, genes
found in the S. cerevisiae genome resemble around 30% of the genes associated with
diseases in humans [11]. Since the entire genome of S. cerevisiae encodes no more
than 6000 proteins, it is relatively straightforward to investigate gene function in
yeast and make genome-wide microarray measurements. Such data, together
with information from other sources, have made it possible to identify a number of
putative drug targets [12] and protein—protein interactions [13], thereby facilitating
the development of extensive maps of protein and gene interactions. Such studies
in S. cerevisiae have been particularly useful in neurodegenerative and ageing
research and in studies on diseases that arise as a consequence of mitochondrial
DNA damage. One example is the observation that yeast mutants for o-synuclein
result in a large change in yeast sexual reproduction, as well as causing cytotoxicity,
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both endpoints of which are suited to high-throughput screening assays for new
treatments for Parkinson disease [14].

Subsequent studies on yeast-based models of Parkinson disease have suggested
that there is substantial scope for using yeast for the high-throughput screening of
chemicals for drug discovery [15]. For example, S. cerevisiae possesses three distinct
G-protein-coupled receptors (GPCRs), which are involved in pheromone (Ste2 and
Ste3 receptors) and glucose sensing (Gprl) [16]. These receptors are related, albeit
to a limited extent, to the vastly expanded human GPCR repertoire. By coupling
heterologously expressed human GPCRs to the yeast MAP kinase pathway (associ-
ated with yeast mating and growth arrest), in yeasts where the MAP kinase pathway
is linked to reporter gene expression [17], it is possible to monitor receptor recogni-
tion and activation by simple growth or colorimetric reporter assays.

Caenorhabditis elegans is another organism that can be used in early drug dis-
covery. This nematode worm is transparent, has a short life span, is a mere 1 mm in
length and 80uM in diameter, reproduces every 3 days by self-fertilization to
produce over 300 offspring, and is a multicellular organism composed of exactly 959
somatic cells. It displays many of the basic features of higher eukaryotes, including
the possession of muscle, excretory cells, and neural cells, and has been extensively
used to increase understanding of the mechanisms of gene regulation and gene
function. Antisense knock-out or knock-down of gene expression can be achieved
simply by feeding the worm with E. coli bacteria transformed with plasmid DNA
containing antisense DNA. More recently, RNA interference (RNAi) has been used
to manipulate the genomes of organisms such as C. elegans, although the possibility
of transmission of RNA silencing to subsequent generations can occur [18]. Like all
multicellular organisms, C. elegans exhibits programmed cell death (apoptosis) [19],
in a way that is very similar to that seen in higher organisms as part of ageing and
disease processes. Similarities between the signaling pathways involved in the regu-
lation of cell proliferation in C. elegans and humans suggest that this organism might
provide information on the regulation of cell proliferation, which will be of rele-
vance to cancer therapeutics. The entire 302-cell nervous system of this worm has
been mapped by electron microscopy, and although the average human possesses
somewhere in the order of 100 billion neurons, it seems that neurotransmission is
similar in the two species. Thus, C. elegans possesses the major classes of ion chan-
nels, receptors, transporters, and neurotransmitters that make it a suitable candidate
for some forms of drug screening, such as the discovery of new dopaminergic drugs.
Similarly, D. melanogaster shares much of its basic neurobiology with higher organ-
isms, including humans. It possesses the same neurodegenerative states, neurotrans-
mission mechanisms, and receptor homolog that are found in humans as key targets
for neurally active therapeutic agents, making studies with these organisms useful
for the development of treatments for conditions such as Parkinson’s disease [20].

1.2.3 Data Mining

Novel drug targets can also be found in other ways, including data mining. This
involves analyzing the literature, to determine the biochemistry underlying particu-
lar human diseases, and human physiology. In addition, human population genetics
studies can be undertaken, to determine the roles of human genes, how they interact,
the consequences of population differences at the gene level, and, ultimately,
the complete physiology of the human body. In the last-named case, since the



TRADITIONAL APPROACHES TO DRUG DISCOVERY AND DEVELOPMENT 15

possibilities for human studies are limited, most of the information gathered comes
from fundamental research that examines modes of interaction of specific sub-
stances with any given novel targets, and the modulation of their physiological roles,
by combining several approaches, including in vivo studies.

The next step is to define whether a newly discovered potential drug target is a
feasible target, by identifying the binding site of the proposed molecular target. In
this respect, the potential for data mining has been greatly enhanced by the recent
development of a druggable-protein database. This can provide information that is
useful for deriving rules for the computational identification of drug binding sites.
Indeed, there are now algorithms designed specifically for this purpose [21]. Some
analyses relate to the identification of pockets within the binding site that serve as
potential specific drug targets. However, this approach can be complicated, since the
binding pocket that is targeted by an endogenous or natural modulator of target
function might include only part of the binding site, or might lack it altogether. A
recently described approach to this problem, in which 2D heteronuclear NMR is
used to screen drug-like and fragment libraries for interactions with proteins,
generates additional reliable data than is obtainable from conventional high-
throughput screens. While such information can be used for computational applica-
tion, including the refinement of protein models, it is limited by the number of
protein structures that are currently available. An exception to this are quantitative
structure—activity relationships (QSARs) generated by computational techniques
such as CoMFA, which rely on molecular descriptors for molecules that are specific
for a target, in order to generate a set of conformers that can be used to predict the
ability to bind to a protein.

1.3 TRADITIONAL APPROACHES TO DRUG DISCOVERY
AND DEVELOPMENT

1.3.1 Hit to Lead

The current attrition rate for NCEs can be gauged from the fact that, on average,
for every 7 million molecules screened, only one product is marketed [22]. These
odds have resulted in the concentration by pharmaceutical companies on refining,
rather than expanding, their chemical libraries and methods. A further important
factor that determines the success of early drug screening is the choice of method-
ologies used to identify hits and to screen potential leads and their derivatives. In
this section, we describe the key stages and methodologies used for hit generation,
hit confirmation, lead, identification and lead characterization (Table 1.3).

Before 1980, nearly all drugs were small molecules of around 50 to 1000 times
smaller than the size of a typical protein at around 500 daltons, or smaller. Extensive
combinatorial libraries of small molecules are generated in-house by all large phar-
maceutical companies, often by diversity-oriented synthesis,in which small molecular
building blocks are randomly combined in all possible spatial orientations. Screening
libraries can consist of thousands of chemicals and rely on an appropriate hit genera-
tion and lead characterization strategy. The chemicals concerned must meet certain
purity, molecular weight, lipophilicity (log P), and functional conformer criteria.

Schreiber [23] first used diversity-oriented synthesis to generate bead-attached
libraries of target-oriented and diversity-oriented chemicals. This approach involves
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TABLE 1.3 Key Methods Used During Hit Generation and Lead Optimization®

Methods Assay Principles Advantages Limitations
Affinity-based biophysical methods
Mass Relies on the affinity Can handle large  Not truly an HTS
spectrometry of a compound for a drug-like/ platform; poor at
protein to cause fragment resolving mixtures;
mass/charge shifts. mixtures. false hits.

NMR Monitors the location  Provides Does not provide
of radionuclides in structural SAR data; false
the target-ligand information for hits; weakly potent
complex and is used in silico fragment hits are
to probe the active platforms; poorly detected.
site of folded/in situ suited to
proteins/DNA. A screening large
number of new fragment
higher resolution libraries.
techniques (e.g.,
magic angle spinning
NMR) do not
require high purity
target proteins.

X-ray X-ray diffraction by Provides Weakly potent

crystallography crystallized protein/ structural fragment hits are
protein-ligand information; poorly detected;

Biochemical screens

Scintillation
proximity
assay

Radiometric
binding assays

complexes.

Monitors energy

transfer changes as
an indicator of
binding interactions.

Uses radioactive

tracing of target—
tracer/molecule
interactions.

HTS platform.

Provides kinetic
data

Direct
measurement of
binding
interactions;
adaptable for a
wide range of
possible target-
based screens.

erroneous
assumption about
structural similarity
can lead to some
compounds being
discarded; there are
not crystal
structures available
for all target
proteins.

High background;
limited plate
format; not easily
correlated to
physiological effect.

Relatively expensive
to generate suitable
tracer; health and
safety
considerations; not
real-time
measurements.
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TABLE 1.3 Continued

Methods

Assay Principles

Advantages

Limitations

SPR

Nonradioactive

assays

Cell-based assays
Reporter gene
assays

FRET

Commonly based on

the target being
immobilized on a
chip and the
compound mixture
being passed over it.
Interactions are
monitored as an
electrical readout.

Includes colorimetric/

absorbance-based
assays (such as
ELISA),
luminescence-based
assays, and
fluorescence-based
assays (e.g., FRET,
real-time fluorimetry,
fluorescence
correlation
spectroscopy), as
generally used in
conjunction with
cell-based assays
(see below).

Involves the use of

genes such as those
encoding GFP,
luciferase, and [3-
galactosidase
coupled to a
biochemical pathway
modulated by a
substance to monitor
the extent or
modulation.

Monitors energy

transfer between a
fluorescent energy
donor and acceptor
as a measure of the
proximity between
the two groups,
commonly found on
the target and a
tracer.

Permits kinetic

measurements;
can be used to
identify hits
from complex
mixtures.

Generate
quantitative
data suited to
SAR; can give
real-time data;
can provide
mechanistic
information;
suitable to HTS
formats.

Generates
quantitative
data suited to
SAR; minimum
resources
needed.

Suitable for high
density formats;
provides
mechanistic
information;
broad range of
applications;
real-time
monitoring of
interactions.

Chip preparation and
availability;
requires relatively
large amounts of
materials; more
suited to detailed
mechanistic studies
than HTS.

Often more suited to
later stages of lead
discovery.

Not truly HTS; can
give equivocal data;
false hits; not well
suited for fragment
screens.

High incidence of
false hits; prone to
fluorescence
quenching.
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TABLE 1.3 Continued

Methods

Assay Principles

Advantages

Limitations

BRET

Reporter gene

Electrical
readout

Second
messenger
assays

Similar principles to
FRET.

Based on recombinant
protein engineering
and expression
technology to couple
an endogenous
pathway to the
expression and/or
activity of a protein
from a transgene in
response to drug
modulation of a
target.

Includes biosensor-
based methods and
patch clamping.

Based on a direct
measurement of one
of more downstream
changes in signal
mediators in
response to drug
modulation of a
target. Includes
assays such as those
that measure
changes in
intracellular calcium
(FLIPR/
Aequroscreen),
cAMP, and many
more.

Suitable for

medium density
formats;
provides
mechanistic
information;
suitable for
monitoring
protein—protein
interactions;
real-time
monitoring of
interactions.

Several

commercially
available
plasmids (e.g.,
with cAMP,
calcium, and
estrogen
responsive
elements);
sensitive high
throughput
assay formats.

Suitable for

monitoring
channel activity.

Direct

measurement of
the effects of a
substance.

Some limitations on
application;
involves protein
engineering of the
target.

High incidence of
false hits; long
incubation times;
indirect correlation
with target
modulation.

Not truly suited to
HTS; limited utility

Only suited to some
types of targets
(e.g., receptor,
channels, enzymes);
time consuming.
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TABLE 1.3 Continued

Methods

Assay Principles

Advantages

Limitations

Fluorophore and
chromophore-
based methods

Cell proliferation

assays

In silico methods

Protein modeling

Molecular
docking/SAR/
combinatorial
chemistry

PBPK modeling

Rely on the use of an
ion-sensitive dye to
detect intracellular
changes in ion
content.

Includes methods such
as dye or
radioisotope uptake,
protein estimations,
cell counting, and
oxygen sensor
measurements to
monitor the
competence,
viability, and growth
rate of cells.

Ab initio or homology-
based protein
structure modeling
based on amino acid
sequence analysis
and biophysical/
biochemical data.

Molecular dynamics
simulations and
energetic
calculations.

Mathematical
prediction of the
fate of a drug.

Suitable for
monitoring
increases in
intracellular
calcium,
potassium, and
sodium ions.

Minimum
resources
needed; generic
application;
quantitative
data can be
obtained.

Binding site
identification
and
pharmacophore
modeling.

Virtual screening
prior to
chemical
synthesis.

Can be used to
identify the
sites of action
of a drug and to
estimate likely
internal dose.

Sensitivity dependent
on dye chemistry.

Difficulty equating to
physiological
endpoint.

Need experimental
confirmation of
findings.

Need experimental
confirmation of
findings.

Reliant on large
amounts of data;
can involve
considerable
mathematical
expertise.

“A number of different approaches are used during drug discovery and development. Here, a list of
methods applicable to hit generation and lead development are listed alongside the main advantages
and limitations of each method or group of methods. HTS, high-throughput screen.

the use of fragments—small chemicals—of around 120-250kDa. Generally, these
fragments display lower (10uM to millimolar) affinities for a target than do more
complex, drug-sized chemicals (affinities within the nanomolar range). It is there-
fore necessary to complement fragment screens by using sensitive analytical tech-
niques, such as protein-detected or ligand-detected NMR [24], MS [25], X-ray
crystallography [26], and SPR [27] (although the last named is generally more appli-
cable for hit confirmation; see later discussion). These techniques are preferable to
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bioassays, such as cell-based binding or functional assays, or to the step-wise com-
bination of hit fragments either by chemical synthesis or by combining pharmaco-
phores [28]. Despite the fact that the method used to screen fragments affects the
success of such screens, the hit rate for fragment-based lead discovery is substan-
tially higher than that for drug-like screens, there being an apparent inverse relation-
ship between chemical complexity and target complementarity. Indeed, a screen of
<1000 fragments might identify several useful hits for lead development.

A “library in tube” method is being developed for large mixtures of chemicals,
which has been adapted from a concept put forward by Brenner and Lerner in 1992
[29]. This technique involves coding each chemical with a DNA tag, in order to
identify the attached chemical by PCR, such that mixtures of chemicals can be
panned against a target. This approach has much potential for diversity-oriented hit
generation (see Ref. 30 for a review).

Biochemical screening can be performed by using several types of readout,
including those reviewed in Ref. 31. Whatever the assay used, it should display good
signal-to-noise ratios and should also be reproducible. The two most commonly used
screening formats are radiometric and nonradiometric assays, both of which are
suitable for intact cell or tissue-based studies. Radiometric assays include filtration-
based methods, where the unbound radioactive probe (generally the radioligand
specific for the target) competes for ligand binding with the unlabeled screen com-
pound, after which it is removed in readiness for scintillation counting, or for scin-
tillation proximity assays (SPAs), where B-particle emissions from isotopes with
short B-particle path lengths (namely, *H and '*I) are measured in situ by using
scintillant-impregnated microspheres. The amount of reduction of the radiolabel
signal intensity due to competition is measured. The use of the former isotope
renders the method amenable to a 384-plate format, while the latter is generally
more suited to a 96-well format.

Nonradiometric assays include those based on colorimetric, fluorescent, lumines-
cent, or electrical changes. Commonly used methods include proximity-based fluo-
rescent resonance energy transfer (FRET), which can be used to monitor interactions
between a fluorescent donor and an acceptor on the target, and to screen chemicals.
This technique is suited for both monitoring a wide range of molecular interactions
and to 1536-well formats. One example of how FRET may be useful is in the screen-
ing of enzyme inhibitors [32]. The drawbacks of this method are the high incidence
of false positives and problems with fluorescent quenching. Bioluminescent reso-
nance energy transfer (BRET) is another proximity-based screen. This method,
while being prone to quenching, requires the use of proteins such as renilla reinfor-
mis luciferase donor and green fluorescent protein (GFP) acceptor, in the presence
of coelenterazine a (luciferase substrate). BRET is generally more useful for screen-
ing interactions between large molecules, such as proteins, due to the bulky nature
of acceptor and donor groups, luciferase, and GFP. Nevertheless, it can also be used
to screen for chemicals that perturb such interactions, and indeed, BRET has been
proposed as a screen for HIV-1 protease inhibitors [33]. The sensitivity of both
FRET and BRET is dramatically improved when there is a large difference between
the emission spectra prior to and following energy transfer from the donor to the
acceptor group.

Other commonly used screens rely on the expression of a reporter gene (e.g.,
B-galactosidase or luciferase) in response to the activation of a specific pathway.
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However, many more screening techniques are specific for the targets in question,
as is the case for GPCRs [34] and HIV-1 [35]. An example of the usefulness of
electrical readouts is the examination of the interaction between DNA and metal-
locompounds. In this case, the DNA is immobilized on electrodes, and interactions
with the drug can alter the electrical output [36]. Generally, these functional assays
(with the notable exception of SPA) can provide a mechanistic overview of drug
action. However, further insight can be gained by using surface plasmon resonance
(SPR). SPR is a real-time monitoring system based on change in mass, in which
microgram amounts of the target are immobilized on a chip and exposed to the test
chemical. The flow rate and wash rate can be varied, such that not only can the
individual chemicals in a mixture be resolved according to rank order of affinity,
but also the on—off rates of binding can be monitored. Membrane protein targets,
however, are difficult to isolate and refold into the chip matrix, so SPR is far more
useful for the screening of drugs that target soluble proteins and DNA [37].

As a typical screen of 1 million chemicals can take 6 months to complete, there
is interest in expediting hit generation by using higher density plate formats or by
chemical pooling. Increasing the assay density by increasing the well density is fea-
sible, but is highly dependent on the nature of the screen. Chemical pooling involves
placing multiple chemicals into each well of a plate, with a single chemical overlap
between two wells. This can reduce the screening time to a matter of weeks. However,
factors such as the possibility that two of the compounds in the same well will cancel
the effects of each other or will act synergistically, can result in false negatives and
positives, respectively. It is also general practice to include pairs of structurally
related chemicals in each screen.

A new drug can also be developed as a result of rational drug design, particularly
when there is extensive knowledge of the structure and function of the target
protein, as well as available computer models and the capability to dock virtual
compounds into the active site. In many cases, however, the original first-in-class
compound was designed by modification of the endogenous ligand for the target.
The classical example of this is the design of small nonpeptide antagonists that
target neuropeptide receptors (e.g., neurokinin receptors) by gradual structural
minimization and constraint of the natural endogenous receptor ligands [28]. In
general, the design of these smaller nonpeptide ligands, based on knowledge of the
natural ligand, requires extensive peptide analogue generation and screening for
efficacy and activity, so as to identify the key interactions and functional groups on
the peptide that determine specificity and activity. In the above example of neuro-
kinin receptor binding, the key interactions were identified as being with the termi-
nal Phe-X-Gly-Leu-Met-NH, motif. Indeed, all ligands that retain neurokinin
receptor affinity contain aromatic rings and amine groups that fit into the receptor
pocket.

The latter analogue-based minimization of the natural ligand for a target protein
is particularly relevant, given that larger molecules such as peptides and proteins
are increasingly being investigated as clinical agents. Currently, more than 40 pep-
tides are marketed worldwide, with some 700 more at various stages of development
as drug leads. Similarly, there are some 120 antibody-, hormone-, and enzyme-based
therapeutics currently on the global market. Many of these therapeutics are more
specific and more active than their small molecule counterparts, and they accumu-
late less readily in tissues, with generally lower oral bioavailability and less stability.
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They are all potentially immunogenic and are relatively expensive to manufacture.
These molecules are also not generally amenable to rational design strategies and
are often developed by de novo routes with limited in silico approaches, in view of
the difficulties associated with docking flexible peptides and proteins into the target
protein.

Screening for peptide, polypeptide, and protein therapeutic leads presents a
problem, in that large libraries are generally not amenable to chemical synthesis.
One solution to this problem is to use systems in which the peptide is linked to the
DNA that encodes it. Phage display, for instance, is a technique that allows one or
more genes encoding any number of protein variants to be expressed in an anchored
form amenable to affinity probing. The genes of interest are inserted into the
genome of a nonlytic phage, which is introduced into bacteria. The proteins encoded
by the genes are expressed (displayed) on a defined coat protein of the respective
phage. Phage display libraries of over a billion different peptide or protein sequences
can be prepared, the only limitation being the efficiency with which the bacteria are
infected. By using the molecular target as a probe to isolate hits from this library,
it is possible to undertake successive rounds of optimization until the most specific
hits are identified. Phage display, and the similar, more recent ribosomal display
systems [38], can be used to screen for protein and hapten hits for drug development
and have proved particularly useful with respect to the development of specific
antibodies [39]. However, the need for folded proteins has led to the development
of a yeast-display technology, whereby proteins are presented in their folded form
on the yeast cell wall. These anchored systems all facilitate miniaturized screening
and, in the case of the yeast-display libraries, FACS [40].

The techniques used for developing genetically based therapeutics share some
similarities with more traditional drug discovery approaches. Genetically based
therapeutics include plasmids containing transgenes for gene therapy, oligonucle-
otides for antisense applications, DNAzymes, RNA aptamers, and small interfering
RNAs for RNAI [41]. So far, two such products have been approved for clinical use
and many more are in the course of development, so this important group of thera-
peutics requires specific consideration in the context of preclinical planning. Very
little is currently understood about the suitability of many genetically-based thera-
peutics. It is known, however, that the design of the vector crucially determines
delivery and nuclear uptake, and also that the promoter used will determine the
expression levels of the transgene and the efficiency of gene silencing (reviewed in
Ref. 41). Since uptake is a key determinant of efficacy, the development of these
therapeutic agents must be used together with an evaluation of DNA delivery tech-
niques, such as microinjection, electroporation, viral delivery systems, and carrier
molecules that either promote cellular endocytosis (e.g., cationic lipids or amines)
or facilitate uptake (e.g., carbon nanotubes) (see Ref. 42 for a review and Section
1.4.4). Equally, the expression of the encoded DNA is reliant on the precise nucleo-
tide sequence, with codon use often resulting in changes in the expression of the
encoded protein product and, in some cases, to its cellular fate.

Whatever the discovery route for a lead compound from drug-like libraries or
fragment libraries, it is clear that most of the drugs that are currently marketed are
highly similar to the leads from which they were derived [43]. This makes lead dis-
covery a crucial step in the drug discovery process. The most widely used approach
to confirming leads is affinity-based screening [44], where qualitative (e.g., rank
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order) or quantitative (K, ICs)) measurements are used to monitor interactions
between compound libraries and protein, RNA, or DNA targets, by using approaches
such as standard binding assays, NMR, SPR, or X-ray crystallography. Other
approaches involve the use of changes in biochemical events that have been identi-
fied from target modulation or predicted by in silico screening. A combination of
all three approaches has the advantage over using biochemical techniques alone, of
reducing the number of false hits while allowing higher screening throughputs. For
instance, experimentally based screening may result in false hits, because of (1)
nonspecific interactions (predominantly hydrophobic in nature), (2) aggregation or
poor solubility of the drug, and (3) purities, reactive groups, or chemical stability
that are not readily discernible from in silico predictions. MS-based methods result
in fewer false positives because of nonspecific hydrophobic interactions, poor solu-
bility, impurities, and reactive functional groups. In practice, however, the method
used for hit generation is dependent on the resources available.

In the case of in vitro biochemical and cellular assays, miniaturized formats can
be used to screen around 1 million drug-like molecules, by using 1-50 uM concentra-
tions and a 30-50% activity cutoff between potential hits and failures [45]. Where
fragment libraries are used, activity might only be detectable at substantially higher
concentrations, and by using more-sensitive techniques. As a result of these selection
criteria, the rate of false hits (and failures) is also relatively high.

Hit confirmation generally involves biochemical assays to confirm that the
observed activity is linked to the desired mechanism of action. The choice of meth-
odologies is important, since it is at this stage that eliminating false-positive hits
becomes most important and depends on the necessary properties of the final drug.
It is also at this stage that hits begin to be ranked according to specificity, activity,
and suitability to be used for lead development. Indeed, data from hit confirmation
studies are often amenable to structure—function analysis by using in silico methods
that may ultimately guide decisions as to the most favorable leads.

This process is developed further during the hit-to-lead stage, in which potency is
no longer considered to be the deciding factor, but selectivity, the feasibility of chemi-
cal synthesis and modification, the mechanisms of target interaction and modulation,
pharmacokinetics, and patentability of the final drug have become increasingly
important. Many of these issues are considered later. It is important to note, however,
that determining whether individual fragment hits fulfill these criteria is much more
problematical. The ability to chemically modify a hit lends itself to the three main
ways of generating a lead compound from initial promising hits and subsequently
derivatizing and modifying the lead to give the final drug, namely, by using biophysi-
cal or biochemical methods, cell-based screens, or in silico predictions.

It is at the above stage of development that the possible risks associated with a
new drug candidate begin to be addressed. The affinity and specificity of the drug
candidate for the desired target can often dictate whether it will be discarded at an
early stage. For instance, if there is a difference of several orders of magnitude in
affinities for selected targets and off-targets, the drug is less likely to have predict-
able side effects. That is, it is possible that a drug may have a desirable effect within
one concentration range, above which it causes toxicity. The relationship between
the desired therapeutic effects of a drug and its adverse effects is expressed as a
margin of safety (MOS; also referred to as therapeutic index)—being the difference
between the effective dose and that which gives rise to toxicity.
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Two important sources of information can contribute to a widening of the MOS
during lead optimization. The first is a fundamental understanding of the mecha-
nisms of interaction with the desired target and off-targets. The second is informa-
tion from combinatorial chemistry and rapid in vitro screens to determine the
relationship between structure and activity, which can then be applied to developing
computational analysis techniques. This is a fundamental principle of rational drug
design, where the original lead is often structurally related to the endogenous sub-
stance that modulates target activity. On a final note, however, rational drug design
is not applicable in all circumstances, and a great deal of drug discovery still relies
heavily on the serendipitous discovery of new drugs by empirical screening of
various chemical classes.

1.3.2 Pharmacokinetics

Introduction Lead derivation and optimization are guided by three predominant
factors: efficacy, specificity, and pharmacokinetics. Pharmacokinetics is the study of
the time course of drug absorption, distribution, metabolism,and excretion (ADME),
and how ADME relates to the therapeutic and toxic effects of a drug. The key
parameters and methods used in ADME studies are listed in Table 1.4. During
the 1990s, it was noticed that many drug candidates were abandoned during
clinical trials due to poor pharmacokinetics [46]. This, in part, reflects problems with

TABLE 1.4 Key ADME Parameters and Methodologies” for Early Studies

Physicochemical properties
Chemical stability and degradation
Solubility
pK,
Lipophilicity (log P)
Binding target screens
Plasma protein binding
Nonspecific interactions/binding studies
Absorption and distribution
Passive transport into the systemic circulation system—Caco-2 MDCK cells
P-gp substrate/transporter assays
Absorption screening—models of the blood-brain, placental/reproductive, epithelial,
and, corneal barriers
PBPK modeling
Metabolism and excretion
CYP metabolism
CYP inhibition/induction
Glucuronidation
Nuclear receptor activation
Regulation of lipid and cholesterol metabolism
Aromatase inhibition
Metabolite stability
Kidney cells and tissue preparations

“These approaches are increasingly being used by pharmaceutical companies in an attempt to reduce
drug attrition rates.
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species extrapolation, allometric scaling, and the selection of suitable preclinical
models.

Absorption and Distribution For ease of administration, oral delivery is the most
favored route of administration. Orally delivered drugs need to possess good gut
absorption and clearance, as well as good metabolic stability; this is to ensure ade-
quate systemic exposure. This is expressed as oral bioavailability, which is the frac-
tion of the ingested drug that is available systemically, depends on both absorption
and elimination, and which can be estimated from the equation:

Oral bioavailability = Fraction absorbed across the intestinal wall x Fraction
that is not cleared by the gut x Fraction not cleared by
the liver x Fraction not cleared by the lungs

The fraction absorbed from the gut is dependent on lipophilicity (log P), namely,
the hydrophobicity, molecular size, and hydrogen bonding potential of the drug, and
its permeability, which is dictated by van der Waals forces that are due to nitrogen
and oxygen atoms, which influence the polar surface area of a drug molecule. Highly
lipophilic drugs are likely to be absorbed directly from the gut into the lacteals and
enter the lymphatic system before the general circulation, thus avoiding first-pass
metabolism in the liver. On the other hand, small, moderately lipophilic drugs are
likely to be passively or actively transported (depending on electrical charge, struc-
ture, and intermolecular interactions) across the intestinal barrier into the hepatic
portal vein and are destined for the hepatobiliary system. Lipinski’s rule-of-five [47]
is commonly used to predict the permeability of a compound according to the rule
that >5 hydrogen bonds, coupled with a molecular mass of >500Da, a c log P > 5,
and >10 nitrogen and oxygen atoms are indicators of poor absorption. The full
list of criteria for passive absorption through biological membranes is given in
Table 1.5.

The biopharmaceutics classification system (BCS) [48] is a scientific framework
for classifying drug substances based on their aqueous solubility and intestinal per-
meability. It takes into account three major determinants of the rate and extent of
absorption following the administration of a solid oral dosage—(1) dissolution, (2)
solubility, and (3) intestinal permeability—and can be used to avoid some animal
studies. According to the BCS, drug substances are classified as follows:

TABLE 1.5 Criteria® for Absorption from the Gut for Drug-like Compounds

Rule-of-five:

* MW <500

*clogP<5

* H-bond donors <5

* H-bond acceptors (N and O atoms) < 10

Additional criteria

* Polar surface area <140 A or £ H-bond donors and acceptors <12
* Rotatable bonds <10

“These include Lipinski’s criteria and experimentally determined criteria for the gut absorption of orally
administered drugs.
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Class I: High Solubility—High Permeability
Class II: Low Solubility—High Permeability
Class III: High Solubility-Low Permeability
Class I'V: Low Solubility—-Low Permeability

In the case of Class 2 and 4 drugs, dissolution is the predominant factor, and this
can be estimated by using in vitro data that correlate well with in vivo results. The
rate-limiting step for the absorption of a class 1 drug is gastric emptying, whereas
permeability is the most important factor in the case of class 3 drugs. On a caution-
ary note, however, many drug-like compounds are exceptions to this rule, due to
active transport mechanisms, the involvement of carriers, and possible biotransfor-
mation in the gut, and because the rule only applies to orally administered
drugs. The rule is more likely to be applicable where the drug is a mimetic
of a natural product. Furthermore, good oral bioavailability is shown by many drugs
that are larger than 500Da, but conformationally constrained, and/or that have
reduced polar surfaces. This means that many potentially useful leads are discarded,
if predictions are based solely on physicochemical indicators, without additional
studies.

Thus, in vitro screens for the determination of bioavailability are indispensable
during early drug development. In vitro systems range from relatively simple subcel-
lular fractions, tissue slices or perfused organ preparations, through primary cultures
and cell lines, grown either as mono cultures or cocultures, to three-dimensional
organotypic cultures, which include reconstructed tissue models (see Ref. 49 for a
review). For instance, in vitro approaches to determine permeability include the use
of animal tissues or cell lines. Where a drug is absorbed by simple passive diffusion,
rat everted intestinal rings [50], single-pass perfused intestinal preparations [51],and
the human adenocarcinoma cell line Caco-2 [52] are often used to assess intestinal
permeability. The common problem of accounting for differences in biotransforma-
tion can be addressed by supplementing these assays with a metabolic component.
Everted tissue rings, in particular, can suffer from problems related to tissue viability,
while the use of Caco-2 cells suffers from (1) the lack of mucus that coats the luminal
surface of intestinal cells in situ and (2) the possibility that metabolic properties and
other essential properties of the cells are lost during repeated passaging. The need
for long culture times has been met by using Madin—Darby canine kidney (MDCK)
cells, which, like Caco-2 cells, form a columnar epithelium with tight junctions,
but which only require 3 days in culture. MDCK cells express fewer transporters,
however, and are thus more suited to situations where there is little indication of
the involvement of transporters, where the data from MDCK and Caco-2 cells are
comparable [53]. However, where first-pass metabolism occurs, cells expressing CYP
enzymes are more useful (see later discussion). A comparison of cell-based and
tissue-based permeability data indicates that there are good correlations between
data from such studies, at least in terms of their ability to rank drugs according to
permeability [54]. However, both methods tend to underestimate the absorption of
drugs that are actively transported, and to overestimate the absorption of drugs that
are subject to efflux pump transport [55].

Two further methods for the assessment of absorption are (1) the use of
immobilized membranes or artificial membrane (IAM) [56] chromatography and
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(2) the parallel artificial membrane permeation assay (PAMPA) [57]. IAM and
PAMPA are both relatively rapid screens, the latter also being amenable to a
microtiter plate format. Hence, both are suitable for screening large libraries of
drugs for passive diffusion. Again, these systems are only really suited to absorption
studies where there is little indication that a drug might be subject to transporter/
efflux protein binding, as determined by direct binding assays. For instance, the drug
export pump, P-glycoprotein (P-gp), which protects the brain from toxic substances
by transporting them back into the blood, and which is, incidentally, also found in
tissues such as the kidney and the liver, has been used as the basis of a model system
composed of porcine brain capillary endothelial cells. This system allows the ability
of drugs to inhibit the efflux of a fluorescent P-gp substrate out of the cells to be
readily monitored in a 96-well format [58]. This model may also be a useful supple-
ment to many of the studies on more complex tissue and cell culture systems, given
the key role of efflux proteins in determining internal drug concentrations. Indeed,
the internal dose that reaches other tissues may have a crucial bearing on the use
of the final marketed drug and the nature of the target patient group. Despite the
fact that the placental transfer of drugs and other xenobiotics is known to occur,
the process is poorly understood. What is known is that it involves efflux proteins,
and that P-gp binding capacity may assist with decisions as to whether reproductive
and developmental toxicity testing is likely to be required.

Dermal absorption can be determined by using organotypic skin models compris-
ing stratified layers of epidermal cells, with each layer exhibiting morphological
and functional differentiation. This has given rise to several commercially available
organotypic and reconstructed human skin in vitro culture models, including
EPISKIN™ (http://www.loreal.com) and EpiDerm™, and its fibroblast-supported
version, Full Thickness EpiDerm™ (http://www.mattek.com). Multilayered models
of the tracheobronchial tract are also available and permit squamous metaplasia
[59], mucin production, and mucociliary clearance to be analyzed for making respi-
ratory toxicity predictions of inhaled drug preparations [60]. Of particular relevance
to the development of many cell-based organotypic models is the use of micropo-
rous substrates, which have led to physiologically more relevant culture conditions
for studies of transcellular transport and cell-tissue interactions. Also, blood-brain
barrier (BBB) function can be monitored by using coculture systems and recon-
structed models in which sufficiently tight cell-cell junctions are formed (reviewed
in Ref. 61), which might be more appropriate when it is envisaged that a delivery
system might be used. For example, in models of the BBB, brain microcapillary
endothelial cells can be cultured with astrocytes, glial cells, or neurones [62, 63] and
“whole-brain” spheroid culture systems have been used to model absorption in
neurotoxicology [64].

The nasal route is also widely used for topical and systemic targeting and has
recently been considered as a suitable route for active peptide and protein admin-
istration, since the nasal mucosa has a higher permeability than the intestinal epi-
thelial layer, because of its porous and neural pH endothelial basement membrane,
and since first-pass hepatic and intestinal metabolism is largely avoided. However,
mucociliary clearance is relatively fast, and the dose volume is smaller than that
administered by other routes. These factors should be considered during the early
development of therapeutics designed for nasal administration. /n vitro models of
human nasal absorption are particularly important, given that there are substantial
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differences in nasal structure and function between many laboratory animal species
and humans, which complicates data extrapolation [65]. Human nasal epithelial
tissues can be obtained noninvasively, but the resulting heterogeneous primary cell
population is difficult to culture and maintain. This has prompted the development
of a nasal absorption model, based on Calu-3 human lung adenocarcinoma cells,
derived from the upper airway of the lung. The cells can be grown at the air-liquid
interface, as confluent and polarized sheets, with tight junctions, which secrete mucin,
while also possessing cytochrome P450 (CY)PA1 and CYP2B6 activities and trans-
port functions [66].

As illustrated earlier, because whole perfused organs, tissue slices, tissue isolates,
organ fragment cultures, and other organotypic preparations can have limited life-
times in culture, a wide variety of cell lines are used instead of primary cells and
tissues. However, it is important for the cell lines to be thoroughly characterized,
since, although use of human tissue and cells is advantageous as it obviates the need
for interspecies extrapolation, the more commonly used animal cell lines may also
provide data of use during drug development.

Metabolism Metabolism is a major determinant of drug efficacy and toxicity and
has a major influence on drug pharmacokinetics. The metabolism of a drug will
depend not only on its structure but also on the presence and expression levels of
biotransformation enzymes. Metabolism is one of the main factors that determines
not only how well a drug is absorbed into the systemic system but also how it is
then transported to, and taken up by, specific tissues, as well as how it is eliminated.
Susceptibility to biotransformation can dictate the effective dose of a drug at its
intended site of action. Hence, predicting the likely routes and consequences of
biotransformation is an essential part of early drug screening.

Phase I drug biotransforming enzymes include the CYP enzymes, flavin-
containing monooxygenases, alcohol and aldehyde dehydrogenases, aldehyde
oxidase, and peroxidase. Phase II pathways involve conjugation reactions, such as
glucuronidation, glutathione conjugation, sulfation, methylation, coenzyme A conju-
gation, and phosphorylation. The enzymes involved are polymorphic and exist as a
large number of isozyme forms that have wide substrate specificity and vary in nature
and activity according to tissue and species. This is also the case for other metabolic
enzymes and, indeed, for individual differences in drug response and metabolism. It
is known, for instance, that there are at least 30 variants of the human CYP2D6 [67],
which is responsible for the metabolism of almost one-third of all current therapeutic
drugs. Phase I biotransformation is the main source of toxic intermediates or active
drugs from innocuous parent chemicals (prodrugs). The main redox reaction, cata-
lyzed by CYP-dependent monooxygenases (CYP-DMO), yields more polar and
therefore more readily excretable metabolites. These by-products can exhibit bio-
logical effects that exceed, or differ from, those elicited by the parent molecule.
Hence, a xenobiotic might appear to lack efficacy in an in vitro system, due to the
absence of a biotransformation pathway necessary for its conversion into an active
form.

Most of the systems described so far are not specifically designed with metabolic
competence in mind. One way to circumvent problems with metabolic competence
is by adding subcellular or cellular metabolizing systems and assessing the produc-
tion of known metabolites [68]. For instance, by using rat liver microsomes,
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it is possible to monitor the biotransformation of small amounts of drugs by using
capillary electrophoresis [69]. Metabolic cellular systems can be divided into
three main categories: (1) metabolically competent indicator cells (e.g., hepato-
cytes), (2) coculture systems comprising noncompetent indicator cells (e.g., fibro-
blasts) mixed with metabolicallycompetent cells, and (3) genetically engineered cell
lines that can simultaneously act as indicators of both selected metabolic pathways
and toxicity.

Since the liver is the major site of drug metabolism, the use of primary hepatocytes
has become well established for studying drug metabolism and drug interactions.
Hepatocyte models composed of primary cells assembled into a double collagen
layer sandwich provide an in vivo-like environment, which can retain some impor-
tant liver functions long enough for useful data to be obtained [70]. More recently, a
mini bioreactor scaffold has been devised for biotransformation studies, comprised
of a polycarbonate scaffold in 6-, 24-, and 96-well formats, which supports a gas-
permeable PTFE membrane, suitable for medium throughput screening [71]. Animal
or human cells can be used, although the latter are often in short supply and rapidly
lose their viability and phase I and II biotransforming capacities. However, using
animal cells does not overcome potential problems with interspecies differences.
HepG2 cells have been used, since they allegedly retain human phase I and II drug-
metabolizing activities, as well as bile acid and albumin synthesizing capabilities that
are normally lost during hepatocyte culture. In addition, these cells can be trans-
formed with specific genes (e.g., CYP genes), in order to bolster their metabolic
competence. Drug interactions with efflux proteins such as P-gp can also be moni-
tored with HepG2 cells, to gauge the extent of drug uptake into the liver [72].

Krebsfaenger et al. [73] constructed a panel of Chinese hamster cell lines that
stably expressed variants of the human CYP2D6 gene, or in the case of the geneti-
cally engineered and metabolically competent V79 Cell Battery™, tissue-specific
human phase I or II metabolic enzymes, including a number of CYP variants, glu-
tathione S-transferases, and N-acetyltransferases. Since the cell battery also contains
cell lines that express equivalent enzymes from other species, there is some scope
for resolving species differences in metabolism. This system may not be able to
account for the consequences of the overexpression of enzymes, or account for the
onslaught of long-range biochemical pathways that may regulate metabolism. Nev-
ertheless, the use of polymorphic cell lines has clear advantages over the use of a
genetically homogeneous cell line.

A major problem, particularly when trying to model chronic exposure effects, is
simulating in vivo perfusion rates by using cell-based systems of biotransformation
to (1) ensure the removal of metabolites, and of other products such as reactive
oxygen species; and (2) avoid cofactor depletion [74, 75]. Systems based on cell or
cell coculture models have been designed to address these problems. Canova et al.
[76] have recently described a flat membrane bioreactor, in which primary rat hepa-
tocytes were cultured as collagen sandwiched monolayers on a polycarbonate plate.
Since this system permits continuous perfusion, the cells exhibited a high level of
metabolic competence and extended viability, as compared to cells grown as
adherent monolayers.

Drugs can also inhibit CYP activity without being themselves subject to CYP
metabolism, thereby causing the accumulation of toxic substances by modeling the
interactions between the drug and the enzyme. Some basic information about the
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chemical classes that are subject to biotransformation by these key enzymes is
already known and can be used for such predictions. For example, CYP1A1 is very
active in metabolizing polycyclic aromatic hydrocarbons, CYP2B1 and CYP1A2
preferentially metabolize aromatic amines, and CYP2E1 metabolizes low molecular
weight chemicals. Perhaps the most important enzyme, CYP3A4, metabolizes larger
molecules, and only six isoenzymes account for the metabolism of almost half of all
the drugs in clinical use, namely, CYP1A2, CYP2C9, CYP2C19, CYP2D6, CYP3A3,
and CYP3A4 [77, 78]. These enzymes are all polymorphic and (with the notable
exception of CYP2D6) are inducibly expressed. Since there are a number of X-ray
diffraction structures for CYPs, which can also serve as templates for the homology
modeling of other isoenzymes, it is possible to use molecular dynamics simulations
and molecule docking to determine whether a novel chemical class of drug candi-
date is likely to be subjected to CYP metabolism or act as an inhibitor [79]. The
advantages of such approaches include the fact that these screens can be used to
eliminate poor drug candidates prior to synthesis of the compounds, and undesirable
metabolic labile sites can be modified to alter the effective dose and metabolically
linked contraindications between medicines can be reduced. Some such in silico
prediction methods rely on knowledge of the structure and physicochemical proper-
ties of the drug in question to serve as alerts. For instance, Singh et al. [80] developed
a rapid and semiquantitative model for identifying CYP3A4-labile groups on the
basis of exposure and the energetics of hydrogen bonds. This has been used to
accurately predict CYP3A metabolism for a number of chemicals [80] (for a review,
see also Ref. 81).

The most common technique used to identify metabolic stability, rate of drug
biotransformation, and likely metabolic fate of a drug is LC-MS/MS. This technique
has recently been automated for high-throughput automated metabolic and protein
binding screening [82]. Established cell lines and cell batteries (such as the V79 Cell
Battery described earlier) that are genetically engineered to express various phase
I and phase II enzymes, either singly or in combination, are particularly important
in this respect, since they permit the contributions of specific isozymes to metabo-
lism to be investigated [73] during relatively fast metabolic screening.

1.4 SPECIAL CONSIDERATIONS FOR NOVEL
THERAPEUTIC CLASSES

1.4.1 New Classes of Therapeutic Agents: A New Drug Development Strategy?

Over the last decade or so, there has been a dramatic change in the nature of targets,
with new protein, nanomedicines, and gene-based and cell-based therapeutics being
investigated at an unprecedented rate. These biotechnology-derived pharmaceuti-
cals are mainly used for the diagnosis, prevention, and treatment of serious and
chronic diseases and range from blood and blood components and antitoxins to
monoclonal antibodies, growth factors, vaccines, gene transfer products, and, poten-
tially, cell-based therapeutics, and they may incorporate nanoparticulate delivery
systems. As discussed below, the complex pharmacokinetic behavior of these thera-
peutics is only just starting to be understood, and attempts to group the preclinical
testing of them has been attempted on a very ad hoc basis. Nevertheless, there are
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some specific considerations for each type of therapeutic that should be borne in
mind during early therapeutic development.

1.4.2 Protein-Based Therapeutics

Protein-based therapeutics can be subjected to a broad range of posttranslational
modifications, including phosphorylation, glycosylation, and intermolecular and
intramolecular bond formation, which can vary, depending on the cell or organism
used to generate the product. In the case of replacement therapeutics, it is important
to mimic the posttranslational modification seen in humans as precisely as possible.
For novel therapeutics, the consequences of using recombinant techniques to
produce a biological product, such as a monoclonal antibody, should be evaluated,
to ensure that the finished product is sufficiently humanized, has folded correctly;
and exhibits the type of posttranslation modification required for its proper func-
tion. In all cases, the primary aim is to avoid having the product elicit immunogenic
responses that reduce its effectiveness or give rise to adverse effects.

The pharmaceutical industry has developed ways of scaling up the cell-based
manufacture of biological products in serum-free and protein-free chemically defined
media, in order to minimize the abnormal glycosylation of proteins. This is to comply
with a regulatory requirement for the glycosylation profile of a protein to be main-
tained. This is particularly important, since products such as monoclonal antibodies
can elicit antibody-dependent cell cytotoxicity, depending on their glycosylation
state [83]. Indeed, protein-based therapeutics are often developed and characterized
by mass (e.g., SPR, MS), activity (in cellular or biochemical assays), and immunoge-
nicity assays (e.g., antibody-dependent cell-mediated cytotoxicity and immune cell
proliferation assays), more so than in small chemical therapeutics. These measure-
ments are generally obtained much earlier in the drug development process.

Other problems encountered during the development of protein-based therapeu-
tics are caused by the fact that most of the products are human specific, potentially
limiting the relevance of preclinical animal-based studies. In the case of the immu-
nomodulatory monoclonal antibody TGN1412, a surrogate anti-rat CD28 antibody
(JJ316), specific for the equivalent epitope to that recognized by TGN1412 in
humans, was used to probe the mechanism of action of the therapeutic. However,
subsequent studies on TGN1412 were conducted on macaques, on the basis that the
CD28 antibody in this species possesses an identical TGN1412 recognition epitope
to that found on the human protein. None of these preclinical models were able to
predict the very serious contraindications that later materialized during Phase I
trials [84]. This casts some doubt over the utility of testing surrogate molecules in a
surrogate species with regard to the estimation of human safety when applied to
humanized products. In the United States, the review of biological products, includ-
ing monoclonal antibodies and other therapeutic agents with novel mechanisms of
action, was until relatively recently conducted by the CBER. However, the CBER
recognized that the utility of animal studies in the development of such therapeutic
agents is often limited, due to species differences between the molecular targets.
As a consequence, the jurisdiction for testing such products has now been trans-
ferred to the CDER, and it is almost certain that there will be a requirement that
biological products conform to the two species test criteria adopted for other
pharmaceuticals.
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1.4.3 Gene Therapeutics

Advances in the use of viral vectors (e.g., adenoviruses, lentiviruses, and RNA
viruses) and nonviral vectors (e.g., cells, liposomes, and DNA) have resulted in a
growing interest in developing gene therapeutics for targeting single gene deficien-
cies, as well as cancers and neurodegenerative and tissue repair diseases. Nucleotide-
based therapeutics will almost certainly be taken up by different cell types in the
body via the same mechanisms. However, the key questions are the longevity of
these treatments, whether they will result in incorporation into the genetic makeup
of specific cell types, and the long-term consequences for the genetic makeup of
germline and somatic cells. These products may therefore require early screening
for reproductive and developmental toxicity, potentially via the use of fish larval
forms and developmental assays with D. melanogaster or C. elegans. Genotoxicity
screens that involve cell-based screens may also be relevant. Incidentally, the FETAX
(frog embryo teratogenesis assay—Xenopus) test [85], a 4-day whole embryo devel-
opmental toxicity test, has been available for use for several years, but the apparent
status quo with regard to its evaluation is consistent with concerns over its relevance
to humans. The requirement for animal-based developmental, reproductive, or
genotoxicity testing can then be assessed on a case-by-case basis, depending on the
class of vector, transgene, and delivery method. In the absence of suitable long-term
in vitro models, chronic toxicity studies in animals might also be justified, in which
DNA integration is monitored by sensitive PCR-based techniques, although the
two-year rodent assay may not be suitable for this purpose [86].

1.4.4 Nanomedicines

Nanomedicines (and ultrafines) consist of, or contain, organic or inorganic nanoma-
terials of variable dimensions, which, according to the U.S. Patent Office, are of
100nm or less in size. The two main classes are carbon-based liposomes, dendrimers,
fullerenes, nanotubes, nanowires, nanorods and metal oxide-based quantum dots
and PEG-polyester systems. Nanomedicines, such as PEG-modified versions of
existing drugs (e.g., PEG-granulocyte colony stimulating factor), are already on the
market. Many other nanotechnology-based applications, such as carbon nanotube-
based RNA, DNA, protein, and drug delivery systems, are being developed [87].
Indeed, between 2004 and 2005 there was a 60% increase in the number of such
products in the development pipeline.

There is currently little regulatory guidance on how nanomedicines should be
characterized, and each nanomedicine is generally assessed on an individual basis.
It is also clear that information for macroparticle equivalents is often of limited
relevance. According to the FDA, toxicity screening of nanomedicines [88] should
involve (1) an assessment of physicochemical characteristics, including core and
surface chemistry; (2) in vitro studies to determine absorption by the intended, and
potentially additional, routes of exposure, binding studies, bioaccumulation/cellular
uptake studies, and cytotoxicity screening; and (3) in vivo understanding of biokinet-
ics and toxicity.

Nanomedicines display physical and chemical properties that are often distinct
from their macroparticle counterparts. For instance, the small particle size corre-
sponds with a high surface area: mass ratio means that not only are nanoparticles
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likely to be more reactive because of their quantum properties [89], they are also
more likely to agglomerate in a way that makes absorption difficult to predict by
using biokinetic modeling alone. This would require information about the extent
of agglomeration and the proportion of each type of particle in heterogeneous
mixtures of particles, as well as a fundamental understanding of how agglomeration
affected different reactivities. Agglomeration is dependent on surface chemistry and
charge, and this will also have a crucial bearing on uptake into different tissues
[90].

Nanoparticles may be able to escape phagocytic activity and may not only have
extended biological half-lives but may also elicit immunogenic and inflammatory
responses, especially since they may be able to access lung tissues and be able to
cross the BBB, the intestinal mucosa, and other physical barriers more readily than
macroparticles. Indeed, the size of a nanoparticle is generally that of a typical
protein. Note that BBB passage requires nanoparticle dimensions of 20-50nm,
whereas 70-nm particles are able to cross into the pulmonary system, and spherical
fullerenes appear to accumulate in the liver [91]. However, at present, there is little
information about how nanoparticles are able to interact with the immune system
and with specific tissues.

Examining the tendency of nanomedicines to bioaccumulate is an important step
in the nanomedicine development strategy, so the need for long-term toxicity testing
cannot be overemphasized. There is already some indication as to how readily dif-
ferent types of carbon-based nanomaterials accumulate in different tissues [92],
as well as about how physicochemical properties such as size, shape, tendency to
agglomerate, surface fictionalization, and chemical composition relate to the absorp-
tion, distribution, and biokinetics of nanoparticles (see Ref. 93 for a review).

1.5 IN VITRO ASSAYS: APPLICATIONS IN SAFETY PHARMACOLOGY

1.5.1 Background

Many surrogate assays have been developed for the detection of toxicological end-
points. Many of those used specifically for lead development and early ADME
characterization have already been considered. Here, we consider in vitro assays
that are relevant to the early characterization of toxicologically relevant endpoints.
A list of methods that are currently available for toxicological endpoints that may
be more suited to high-throughput safety pharmacology have been developed and/
or validated, some of which have already been afforded OECD Test Guideline
status (Table 1.6). These and other such tests may eventually expedite the safety
testing of pharmaceutical products. At present, however, they are most commonly
used to provide evidence to supplement animal test data. Their potential application
to toxicology testing is illustrated in Fig. 1.2. Their validation status will have a
bearing on the acceptability of specific tests as part of a medicine’s dossier for dif-
ferent regulatory agencies, and there is generally a delay of several years between
validation and regulatory acceptance. It should be noted that in the EU, under the
terms of Directive 86/609/EEC, once an in vitro alternative to an animal test has
been deemed to be reasonably and practicably available and has been validated for
a specific purpose, it must be used instead of the equivalent animal test.
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Toxicology planning Estimation of dose for
first-in-human studies
Clinical plan |
Acute toxicology (rodent) 30-90 day rodent toxicology Developmental toxicity screen 6-12 month chronic studies
7-14 day pilot study using invertebrate models & ex (rodent/ nonrodent)
(nonrodent) vivo test battery
Local tolerance test (rabbit) n
Pyrogenicity test (rabbit) (R (D) el
toxicology
Developmental toxicity (rat,
rabbit): 1 or 2 generation
QC testing In vitro mutagenicity: studies
In vitro pharmacology: Ames, mammalian cells
EociemicelCo il Resssve In vivo mutagenicity testing Male rat sperm fertility test 30-90 day rodent toxicology
Ex vivo studies on possible test SUEITEE HEY (el
species:
tissue distribution

ADMET screening:

Absorption models

Metabolism profiling

Mechanistic studies

Cell cytotoxicity

In silico studies/data analysis

FIGURE 1.2 A typical toxicity plan from formulation of a clinical plan to first-in-human
studies. The figure summarizes the general regulatory requirements and the role of in vitro
and animal studies in preclinical safety pharmacology.

1.5.2 QT Prolongation

The recently developed ICH S7B guideline relates to the prolongation of the QT
interval, the time between the start of the Q wave and the end of the T wave in the
electrical cycle of the heart. Drugs that prolong the QT interval do so by blocking
the activity of the human ether-a-go-go-related gene (hERG) channel found on
cardiomyocytes, which plays a role in phase 3 depolarization. This can, but does not
always, lead to the potentially fatal, although rare, tachyarrhythmia, Torsades des
pointes. Electrophysiological recordings in cells and tissue explants can be used to
screen for hERG activity. The most commonly used nonanimal assays involve studies
on rabbit left ventricular wedge or perfused heart preparations [94].

Several cell-based and in silico prediction tools could also be used effectively for
early screening. It is clear that while several classes of drugs, including antihista-
mines, antiemetics, antibacterials, and neuroleptics, have been associated with QT
prolongation [95], not all the drugs of a particular class will cause this effect. Hence,
although mutational analysis of hERG and pharmacophore modeling has helped to
elucidate how several drugs block channel activity (reviewed in Ref. 96), the predic-
tion of QT prolongation by using in silico methods alone is problematical. As a con-
sequence, the first realistic step in screening for hERG-blocking activity generally
depends on the use of cell-based studies. It should also be remembered that hERG
activity is not the sole determinant of whether a drug is likely to cause cardiac
arrhythmias, since the expression and activity of other ion channels can either miti-
gate or exacerbate the effects of a drug on QT interval prolongation. Metabolism
and species differences in ion channel distribution and activity must also be taken
into account. Species differences can be avoided by using cell lines such as Chinese
hamster ovary or human embryonic kidney cells heterologously expressing hERG,
since mammalian cells are the ideal system for studying potassium channel activity
at physiologically relevant temperatures (see Ref. 96 for a review). This is the case
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even despite the fact that while patch clamping is generally more readily achievable
for larger cell types, such as Xenopus oocytes expressing hERG, the lower tempera-
ture required for their culture can complicate data extrapolation to humans. More
recently, human embryonic stem cell (HESC)-derived cell types with primary car-
diomyocyte-like properties have become available [97,98]. However, although these
cells act as a suitable surrogate for cardiomyocytes, the use of HESCs raises ethical
issues. Adult stem cells derived from tissues such as bone marrow have therefore also
been investigated as primary cardiomyocyte surrogates [99].

1.5.3 ICH Guidelines

Pyrogenicity testing forms part of the quality control of pharmaceuticals, particu-
larly of biotechnological products that may be contaminated with gram-negative
bacteria. Five in vitro methods have been proposed and evaluated as possible alter-
natives to pyrogenicity testing in animals (usually rabbits). These are based on the
use of human whole blood or blood subcellular fractions linked to interleukin-based
screens. These methods have been validated under the auspices of ECVAM, and
the ECVAM Scientific Advisory Committee has endorsed their use. Draft recom-
mendations regarding the applicability of these methods were published by
ICCVAM in December 2006 [100].

The ICH guidelines for the safety testing of pharmaceutical products for human
use are listed in Table 1.7. In general, tests are conducted by the same route of
exposure as that anticipated for clinical use. Where there is more than one route
of exposure, at least two routes should be investigated. Where the intended route
of human exposure is impracticable for animal studies, the route of exposure in
animal studies will need to be different, although the aim is to establish whether
the level of systemic exposure is similar to that via the clinical route. In the case of
ocular administration, systemic exposure is not automatically assumed, so some
toxicological studies, such as carcinogenicity testing, may not be required, unless
there is compelling evidence to suggest otherwise. Carcinogenicity testing is not
usually required for peptide and protein replacement therapeutics, unless they are
significantly different from their natural counterparts. The dose used is generally
derived from the MTD from 3-month toxicity studies, as well as from a consider-
ation of toxicokinetic data and the known or predicted consequences of biotrans-
formation of the chemical. Carcinogenicity testing may also be guided by the
outcome of genotoxicity and cell transformation studies, the majority of which
involve cell-based screens for gene mutation or chromosomal aberration. The ICH
guidelines require three tests for genotoxicity: (1) a test for gene mutation in bac-
teria, (2) an in vitro mammalian cell or mouse lymphoma assay for chromosomal
damage, and (3) an in vivo test for the detection of chromosomal damage in hema-
topoietic cells in the bone marrow of rodents.

Determination of the acute toxicity of a single dose of a pharmaceutical no longer
requires an LDs, determination. Instead, it is most commonly derived from the
maximum tolerated dose (MTD). The ICH guidelines recommend that acute toxic-
ity is determined in a rodent and in a nonrodent species. However, in many cases,
it may be possible to justify the use of a single species and/or incorporation of the
MTD estimation into a dose escalation study from longer term/repeat-dose studies.
The justification for conducting repeat-dose studies is partly based on the outcome
of single-dose studies. This is especially the case when single-dose studies indicate
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TABLE 1.7 ICH Guidelines‘ for Safety Pharmacology

ICH Guideline for Safety
Pharmacology http://www.ich.org/ Description of Content

Acute Toxicity Testing
M3(R1)—Maintenance of the ICH S4—single dose LDs, tests for pharmaceuticals have

Guideline on Non-clinical Safety been abandoned; the guideline sets out the
Studies for the Conduct of duration of acute, repeat dose, and chronic tests in
Human Clinical Trials for animals, and the criteria for reproductive,
Pharmaceuticals developmental, fertility, genotoxicity, and

carcinogenicity testing, as well as the times during
development that each type of safety test should
be performed

Carcinogenicity Testing

S1A—Guideline on the Need for Long-term studies, with dosing at the MTD level or,

Carcinogenicity Studies of in the United States, a dose 100-fold higher than
Pharmaceuticals the recommended human daily dose, are conducted
S1B—Testing for Carcinogenicity in a single rodent species (the rat unless evidence
of Pharmaceuticals suggests it is not an appropriate species), for a
S1C(R1)—Dose Selection for duration of no less than 6 months; additional
Carcinogenicity Studies of rodent studies of short-term or medium-term
Pharmaceuticals duration may be required (generally in mice/GM

mice); a weight-of-evidence approach is used to
determine whether there is a likely cause for
concern based on genotoxicity tests, the results of
cell transformation studies, effects of same-in-class/
SAR, preneoplastic lesions in repeat-dose studies,
and/or long-term tissue retention of the drug or its
metabolites

Genotoxicity Testing

S2 A—Guidance on Specific Provides recommendations as to the bacterial strains
Aspects of Regulatory and mammalian cell lines or human blood cells
Genotoxicity Tests for that could be used to detect various types of DNA
Pharmaceuticals damage; defines the concentrations to be used in

S2B—Genotoxicity: A Standard each type of test and how to make decisions as to
Battery for Genotoxicity Testing whether to proceed with in vivo animal studies

of Pharmaceuticals

Toxicokinetic Studies

S3A—Note for Guidance on Toxicokinetic studies are normally integrated with
Toxicokinetics: The Assessment repeat dose/3-month toxicity studies and provide
of Systemic Exposure in Toxicity multiple-dose pharmacokinetic data
Studies

S3B—Pharmacokinetics: Guidance
for Repeated Dose Tissue
Distribution Studies

Chronic Toxicity Testing

S4—Duration of Chronic Toxicity =~ Performed for a 6-month duration in rodents and a
Testing in Animals (Rodent and 9-month duration in nonrodent species
Non Rodent Toxicity Testing)
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TABLE 1.7 Continued

ICH Guideline for Safety
Pharmacology http://www.ich.org/ Description of Content

Reproductive Toxicity Testing

S5(R2)—Detection of Toxicity to one- or two-generation studies (generally in rodents)

Reproduction for Medicinal may be needed, depending on the intended use,
Products form, and route of administration of a drug;

Toxicity to Male Fertility: An incorporates embryotoxicity studies (usually on
Addendum to the ICH Tripartite rabbits/rodents), but also considers the merits of
Guideline on Detection of other test systems, such as tissue, organ, and
Toxicity to Reproduction for organism cultures

Medicinal Products

Biotechnological Products

S6—Preclinical Safety Evaluation =~ Pharmaceutical products from cell cultures and

of Biotechnology-Derived transgenic plants/animals, such as proteins,

Pharmaceuticals hormones, antibodies, and proteins extracted from
human tissues, are primarily subject to these
guidelines; normally, two species are used, but in
some cases only a single species is relevant; if no
species is relevant, the creation of a GM model is
considered

Miscellaneous Safety Pharmacology

S7A—Safety Pharmacology Defines the way in which toxicity of the major organ
Studies for Human systems can be monitored by using animal and
Pharmaceuticals in vitro methods; one of the criteria for

S7B—The Non-clinical Evaluation determining whether safety pharmacology needs to
of the Potential for Delayed be performed is whether a drug is able to enter
Ventricular Repolarization (QT into the systemic system, so many topically
Interval Prolongation) By administered drugs are excluded from full safety
Human Pharmaceuticals evaluation

QT prolongation: criteria are given for in vitro and in
vivo animal tests

Immunotoxicity Testing

S8—Immunotoxicology Studies for ~Addresses the use of local tolerance/allergy tests at
Human Pharmaceuticals the site of injection (generally in rabbits); and the
use of assays that monitor humoral and cell-
mediated immunity and immunomodulation; the
requirement for immunotoxicity testing is based on
a weight-of-evidence approach

“The ICH website has additional information about the testing criteria and study design for each end-
point. Guidelines for quality assessment are also available from this site.
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that the half-life of the drug (and/or its metabolites) in organs or tissues significantly
exceeds the apparent half-life of the elimination phase in plasma, and when the
steady-state levels of a drug are higher in repeat-dose studies than in single-dose
studies. Predicted tissue-specific retention that leads to tissue-specific toxicity is also
a justification for repeat-dose studies. Pharmaceuticals developed for site-specific
delivery might also require repeat-dose studies.

Determining the acute dose toxicity of biotechnology products in animals is likely
to be of limited relevance to safety assessment. This is because such products (e.g.,
recombinant proteins) are highly human specific and are likely to give rise to immu-
nogenicity. However, the latter effect can be investigated by using the murine local
lymph node assay (LLNA). This test has been accepted in the United States and
the European Union as an alternative to the guinea pig maximization test for assess-
ing allergic contact dermatitis caused by pharmaceuticals, and is now part of the
OECD Health Effects Test Guidelines (TG 429).

The possibility of using in vitro systems to permit the high-throughput assessment
of chronic toxicity is currently very limited, predominantly due to the problems
inherent in undertaking repeat exposures and maintaining long-term cultures.
However, one system developed from stem cells consists of a neurosphere with an
outer layer of cells surrounding a growing core [64] that can be maintained in culture
for up to a year. This system might be amenable for development into a long-term
assay for assessing neurotoxicological endpoints (see Section 1.3.2).

1.6 SYSTEMS BIOLOGY

Many of the screens and assays described thus far are focused on measuring a single
parameter. However, although they provide information relevant to the in vivo
assessment of new drugs, they lack some of the complexities of animal studies.
Nevertheless, this can sometimes be an advantage, particularly as the effects observed
during in vivo studies can be due to a multitude of unknown mechanisms, and this
can confound data interpretation and extrapolation. As illustrated next, recent
developments in the omics-based technologies and microfluidics may provide a way
of addressing this caveat against the use of existing cell-based and tissue-based
screens.

1.6.1 Omics-Based Technologies

Biomarkers Biomarkers discovered from, and subsequently used in, nonclinical
studies can play several useful roles in drug development. During lead discovery,
a biomarker can assist with the screening of chemicals, based on the ability of the
candidate molecule to modulate the activity of a specific process, such as a biochemi-
cal pathway. In some cases, these biomarkers can be used to develop reporter gene
screens, such as the CRE and ERE activation-linked expression of GFP or enzymes.
In this way, the application of biomarkers can provide information about target
interactions in support of the feasibility of a given therapeutic approach, as well as
to assist in the development of high-throughput screening systems to expedite drug
discovery.

Biomarkers are also relevant for selecting the most appropriate test species, since
the absence of a significant marker is likely to be indicative of differences in the
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activities of a drug in humans and the test species. The use of biomarkers as surro-
gate endpoints can identify the commonality between in vitro and in vivo effects,
leading to dramatic improvements in the power of meta-analysis and of other
approaches, where the goal is to assemble and evaluate value of information from
various sources, such as animal experiments, human studies, and in vitro studies. This
is, of course, subject to the very careful selection of the biomarkers to be used. One
consideration is a need to readily detect changes in levels of biomarkers and to be
able to relate such changes to drug-related efficacy or toxicity. In the interests of
animal welfare and experimental convenience, metabolites and other small mole-
cules that can be detected noninvasively in blood, stool, hair, or urine samples are
preferred. This is because such biomarkers can be continually monitored during an
experiment, and large numbers of samples can be collected, thereby allowing sta-
tistically reliable data to be generated from a small number of animals. However,
most importantly, such biomarkers can also be readily analyzed in body fluid and
stool samples taken from participants in clinical trials and can be used in the conduct
of postmarket surveillance of large cohorts of patients.

Omics Toward Biomarker Discovery Genomics can be used to identify new
targets, since it is now possible to analyze changes in the transcription of >20,000
genes in various cell types and tissues in multiparameter experiments. There are two
key approaches: (1) the detection of cDNAs that correspond to the entire protein-
encoding gene;and (2) the use of RNAI to determine the relevance of mRNA levels
in terms of protein expression and gene function. Recently, these approaches have
been used to assess the influence of noncoding RNAs on specific biochemical path-
ways in mammalian cells [101]. The application of genomics has already proved
useful in fundamental research and for gaining a mechanistic understanding of drug
activity. However, so far, it has made only limited contributions to drug discovery
[1]. Similarly, toxicogenomic approaches, in which global changes in gene expression
resulting from exposure of specific cells or tissues to a test substance are identified,
have been of limited use up to now. Nevertheless, the microarray or serial analysis
of gene expression, by using commercially derived or custom-made gene chips, such
as those from Affymetrix (www.affymetrix.com/), is a technique that is already
proving useful for the identification of markers of hematotoxicity and carcinogenic-
ity [102, 103].

Proteomics is an approach that involves measuring total cellular protein and
determining the posttranslational modification and fate of proteins. The most appli-
cable techniques involve spotting cell lysates onto arrayed antibody wells to search
for potential biomarkers and to profile molecular pathways. In this way, much useful
information on specific protein—protein interactions has been gained by using yeast-
2-hybrid systems, and coimmunoprecipitation or other affinity-based methodolo-
gies. The antibodies required for this purpose are being generated and characterized
by the Human Proteome Organization (HUPO) [104]. The reason why data from
proteomics can be more relevant than the information from genomic analysis is that
changes in mRNA levels do not necessarily correlate with changes in protein expres-
sion. Furthermore, it is clear that a drug might alter the protein recycling/degrada-
tion/synthesis rates and/or the extent, as well as the nature, of posttranslational
modification. However, proteomics is limited by the fact that some classes of pro-
teins are difficult to resolve (e.g., membrane proteins) and it is currently not ame-
nable to high-throughput formats.
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Metabonomics is defined as “the quantitative measurement of the dynamic multi-
parametric metabolic response of living systems to pathophysiological stimuli or
genetic modification” [105]. It has traditionally required the use of analytical methods
such as MS and NMR, in conjunction with separation techniques such as gas or liquid
chromatography, which are primarily suited to the resolution of low molecular
weight metabolites. Although NMR is generally less sensitive than MS-based
methods, newer techniques such as magic angle spinning NMR cater for the direct
metabolic profiling of as little as 20 mg of tissue or biofluids [106, 107]. Typically, drug
testing by metabolic profiling involves the collection of body fluids from animals or
human volunteers and is conducted alongside drug metabolism and PK studies.

In the case of animal experiments, many variables have complicated the inter-
pretation of data from metabonomic studies in animals. Such variables include the
species and strain of animal, gender, age, and the influence of diurnal variations and
environmental factors and stressors. Other factors include the choice of dosing
vehicle and the acclimatization period prior to the conduct of studies in metabolism
cages. Nevertheless, the development of increasingly sophisticated analytical tech-
niques (see later discussion) has permitted the use of smaller group sizes and reduc-
tions in the amounts of body fluids required, and reductions in the need for invasive
studies, particularly where metabolic profiling is conducted on urine samples.

The main advantage of metabonomics over proteomics and genomics is that
there is a much stronger link to a tangible physiological response to a drug, because
it is not reliant on potentially delayed effects on protein expression, but rather on
the measurement of biochemical changes that result from the modulation of specific
pathways.

1.6.2 Microfluidics Systems

A microscale cell culture system that consists of a series of chambers each contain-
ing mammalian cells connected by a fluid network can be used to assess drug dynam-
ics as a quasi in vivo surrogate system [108]. The development of robotic DNA
printing systems [109] that allow cells to be transformed in situ, and adaptations that
facilitate the growth and maintenance of such microfluidics systems, without the
need for plating, can, as a result, be used for longer term as well as real-time studies
[110]. The use of human cells instead of animal cells greatly increases the relevance
of such systems to human safety.

1.6.3 Enabling Technologies for Multiparameter Studies

All the approaches discussed generate such a large amount of information that data
analysis and interpretation can be very complicated, so complex analytical methods
are needed to integrate and analyze the results. One of the most useful of these
methods is pattern recognition. Pattern recognition algorithms differ widely in the
ways in which data are analyzed and used to develop new hypotheses. The further
development and application of these methods (reviewed in Ref. 111) could trans-
form the ways in which systems biology approaches will facilitate the use of infor-
mation from omic-based studies, data mining, pathway informatics, and other types
of study, in order to gain an overview of drug action. At present, more than 150
databases, data analysis tools, and software suites are already available for this
purpose [112]. These bioinformatics platforms mainly comprise commercially
available clustering techniques that enable the extraction of exposure-related infor-
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TABLE 1.8 Pathway Signal Databases and Generation Tools for Systems-Based Drug
Development*

Pathway Tools
MetaCore http://metacore.com/web/index.php
A pathway modeling database
Pathway Studio www.ariadnegenomics.com
Assists with the interpretation of omics data and the generation of pathways that can be
updated with information from other sources
Pathway Analyst http://path-a.cs.ualberta.ca/
Predicts pathways in which a target protein may be involved
Gepasi http://www.gepasi.org/
Software for modeling biochemical pathways; incorporates biokinetic simulation tools
Jdesigner http://sbw.kgi.edu/software/jdesigner.htm
A system that allows biochemical networks to be drawn

Whole cell biochemical pathways
Genomatica http://www.genomatica.com/index.shtml
A collection of models for whole cells and organisms that displays gene, protein, and
biochemical networks
E-Cell http://www.e-cell.org/software
A simulation, modeling, and analysis tool for application to complex biological systems

Whole tissue/organ pathway tools
Human Physiome Project https://www.bioeng.auckland.ac.nz/physiome/physiome_project.
php
A computational database that aims to build integrative models of biological systems,
and whole organ/tissue structure and functions

Clinical data
Entelos http://www.entelos.com/
For virtual patient simulations based on normal and disease physiology, to assist in
deciphering disease-related pathways

“The rapidly growing number of resources is impossible to list in full. However, these are some key
resources that can be used during drug discovery and development.

mation on changes in proteins, in metabolites, or in gene expression, and can overlay
information from different sources to find common hotspots or to identify biochemi-
cal networks. The length of the branch corresponds to the similarities between
datasets. To further reduce the number of false-positive biomarkers, a common
problem with all omics-based technologies, condition-specific algorithms, modeling
approaches, and data-mining software packages have recently been developed
(reviewed in Ref. 113; Table 1.8). There are also several tools that assist with the
weighting of information from these varied approaches (Table 1.8).

1.7 COMPUTATIONAL METHODOLOGY USED IN EARLY
PRECLINICAL DRUG DEVELOPMENT

1.71 Combinatorial Chemistry and SAR

By avoiding the incorporation of particular chemical groups into a drug, the likeli-
hood of toxicity can be greatly reduced. Computational methods are used at the
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very early stages of drug development to analyze the behavior of virtual chemical
libraries, in terms of target specificity and affinity, or in terms of transport across
physiological barriers, metabolism, or the causation of off-target modulation [114].
These predictions can rely on either a local set of data for a limited number of
structurally related chemicals or global models. The latter require a large training
set for refining a computational predictive tool and are generally able to identify
alerts that may result in toxicity with greater success than locally trained tools (i.e.,
those based on a small set of known compounds). Affinity receptor binding data are
very useful for the development of predictive computational models of closely
related analogues of a drug molecule, as is information on the natural ligand derived
from in vitro target-ligand binding studies.

An ability to generate an accurate model of the target protein is also very useful.
Such models can be created ab initio or by homology-based modeling. In fact, the
protein target models themselves are generated by using several approaches, the
most popular of which combines primary sequence analysis for structural signatures
that indicate probable protein folding with X-ray diffraction and crystallographic
studies on a protein of the same class. A variety of molecular docking programs can
be used, and most algorithms are based on an assumption that the target (generally
a protein) is a rigid structure, while the ligand is flexible. The notable exceptions are
force-field-based methods, such as molecular dynamics and Monte Carlo simula-
tions, which allow for flexibility in both the target and the ligand. This approach
accommodates the proposed “induced fit” model for most peptide and protein
ligands. Fragment-based incremental methods are similarly suitable for assembling
ligands from fragments that are incrementally docked into the target.

QSAR modeling is useful when each member of the same class of chemicals
(sharing key structural elements and physicochemical properties) acts by a common
mechanism. It involves generating rules from a training set of molecules based on
their structures and known biological activities. These rules are then used to predict
the biological activity of a novel candidate molecule with structural features that
fall within the applicability domain of the model. For each docking application, a
scoring system to identify virtual hits and a rule base that can accommodate experi-
mental SAR data, are essential. The reader is referred to an excellent review on this
topic [115] (see also Table 1.9).

1.7.2 In Silico Prediction of ADME and Toxicity

Adverse drug reactions (ADRs) remain one of the major reasons why a drug that
has passed through preclinical testing will eventually be dropped following clinical
trials. Efforts have recently been made to develop computer-based prediction tools
and other such expert systems, for use in assessing the ADR potentials of drugs.
Although there are four general types of expert systems, all of them are built up
from experimental toxicity data. Hence, the early prediction of whether a drug is
likely to have adverse effects can be used to refine compound libraries prior to
high-throughput hit generation and lead development. DEREK (Deduction of Risk
from Existing Knowledge) is a knowledge-based system, which focuses on molecu-
lar substructures (or “alerts”) associated with known toxicological endpoints
[116, 117]. It is able to predict three different endpoints, including mutagenicity, for
which it was found to be 84% correctly predictive for a set of 226 chemicals. CASE
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TABLE 1.9 Examples of QSARs that Can Be Used During Lead Discovery and

Optimization®

Database

Type of Information

ChemTree http://www.goldenhelix.com/
chemtreesoftware.html
QikProp http://www.schrodinger.com

Catalyst
http://www.accelrys.com/products/catalyst/

CoMFA (Comparative Molecular Field
Analysis) http://www.chem.ac.ru/
Chemistry/Soft/ COMFA .en.html

VolSurf http://www.moldiscovery.com/soft_
volsurf.php

Statistical analysis QSAR for chemical
library refinement

ADME prediction QSAR for lead
generation and optimization

3D QSAR and query-based database
management tool

3D QSAR technique based on data from
known active molecules; applicable when
the structure of the target protein is
unknown

Produces 2D molecular descriptors from 3D
molecular interaction energy grid maps,

for the optimization of in silico PK
properties (¢ADME or IS-DMPK)

“More information about these methods and how they can be applied is available from http:/www?2.
defra.gov.uk/research/project_data/more.asp?!=CB01067&M=KWS& V=reach&scope=0. Website links
accessed 30 January 2007.

(Computer Automated Structure Evaluation) is an automated rule induction system
[118]. It generates its own structural alerts by breaking down each chemical into all
its possible fragments that are then classified as biophores (associated with toxicity)
or biophobes (not associated with toxicity). CASE has been adapted by the FDA
to provide MCASE QSAR-ES, which is able to predict carcinogenicity with an
accuracy of 75% [119]. TOPKAT is an automated QSAR system [120] that uses
large amounts of data for diverse compounds to build a set of descriptors. Decision
tree-based methods are typified by OncoLogic [121], which, as its name suggests, is
also used to predict carcinogenicity. The toxicological endpoints predicted by these
and other such computer-based tools are summarized in Table 1.10. However, it
should be noted that the predictivity of these tools is strictly determined by the
quality of the molecular descriptors and the training set used to generate the predic-
tion algorithm. In many cases, it may be possible to increase the predictive power
of these and other such expert systems, by using more than one expert system for
each endpoint. For instance, when 14 carcinogens were submitted to COMPACT
and HazardExpert, used separately they predicted 10 and 8 actual carcinogens as
carcinogenic, respectively, but when the two methods were used together, all 14
carcinogens were identified [122].Tools such as INVDOCK, which combine molecu-
lar docking with structural alert profiling, may also be useful tools [123].

1.7.3 Prediction of Tissue-Specific Exposure: PBPK Modeling

A fundamental problem when using hazard data for risk assessment is the need to
relate the effects detected at the dose level administered to a test system (the exter-
nal dose) with the effects that would be caused by the dose that actually reaches
the target in humans (the internal dose). The internal target organ dose can be
predicted by undertaking toxicokinetic studies. Physiologically based biokinetic
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TABLE 1.10 Examples of Computer-Based Expert Systems Available for ADME and
Toxicity Predictions

Type of
Expert
Name System Website Some of the Endpoints Predicted”
CASE/ Automated www.multicase. * Carcinogenicity ~ * Acute toxicity
MCASE/ rule com ¢ Teratogenicity * Chronic toxicity
CASETOX based * Mutagenicity
DEREK Knowledge www.chem.leeds. < Teratogenicity * Carcinogenicity
based ac.uk/luk * Mutagenicity * Skin irritation
* Respiratory * Skin
sensitization sensitization
HazardExpert Knowledge www.compudrug. * Oncogenicity * Membrane
based com * Mutagenicity irritancy/
* Teratogenicity sensitivity
* Immunotoxicity ~ * Bioavailability
* Neurotoxicity * Bioaccumulation
TOPKAT Automated www.accelrys.com ° Carcinogenicity  * Eye irritancy
rule- * Mutagenicity * Biodegradability
based * Developmental * Acute toxicity
QSAR toxicity * Chronic toxicity
¢ Skin sensitization
OncoLogic® Decision http://www.epa. * Carcinogenicity
tree gov/oppt/cahp/
approach actlocal/can.
html
COMPACT Knowledge- www.surrey.ac. ¢ Carcinogenicity via CYP1A-related
based uk/SBMS and CYP2E-related metabolic
QSAR activation

“The endpoints that can be predicted using each expert system are based on the current status of each
system. More information about these methods and how they can be applied is available from http://
www2.defra.gov.uk/research/project_data/more.asp?!=CB01067&M=KWS&V=reach&scope=0. Website
links accessed 30 January 2007.

(PBPK) modeling is a way of predicting ADME in vivo by combining results from
the literature and from computational techniques [124], and by extrapolating
data from in vitro studies between species. Some key PBPK methods are listed in
Table 1.11. Plasma protein binding can have a crucial bearing on the internal dose,
since it determines the free (unbound) concentration (this also has a bearing on the
composition of cell culture media) [125]. Differential equations can be derived,
which, when solved, provide information of relevance to humans. A better, biologi-
cally based, dose-response model of in vivo toxicity can then be developed from
external dose data.

Significant advances are currently being made in biokinetic modeling, including
the development of software programs and databases for the rapid generation of
new models (http://www.hsl.gov.uk/capabilities/pbpk-jip.htm). These will improve
the usefulness of this approach for evaluating large numbers of chemicals and will
assist with the interpretation of in vitro hazard predictions for risk assessment
purposes.
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TABLE 1.11 Examples of Programs for the Prediction of Biokinetic Properties

Name Supplier Website Properties Predicted,
Cloe PK® Cyprotex Www.cyprotex.com * Potential exposure
* Absorption from GI
tract

Plasma, tissue, and
organ concentrations
Renal excretion
Hepatic metabolism
iDEA pkEXPRESS™ LION Bioscience www.lionbioscience. Absorption from GI

com tract
Systemic circulation
Bioavailability
Plasma
concentration
Elimination
Megen100 Health & Safety  www.hsl.gov.uk/ Oral and

Lab capabilities/pbpk. intravenous

htm absorption
Concentration—time
profiles for plasma
and major organs
and tissues
Hepatic metabolism

PK-Sim® Bayer www.bayertechnology. * Oral absorption
Technology com * Concentration—time
Services profiles for plasma

and major organs
and tissues
Bioavailability
Renal and billiary
excretion

“More information about these methods and how they can be applied is available from http://www2.
defra.gov.uk/research/project_data/more.asp?!=CB01067&M=KWS&V=reach&scope=0.

One key issue is the role of transporter proteins in the absorption and uptake of
a drug or its metabolites, as this will determine the internal dose to which any par-
ticular organ is exposed. Problems with crystallizing membrane proteins have made
it inherently difficult to generate 3D models of many important transporter proteins.
Homology and comparative modeling can, however, be used to generate models by
reference to experimental data, the structure of related proteins, and more funda-
mental predictions of protein folding and tertiary structure, made from the primary
amino acid sequences of relevant proteins. For instance, three ATP-binding cassette
(ABC) transporters of bacterial origin have been crystallized, and from these struc-
tures, comparative modeling has been used to generate models of ABC transporters
that play a key role in drug efflux in humans. Another approach is to generate a
pharmacophore from experimental data for known transporter binding molecules,
as in the case for monoamine transporters, then to use QSAR systems to make
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predictions as to whether a novel drug is likely to be a transported. These approaches
are discussed in more detail in Ref. 126.

1.8 ANIMAL MODELS USED IN PRECLINICAL TESTING OF
PHARMACEUTICALS

1.8.1 Selection of a Suitable Test Species

Although not an absolute regulatory requirement, it is still widely accepted that
drug development should involve initial studies conducted in a rodent species,
followed by studies in a nonrodent species. In addition, further studies may be
conducted in other species, such as the rabbit (e.g., for local tolerance and for
pyrogenicity). There is often flexibility in the nature of the tests required by most
regulators for a new medicine’s dossier. For instance, where only a single species
can be shown to be relevant, regulators may be willing to consider information from
nonanimal studies to decide whether the two-species testing requirement can be
waived.

The Universities Federation for Animal Welfare (UFAW) has published a hand-
book that lists the major characteristics of laboratory species, to which the reader
is referred [127]. Perhaps of more general importance is the use of existing preclini-
cal, clinical, and basic research data in the species selection process. Information
from mechanistic and early in vitro studies is particularly important, as is under-
standing differences between species in the spatial and temporal expression of the
drug target and in target modulation and activity. The starting point is understanding
any significant differences between the pharmacology of the human protein and the
possible test species. Sequence homology and structural homology do not guarantee
the functional equivalence of species homologs. Once functional equivalence has
been established by using cell expression systems, the next stage is to understand
the tissue distribution of the target in the selected test species. This can involve in
vivo studies with target-specific probes such as fluorescent or radiolabeled antibod-
ies or ligands. In general, however, this information is more readily attainable from
tissue distribution studies, including immunohistochemistry. A good illustration of
how this can be important was made in a recent paper, which highlighted differences
between the human and rat versus the mouse in the distribution and pharmacology
of serotonin receptors, which showed that the mouse is a poor preclinical model for
some classes of antipsychotic agents [128]. The rat was a more suitable rodent model,
although the mouse has already been used in some preclinical studies for CNS-
active serotoninergic drugs. With the greater availability of genomic information,
species selection (or, indeed, the selection or generation of an appropriate GM
animal model) can be made on the basis of amino acid sequence, as is the case when
developing humanized antibodies. In some cases, this may obviate the need to
conduct extensive studies in higher order vertebrates, such as primates.

In addition to differences in target expression, differences in plasma clearance
rate and routes of excretion can also have a crucial bearing on whether a particular
species or strain is used [129]. Differences between anatomical and functional prop-
erties associated with the intended route of administration (as in the case of nasal
absorption, see Section 1.3.2), functional differences between species homologs of
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efflux and transporter proteins such as P-gp [130], and differences between the dis-
tribution and activities of key metabolic enzymes predicted to be involved in the
biotransformation of a drug may limit the choice of test species.

Where more than one species is likely to be used for preclinical studies, the choice
of species may also involve a consideration of the need for allometric scaling. This
allows the prediction of human pharmacokinetics from the pharmacokinetics of a
drug in a test species, by taking body weight into account. A recent study [131]
indicates that although allometric scaling is most reliable when PK parameters are
available for five species, certain three-species combinations (such as mouse/rat,
monkey, and dog) are adequate, whereas other three-species combinations (such as
rabbit, monkey, and dog) are significantly worse. In general, two-species combina-
tions are poorer for making allometric predictions, and certain combinations, such
as mouse and rat, rabbit and monkey, and dog and monkey, are particularly poor.
However, in practice, two-species combinations are commonly used, which usually
involve a rodent and a nonrodent species.

Species selection is also dependent on the feasibility of a study and on the avail-
ability and cost of acquiring and caring for the animals concerned. Developmental
toxicity, for instance, could not be reasonably or ethically conducted on primates
or some other vertebrate species and is generally conducted in rodents, because of
their small size, shorter life spans, and the larger litter sizes produced at each gen-
eration. Preliminary studies may be conducted with fish larval forms and
invertebrates.

1.8.2 Experimental Design

The ICH guidelines advocate the principles of the three Rs. That is, prior to the use
of vertebrate animals, scientists are required to consider: (1) whether there are
alternatives to using animals that can provide information that is as valid and accept-
able to regulators as animal data; (2) where there are no replacement alternatives,
how prior information and information from nonanimal experiments could be used
to reduce the number of animals used; and (3) how animal experiments could be
refined in order to reduce suffering (e.g., by using more humane endpoints).

The first step in designing an animal experiment is to clearly define its objectives
in terms of the nature of information sought or the hypothesis to be tested. The
correct grouping of animals according to their treatment (nature and frequency of
intervention, etc.) and husbandry regime (light-dark cycle, handling, monitoring,
etc.) reduces variation in experimental data. Standard operating procedures should
be developed that take into account the scientific objectives and animal welfare
issues associated with each experiment. For instance, all the animals (control, vehicle
control, and test animals) should be handled with the same frequency, for the same
periods of time and by the same technician, and subjected to identical procedures.
Other causes of variation stem from inadvertent infections, which can be minimized
by good laboratory practice, routine health surveillance, and using suitably venti-
lated cages. Whether food and fluid control (i.e., limiting daily supply), timed feeding
and water supply, or ad libitum feeding and drinking are appropriate can also be an
important consideration. The effects of weight, age, sex, and/or strain on the experi-
mental outcome can have important implications for experimental design and can
be accounted for in various ways, for example, by appropriate grouping of animals
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(some examples are given in http://oslovet.veths.no/compendia/LAS/KAP28.pdf).
This is because different strains of rats can vary dramatically in their clinical
responses to a drug, so selecting the most appropriate isogenic strain can be difficult
and it might sometimes be appropriate to use more than one strain in each experi-
ment. There are a number of useful resources on this topic (e.g., Ref. 132).

The number of possible variables highlights the importance of a pilot study. Pilot
studies that are designed on the basis of existing information can be used to identify
logistical, animal welfare, and scientific problems and to address specific scientific
questions, prior to the conduct of larger animal studies [133]. Whether an experi-
ment entails multiple endpoints, different sexes, and/or different strains, the inter-
pretation of the data might be compromised without prior and careful statistical
planning, or in the worst case scenario, be impossible, resulting in the need to repeat
the experiment.

The ICH guidelines recommend carcinogenicity testing, where the weight of
evidence suggests it may be required or where there is insufficient evidence to rule
out the possibility of carcinogenic hazard. Such testing normally should be con-
ducted only in rats, as there is evidence to suggest that the rat bioassay is more
predictive of human risk Cancer-associated biomarkers have an enormous potential
to streamline preclinical drug development and can also be used to devlop humane
endpoints and facilitate temporal studies in small numbers of animals [134].

1.9 USE OF PRIOR INFORMATION

1.9.1 Sources of Prior Knowledge

Information retrieval is an important aspect of drug development, and a list of
databases that provide information that can be used is given in Table 1.12. The
tremendous rate at which information is increasing in volume and is diversifying
requires that computational tools are developed to support the extraction and
ranking of information according to its relevance and reliability. In addition, models
of how different elements of a biochemical pathway interact can be derived math-
ematically, and such models have been used to successfully construct biochemical
networks of relevance to drug discovery [135].

Some special sources of prior information include data suites that collate infor-
mation about specific biochemical pathways, specific diseases, human genetics, and
human sub-populations. Because most diseases have complex etiologies, particularly
diseases such as cancer, heart disease, stroke, and diabetes, which arise from a com-
bination of lifestyle, environmental, and genetic factors, several large-scale popula-
tion studies are being undertaken (some examples are given in Table 1.12). These
studies may contribute to a greater understanding of the complex basis of such dis-
eases, leading to improvements in drug discovery and target selection where pat-
terns that link genetic differences to drug effects or disease can be established.

Perhaps the most directly relevant information is that available from preclinical
and clinical studies on existing therapeutic products. Usually, this information is not
publicly available, but some confidential information is being incorporated into
many databases. PharmaPendium™ [136] is an example of a recent public resource
that includes drug safety data (preclinical and clinical) for FDA-approved drugs.
Such resources are likely to prove invaluable for researchers and regulators alike.
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TABLE 1.12 Information Resources’

Omics Databases and Resources

SRS http://srs.ebi.ac.uk/
srsbin/cgi-bin/wgetz?-
page+srsq2+-noSession

ToxExpress http://www.
genelogic.com/genomics/
toxexpress/

MIAME http://www.mged.
org/Workgroups/MIAME/
miame.html

Array Track http://www.fda.
gov/nctr/science/centers/
toxicoinformatics/
ArrayTrack/

KEGG http://www.genome.

jp/kegg/

Unigene http://www.unigene.
com

SNP http://www.ncbi.nlm.nih.

gov/projects/SNP/
SPAD http://www.grt.
kyushu-u.ac.jp/spad/

A gene/protein sequence retrieval system that can be used
to browse various biological sequence and literature
databases

A toxicogenomic profiling suite that can be used in
biomarker discovery

Minimum Information About a Microarray Experiment:
criteria needed to permit the interpretation of the results
of the experiment unambiguously and, potentially, to
reproduce the experiment

Developed by FDA National Center for Toxicological
Research (NCTR); an integrated suite designed to
manage, analyze, and interpret microarray data

Kyoto Encyclopedia of Genes and Genomes provides a
complete computer representation of the cell, the
organism, and the biosphere

Provides an organized view of the transcriptome

The Single Nucleotide Polymorphism database
The Signaling PAthway Database (SPAD): an integrated

database for genetic information and signal transduction
systems

Pharmacology, Toxicology, and Biological Systems

BIOPRINT http://www.
cerep.fr/cerep/users/pages/
Collaborations/bioprint.
asp

BioRS http://biors.gsf.
de:8111/searchtool/
searchtool.cgi

CEBS http://www.niehs.nih.
gov/cebs-df/index.cfm

BIND http://bond.
unleashedinformatics.com

BioCarta http://www.
biocarta.com/

BRENDA www.brenda.uni-
koeln.de

CSNDB http://geo.nihs.go.
jp/csndb/

SwissProt
http://expasy.org/sprot/

TransPath http://www.
biobase-international.com/
pages/index.
php?id=transpath

A pharmacology and ADME database that contains in
vitro pharmacology profiles, ADR, PK and clinical data
for over 2500 marketed drugs, failed drugs, and reference
compounds

A biological data retrieval system

Chemical Effects in Biological Systems: a knowledge base
for information and resource exchange

Biomolecular Interaction Network Database: designed to
store full descriptions of interactions, molecular
complexes and pathways

Provides interactive graphic models of molecular and
cellular pathways

A collection of enzyme functional data

Cell Signaling Networks Database: a database and
knowledge base for signaling pathways of human cells

A protein sequence database with descriptions of the
function of proteins, protein structure, posttranslational
modifications, variants, etc.

Provides information about (mostly mammalian) signal
transduction molecules and reactions, focusing on
signaling cascades that change the activities of
transcription factors and thus alter the gene expression
profiles of a cells
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PathArt http://jubilantbiosys.
com/ppa.htm

DSSTox http://www.epa.gov/
ncct/dsstox/index.html

TOXNET http://toxnet.nlm.
nih.gov/

PharmGKB http://www.
pharmgkb.org/

PubMed www.pubmed.com

Bio-Frontier P450/CYP
http://www.fgs.pl/

A database of biomolecular interactions with tools for
searching, analysis and visualization of data

The EPA’s Distributed Structure-Searchable Toxicity
Database for improved structure—activity and predictive
toxicology capabilities

A database on toxicology, hazardous chemicals,
environmental health, and toxic releases

A database on relationships among drugs, diseases, and
genes

Literature Database

A database that includes over 16 million citations from
MEDLINE and other life science journals for
biomedical articles back to the 1950s; PubMed includes
links to full text articles and other related resources

A database for testing CYP interactions

Human Population Genetics and Toxicity Databases and Resources

The Collaborative on Health
and the Environment
http://database.
healthandenvironment.
org/

The Personalized Medicine
Research Project
(Marshfield Project) http://
www.marshfieldclinic.org/
chg/pages/default.aspx

Medgene®™ database http://
hipseq.med.harvard.edu/
MEDGENE/login.jsp

CARTaGENE http://www.
cartagene.qc.ca/

Latvian Genome Project
http://bmc.biomed.lu.lv/gene/

Estonian Genome Project
http://www.geenivaramu.
ee/

The United Kingdom
Biobank (UK Biobank)
http://www.ukbiobank.
ac.uk/

Translational Genomic
Research in the African
Diaspora (TgRIAD)
http://www.genomecenter.
howard.edu/TGRIAD.htm

Obesity gene map database
http://obesitygene.
pbrc.edu/

COGENE the Craniofacial
and Oral Gene Expression
Network http://hg.wustl.
edu/cogene/

A searchable database of links between chemical
contaminants and human diseases

A human population genetic database to understand the
interplay of human genetics, diseases, and environmental
factors

A database of disease-associated genes

A source of information on the genetic variation of a large
population

Large-scale human population genetic project to discover
disease linkages

A source of information on the genetic variation of a large
population

Genetic and medical information is being collected for

500,000 UK volunteers

A database to understand disease, genetics, and
environmental factor linkage in people of African
descent

A database of genetic markers associated with obesity

A consortium that looks at the genetics of early
development, in particular, craniofacial disorders
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TABLE 1.12 Continued

Human genome variation Contains links to a number of single nucleotide
database http://hgvbase. polymorphism databases for particular diseases
cgb.ki.se/

The International HapMap A consortia aimed at finding genes associated with human
Project http://www. disease and response to pharmaceuticals
hapmap.org/

GenomEUtwin http://www. A database of human population genetics aimed
genomeutwin.org/ specifically at finding genetic and lifestyle linkages to

disease that involves studies on twins
Public Population Project in A consortium that aims to develop a human population
Genomics (P3G) http:/ genetics database
www.p3gconsortium.org/

“This is a list of resources that are applicable to understanding the output of omics-based studies and
compiling a systems biology view of diseases and drug effects. Websites accessed 30 January 2007.

Other databases include the Adverse Drug Effects database [137], which stores
information on approved drugs, including the severity and incidence of adverse
effects, which is relevant to the discovery and design of new clinical products.

1.9.2 Standardization of Data Collection and Meta-Analysis

The quality and completeness of the available toxicological data will significantly
affect the level of confidence in the preclinical data. The application of Good Labo-
ratory Practice (GLP) should increasingly help to standardize the way in which
experiments are designed, conducted, and reported, thereby improving the quality
of the information available for guiding subsequent studies.

Meta-analysis is a statistical approach, which is used to combine data from dif-
ferent sources, but it needs to be applied with great caution. It is particularly difficult
to use meta-analysis when different datasets contradict one another. Nevertheless,
the use of surrogate endpoints, such as biomarkers, may dramatically improve the
power of meta-analysis, since appropriate biomarkers can be used to increase the
credibility of animal and human cell-based and tissue-based preclinical studies, and
to facilitate extrapolation between such in vitro studies and preclinical in vivo
studies, in animals and in humans.

Several potential biomarkers of exposure and toxicity can be considered. For
example, such a scheme was originally proposed by Sobels [138] for the extrapola-
tion of data on genetic damage from animals to humans, and was subsequently
modified by Sutter [139] to permit in vitro—in vivo extrapolation. In some cases,
threshold doses can be set, solely on the basis of in vitro tests (e.g., for some geno-
toxins). This parallelogram approach can then be used to extrapolate preclinical
data to effects on humans, according to the paradigm:

[Rodent (in vivo) toxicity x Human (in vitro) toxicity]

Human (in vivo) toxicity =
( ) Y Rodent (in vitro) toxicity
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The concept assumes that the ratio of in vitro toxicity to in vivo toxicity for any
particular endpoint is broadly comparable across species. Up to now, this approach
has been used for extrapolating data on genetic damage but has proved to be less
useful for extrapolating other forms of toxicity data to humans, because of the rela-
tively complex mechanisms of toxicity that are involved. Nevertheless, in a recent
paper [140], the concept was applied to a comparison of rat and human skin penetra-
tion rates in vitro and to predicting the in vivo effects of topically applied substances.
As key biomarkers for drug effect and toxicological endpoints become available,
the applicability of this approach is likely to expand to other areas of drug develop-
ment and safety pharmacology.

1.10 CONCLUSIONS

Despite decades of research and development, the issue of adverse drug reactions
that result in drug withdrawals remains a significant problem. This problem is con-
founded by the fact that information from clinical studies on human volunteers and
patients is often kept from public scrutiny. Indeed, only a small number of pharma-
ceutical companies post their clinical trials information on publicly available regis-
ters. A recent study indicates that target organ toxicities in humans are not always
predicted reliably by preclinical tests in animals. The predictivity of cardiovascular,
hematopoietic, and gastrointestinal toxicity is around 80% but is lower for toxicity
to the liver, skin, and nervous system [141]. Hence, there is an urgent need for a new
approach to drug development, which involves the targeted use of new and advanced
technologies that are based on defined cell systems, either as standalone alternatives
to animal studies or as tools to assist with the extrapolation of animal data to
humans.

Indeed, in 2004, the FDA produced a report that suggested that the fall in drug
development returns was due largely to the failure to use the new technologies such
as genomics, proteomics, and bioinformatics platforms to detect safety problems
that cannot be identified in the more traditional animal-based methods. These
newer, and often systems biology-based, approaches hold enormous potential in this
respect but are very much in their infancy. One of the most significant problems is
the difficulty in standardizing and validating these new technologies, in order to
ensure that the quality of data and the quality of data analysis form a suitable basis
for safety assessments. These systems are being developed at an unprecedented rate.
For example, a consortium of global pharmaceutical giants has been assembled to
put forward biomarkers and screening assays for consideration by the FDA. It
remains to be seen whether this initiative will reduce the current drug attrition rate.
Preclinical planning must look at both the existing regulatory requirements and the
scope for cost- and time-effective studies that make the maximum use of the new
and exciting technologies.
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2.1 GENERAL HISTORY OF PRECLINICAL DEVELOPMENT

2.1.1 What Is Preclinical Development?

As the name suggests, preclinical development of a drug is that part of drug devel-
opment occurring before the drug enters human trials. During this time, safety,
activity, and mechanism of action studies can occur. In fact, even once clinical trials
have begun, further preclinical studies can be performed to answer developing ques-
tions. Any new therapeutic agent that has shown activity in in vitro and in vivo
models still needs to be thoroughly investigated in order for it to move successfully
from the laboratory to the clinic. Commonly, these are referred to as translational
activities and may involve a number of different studies including scale-up synthesis
of the therapeutic agent, development of analytical assays, development and manu-
facture of dosage formulations, and animal research studies including pharmacology
and toxicology. Regulatory authorities around the world have requirements for new
drugs before they can begin human studies, and companies need to comply with
these. (http://www3.niaid.nih.gov/research/topics/HIV/therapeutics/intro/preclini-
cal_drug_dev). In order for this to happen effectively, there needs to be a project
team in place to manage the overall development.

2.1.2 Why Is It Important?

There are many new drugs investigated every year that are found to be active in
various ways in either cell culture or animal model systems. However, few of these
translate successfully to human use. This may be due to unacceptable toxicity,
species variation in effect, cost-benefit ratio in production, inability to scale produc-
tion sufficiently to produce quantities required in human use, and financial limita-
tions. Having a standard set of procedures that need to be followed makes the
process easier, although practical experience contributes a great deal of value.

2.1.3 Elements Associated with Preclinical Development

This includes in vitro and in vivo studies of efficacy, safety, pharmacokinetics, and
pharmacodynamics, in order to produce pharmaceutical grade materials, and to
make effective submission for investigational new drug status with the U.S. Food
and Drug Administration (FDA) and other regulatory authorities. By the end of
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preclinical development there needs to be the ability to produce sufficient quantities
of drug for human use, analytical assays to measure the drug and its metabolites,
appropriate dosage formulations, and animal toxicology and pharmacology. All of
this needs to comply with FDA and other regulatory requirements. The vast majority
of drugs that enter preclinical development do not end up as marketable items.
However, those that do are often able to radically improve patients’ quality of
life.

2.2 WHAT IS A PROJECT TEAM?

A project team in this setting is the group of people charged with taking the drug
through the preclinical phase, from the time of decision regarding its potential for
human use, up to the time of clinical trial. It is made up of all the key people who
can organize the studies that need to be conducted and needs to include adequate
administrative support, record keeping, time-line planning, and recording of mile-
stones. A project team is vital for the success of any drug/compound undergoing
preclinical development. It is able to successfully implement all aspects of drug
development projects, including planning, conducting, regulatory aspects, clinical
aspects, administration, ethics approval, administrative support, and reporting of
results. More generically, however, a project team is a group of people brought
together with a common purpose (in this case to prepare a drug for clinical
development).

2.2.1 Differing Models for Project Teams

In the pharmaceutical industry, project teams can be aligned in different ways. For
example, it may be appropriate to have one team that looks after the entire devel-
opment of a drug, set up along lines historically used by the company. There may
be standard operating procedures (SOPs) for a given company that will be applied
to all new teams that are required. This team may then oversee the bringing of a
new drug from basic research right through animal trials to human study. Or, there
may be SOPs for preclinical study teams that are completely separate from Clinical
Teams, with a hand-over of responsibility between teams once human studies are
commenced. Or a new team for a new drug may be allowed (or in the case of new
companies, may need) to set up a project team from scratch for a new drug. In this
case, a clear idea of the aims of the project is vital. Alternatively, development of a
drug may come under the responsibility of several different teams, each responsible
for a certain part of the overall project; for example, there could be different project
teams along department lines, doing all of the pharmacology, molecular pharmacol-
ogy, bioanalysis, medicinal chemistry, business development, or marketing for all
drugs under development by that particular company. There would then be a require-
ment for higher level liaison between groups regarding each single drug.

2.2.2 Leadership of a Project Team

Each project team is assigned a project leader who has the responsibility to run the
project forward—that is, maintain an updated project plan, meet milestones, ensure
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personnel resources are sufficient by communicating with departmental heads, and
keep management and the company updated.

This is like leadership in any situation: it contributes enormously to the success
of a team, and if not present is sorely missed. There are many theories about leader-
ship, but Griffiths [1] lists eleven competencies that are required: establishing focus,
influencing others, drive to achieve, focus on customers, building relationships, fos-
tering teamwork, attention to information, interpersonal awareness, improving per-
formance, developing others, and empowering others. And these are all important
in any project team, whatever the goal of that team. It should be noted, however,
that a project team never works in isolation but needs to be aware (to a certain
degree) of its position within its institution, organizational unit, and program, before
it reaches the project or individual level. There also needs to be trust between a
team leader and the team members for optimum success [1].

There is an increasing literature on building high performance teams and on
project teams that is outside the scope of this chapter.

2.3 BENEFITS OF PROJECT TEAMS IN
PRECLINICAL DEVELOPMENT

The major benefit of project teams in preclinical development is the ability to coor-
dinate the activities of all investigators/staff in order to get the drug to clinical trial,
or make a decision that it will not work, in the shortest possible time. The team acts
as a repository for all information regarding the drug and ensures that all regulatory
requirements are met in a timely manner so that nothing is omitted that will delay
application for an investigational new drug (IND) approval.

Members of the preclinical project team include the team leader, laboratory
head, scientists, students, and administrative support staff. All of these people bring
together the skills that are required for the effective management of the team. These
skills include budgeting, legal issues, protocol writing, report writing, publication
writing, presentation of results, and building of the IND file. Mostly, the project team
will be run out of a pharmaceutical company, but many academic institutions will
have their own project teams working on specific issues and liaising with industry
as appropriate. All members of the project team play a crucial role in any preclinical
development.

There are a number of different terminologies that are often used by project
teams. We have listed below some of the more common ones.

Investigational Product. A pharmaceutical form of an active ingredient or placebo
being tested or used as a reference in a clinical trial, including a product with
a marketing authorization used or assembled (formulated or packaged) in a
way different from the approved form, or when used for an unapproved indi-
cation, or when used to gain further information about an approved use.

Investigator. Any person responsible for the conduct of the clinical trial at a trial
site. If a trial is conducted by a team or individuals at a trial site, the investiga-
tor is the responsible leader of the team and may be called the principal
investigator.
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Sponsor-Investigatory. An individual who both initiates and conducts, alone or
with others, a clinical trial, and under whose immediate direction the investi-
gational product is administered to, dispersed to, or used by a subject. The term
does not include any person other than an individual (e.g., it does not include
a corporation or an agency).

Subinvestigator/Coinvestigator. Any individual member of the clinical trial team
designated and supervised by the investigator at a trial site to perform critical
trial-related procedures and/or to make important trial-related decisions (e.g.,
associates, residents, research fellows).

Animal Research Ethics Committee. An independent body constituted of veteri-
nary, scientific, and nonscientific members, whose responsibility is to ensure
the protection of the rights, safety, and well-being of animals involved in
research by, among other things, reviewing, approving, and providing continu-
ing review of trial protocol and amendments and of the methods and materials
to be used in each research project.

2.3.1 Individual Responsibilities Within the Project Team

Principal Investigator The principal investigator has a number of specific roles to
play in a project team. First, the he/she is responsible for the signing of appropriate
forms including regulatory forms and, if applicable, disclosing of financial interests
and arrangements. The principal investigator is also responsible for signing contracts
with sponsors and third parties as applicable. Other key responsibilities include
supervision of each member of the project team, documentation of the delegation
of responsibilities, ensuring the safety and welfare of animals (where an animal trial
is being undertaken), hiring and training of members of the project team, meeting
sponsor requirements, meeting with sponsors to discuss planned and ongoing studies,
and finally meeting with auditors (internal, sponsor, and regulatory authorities) at
the conclusion of their audits to review findings.

Providing Investigator Qualifications and Agreements This is one of the key roles
that a principal investigator has in a project team. It is essential that he/she continues
to keep an up-to-date curriculum vitae, detailing experience including the proper
education and training to undertake the research project or clinical trial. Further-
more, the principal investigator is responsible for signing the protocols and external
contracts and documenting the financial aspects of the trial.

Assuring Protocol Compliance By having a detailed understanding of the require-
ments of each research trial and clinical trial, the principal investigator can ensure
that all other staff on the project team are aware of and undertaking their roles and
responsibilities accurately. The principal investigator can also ensure that staff are
not deviating from the protocol without prior agreements from the sponsor and/or
the human and/or animal research ethics committees.

Liaisons with Human and/or Animal Research Ethics Committees 1t is the role
of the principal investigator of any project team to prepare animal research ethics
committee applications. This involves the initial written application to conduct
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animal research, notifying the committee if there are any changes that need to be
made to the protocols, providing the committees with results (either positive or
negative), and providing the committees with annual reports and end-of-project
reports.

Support Staff All support staff of the project teams are required to fulfill those
job responsibilities specific to that job title according to regulations and guidelines
as well as to the appropriate standard operating procedures (SOPs) and maintain
study files and archives.

Administrative Responsibilities The administrative responsibilities of the project
team lie with the principal investigator. Briefly, he/she is responsible for the hiring
and training of other members of the project team, management of the business
aspects of the studies (including the development and negotiation of study budgets
and contracts), and overseeing the management of documents (including the filing
and archiving).

2.3.2 General Responsibilities of the Project Team

Principal Investigator, Coinvestigator, Data Manager, Study Pharmacist, and
Support Staff All members of the project team are required to conduct all studies
according to applicable regulations and guidelines and SOPs of the site, and accord-
ing to the policies and procedures of the institution as appropriate. They are required
to ensure that the principal investigator is informed in a timely manner of all study-
related activities through appropriate mechanisms, to ensure the safety and welfare
of animals by thoroughly understanding ongoing study protocols and to be knowl-
edgeable about investigational products. For studies that are conducted under U.S.
IND, all investigators and research personnel must comply with regulations govern-
ing disclosure of personal, professional, or financial interest in a research study that
may impact upon its conduct, evaluation, or outcome. Finally, all project team
members are required to comply with study protocol and procedures. (See Table
2.1)

2.4 SPECIAL CONSIDERATIONS OF ACADEMIC PROJECT TEAMS

The project team required to complete a preclinical study varies considerably
depending on the research avenue and outcomes sought. However, a reasonable
model is illustrated in Fig. 2.1. The principal investigator instigates the preclinical
project. He/she will then liaise with the senior research staff to adequately design a
research plan to address the gaps in knowledge and questions to be answered. This
is often quite a time-consuming exercise, as ideas are bounced back and forth and
an appropriate course of action is decided upon. Will the study involve humans or
animals? Will the study be observational or require intervention? Will the study be
using novel treatments? These are just a few of the questions that need to be
addressed before the study commences. The project team has a crucial role to play
in this initial development of the project. More importantly, the project team will
also decide whether other expertise will be required for the study. For example, will
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TABLE 2.1

Major Components of Project Team A ctivity

Administration

Project Management

Investigator-Sponsored Trials
(If Applicable)

Contract negotiations, sign
contracts

Fiscal management

Facilities
management/availability

Strategic planning

Database development

Performance tracking

Quality control and
assurance (including
SOPs)

Insurance and indemnity

Ethics committee
submissions and
communications

Regulatory files creation
and maintenance

Data management

Adverse event reports
Protocol implementation
and management

Organizational tools

Office staff training

Storing study documents

Quality assurance/quality
control

Data handling
Record keeping

Financing

Notification to regulatory
authorities

Information on investigational
product(s)

Supply and handling of
investigational product(s)

Safety information

Monitoring

Audit and noncompliance

Premature termination or
suspension of a trial

Study reports

pharmacists, nurses, technical officers, and students be required? In many cases of
preclinical development, biotechnology and pharmaceutical industries are involved,
not only in aiding in funding but also in providing technology and reagents. Ethical
relations need to be maintained, to ensure that there is no bias/pressure from indus-
try. This guarantees that there is independence and transparency, which ultimately
benefits everyone.

Once the research project has commenced, the tiers of the project team contrib-
ute to the daily running of the project under direct supervision from the principal
investigator of the project team. Constant communication with the principal inves-
tigator is essential. Students can be involved in the studies and often play a critical
role in any project team.

2.5 USING THE DARK AGOUTI (DA) RAT MODEL OF MUCOSITIS
TO ILLUSTRATE

In academic preclinical research, the drivers may be slightly different from those in
industry, although the structure and activity of a project team still follows the same
ideals. Using our laboratory as an example, we have developed an animal model of
chemotherapy- and radiotherapy-induced gastrointestinal mucositis. This is not a
model used for developing a single drug for registration, rather a model we have
developed to study the pathobiology and treatment of mucositis. However, we do
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—— Community/lay member
PHARMACIST ETHICS .
—— Academic/expert member

—— Supervisor
<8 — —— Fellow
CLINICIAN @ RESEARCH STAFF
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~— Technical officer

—— Postgraduate
ADMINISTRATION STUDENTS —— Honors
— Undergraduate

FIGURE 2.1 A diagrammatic representation of a project team in the research setting. The
project team required to complete a preclinical study varies depending on research avenue
and outcomes sought, however, a reasonable model includes those shown. The clinician is
often the first to recognize a need for research into a particular area and instigates the pre-
clinical project. He/She then liases with research staff to adequately design a research plan
to address the gaps in knowledge and questions to be answered. The combination of clinician
and senior research staff allows for multiple principal investigators to be named on any grant
application. The research plan must be submitted to an ethics committee for scrutiny. Each
committee is comprised of both lay and expert community members to provide a broad view
of the project, allowing comments on its significance as well any potential improvements
required. In many cases, the biotechnology and pharmaceutical industries are to be used in
the project, by providing technology and agents, and the clinician is primarily responsible for
opening dialogue with these professions. The administration department within the hospital
in the form of record keeping and patient control is involved in supplying background infor-
mation readily as needed. Once the project is under way, the tiers of laboratory staff contrib-
ute to the daily running of the research under supervision from the head of the lab. Constant
communication with the clinician as well as data management, tissue collection, and manu-
script preparation are all the responsibility of the research staff. Students are also involved
through placement in certain parts of the experiment following training by technical staff.

have our own project team to run the studies, and the principles are similar so it
will serve as an illustration.

An appropriate animal model was required to investigate further the mechanisms
underlying alimentary mucositis. The model had few requirements: it had to have
value commercially, it had to be able to be used in true translational research (i.e.,
research that goes from the laboratory to the clinic and from the clinic to the labo-
ratory), and the overriding goal for the model had to be (and still is today) to
improve patient outcomes. It needed to be able to be interrogated in various ways
and using various different potential drugs in a standard fashion.

A model was therefore developed using subcutaneously implanted isogeneic rat
breast cancer in the female dark Agouti (DA) rat. The mammary adenocarcinoma
arose spontaneously in the 1970s and has been propagated ever since by passage
through female rats. Female rats are used because the tumor passages more effec-
tively through females than males. The tumor is injected (as a cell suspension) sub-
cutaneously into both flanks and is harvested between 10 and 14 days and processed
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for further passage or experimental use. This model had previously been used for
studies of malnutrition following chemotherapy [2, 3] and for studies of neuropro-
tection by glutamate [4], but had not been previously used to assess the alimentary
tract following chemotherapy. The model has allowed an attempt at ameliorating
intestinal toxicities following chemotherapy [5] and more recently fractionated
radiotherapy, while guarding against tumor growth. More recently, the model has
been refined to using tumor-naive rats [6]. The advantage of the nontumor model
is a time and cost saving, whereas the advantage of the tumor model is the interac-
tion between tumor and host.

2.5.1 Choice of Cytotoxic Agent

Initially, the detailed time course of intestinal damage and repair in the DA rat
model needed to be established. In order to commence studies, an appropriate
chemotherapeutic agent was required. The cytotoxic agent had to be commonly
used and known to cause mucositis in the clinic. Methotrexate (MTX) is a com-
monly used cytotoxic agent; the mode of action is in the inhibition of dihydrofolate
reductase (DHFR) [7-9]. MTX is also known to cause diarrhea and anorexia,
accompanied with malabsorption, malnutrition, and dehydration in patients. Fur-
thermore, MTX is known to inhibit epithelial proliferation and enterocyte function
as well as increase the risk of gut-associated sepsis due to disruption of the mucosal
barrier. This has led to gastrointestinal toxicity being the major dose-limiting factor
for the use of MTX [9-11]. Therefore, MTX was deemed an appropriate choice of
cytotoxic agent to begin our studies.

2.5.2 Time Course of Small Intestinal Mucositis in the DA Rat Model

Rats were assigned to experimental or control groups; experimental animals received
1.5mg/kg MTX on days designated 0 and 1, while control animals received saline
only [12]. The dose of MTX was chosen from pilot experiments, which indicated
that it caused significant, nonlethal small intestinal mucositis [5]. Experimental rats
were killed on days 1 (6 h following the second dose of MTX) through 5, with control
rats being killed on days 1 and 5 only. This small study detailed the time course of
MTX-induced small intestinal mucositis and found that the small intestine is indeed
the predominant site of damage. Apoptosis increased 28-fold in the small intestinal
crypts 6h after the second dose and indicated that crypt hypoplasia and villus
atrophy occurred between days 2 and 4 following treatment. Following this initial
injury, the epithelium enters a rapidly proliferating state, repairing and regenerating
the intestine [9, 12-14]. This small animal experiment confirmed that the time course
of small intestinal mucositis in the DA rat model [12] was similar to that observed
in our initial human studies [5, 15], indicating that the animal model was an appro-
priate model to continue developing. Furthermore, these results allowed us to con-
tinue to understand the mechanisms underlying mucositis.

2.5.3 Tumor Bearing Versus Tumor Naive?

The DA rat model was initially developed using subcutaneously implanted isogeneic
rat breast cancers in the female dark Agouti rat. However, it has been well docu-
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mented that patients with malignancies will have alterations in their immune func-
tion [16], including impaired delayed-type hypersensitivity, decreased lymphocytic
function, and decreased lymphocyte proliferation response [16, 17]. In addition to
this, tumors are known to be responsible for the secretion of different mediators,
which decrease the efficiency of immunological integrals [18]. Until recently, there
was no evidence on whether the presence of a tumor burden will affect the gastro-
intestinal response (i.e., mucositis) to chemotherapy. However, a study conducted
by our laboratory found that response to chemotherapy was worse in tumor-bearing
rats than tumor-naive rats, indicating that the presence of a tumor load adds to the
comorbidity following chemotherapy [6].

2.5.4 Advantages of Our Rat Model of Mucositis

The DA rat model of mucositis has a number of key advantages over other animal
models. First, the rats have a rapid growth and development phase. Second, there is
homogeneity among all animals, meaning that we can accurately assess what damage
is occurring and when. Finally, we are able to examine the entire gastrointestinal
tract from mouth to anus and from epithelium to muscle. This has enabled us to
develop a three-dimensional model of mucositis.

How Do We Generate Questions/Avenues to Investigate in the DA Rat
Model? Many of the questions and avenues that have been investigated in the DA
rat model of mucositis have stemmed from questions that need to be answered in
the clinic. Our first studies in mucositis were done in humans, but it is very hard to
take biopsies in real patients throughout the GIT and throughout the course of
cytotoxic treatment.

2.6 OUR DA RAT MODEL OF MUCOSITIS AND
PRECLINICAL DEVELOPMENT

How Do We Use the Model for Preclinical Development? The DA rat model has
been used to assess the pathobiology of mucositis following various chemothera-
peutic agents. Using a standard trial protocol and measuring at different levels of
the GIT at different time points, we have built up a clear picture of the damage
caused by various agents. We can then add any potential antimucotoxic drug of
interest and assess, in the same way, whether it reduces mucosal toxicity. We have
previously done this with IL-11, glutamine, Palifermin, Velafermin, and VSL#3.

How Do We Design an Appropriate Trial? Having set up the model to measure
damage throughout the GIT at various time points, it is possible to decide which
time points and areas of the gut are of particular interest for a given study. In small
pilot studies, mortality and diarrhea can be used as endpoints. If the drug of interest
shows promise in the pilot setting, then we can examine more specific time points
and different areas of the GIT and make measurements including histology and
apoptosis in larger, more detailed studies.

How Do We Determine Variables to Change? As with any experiment, the number
of variables to be changed at each given time should be as close to one as possible.
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Which one to change depends on the question being asked. For example, do we wish
to compare three different doses? Or perhaps three different administration sched-
ules? This is done by discussion with the team and the company and depends on
pilot results as well as other information from earlier studies.

What Happens When Things Don’t Go According to Plan? This is a frequent
occurrence in a laboratory. First, it is important not to panic! Every step of the pro-
tocol needs to be rechecked (this is one of the reasons that good record keeping is
vital). Decisions need to be made with respect to altering the experiment midway,
abandoning it, or restarting. No hasty decisions should be made, as they are often
wrong.

2.7 HOW DO WE GENERATE QUESTIONS/AVENUES TO
INVESTIGATE FOR PRECLINICAL DEVELOPMENT?

271 Questions Are Formulated by What We Need/Want to Know

There are several ways in which questions can be generated for our model. First, a
pharmaceutical company may approach us to ask us to try its agent in our DA rat
model. Alternatively, through careful reading of the current literature, or through
scientific research discussions, we come across a question that we cannot currently
answer and that we feel it would be useful to investigate. Other ways in which we
can generate questions are that we learn about a new drug and seek it out for testing
in our model or we seek to expand what the model can do. For example, we can try
and test new chemotherapeutic agents, or test the development of the radiotherapy
model. A research avenue to investigate these questions is then formulated in the
rat model, using the principles of changing as few variables as possible, using minimal
numbers of animals, and using adequate controls.

Following on from this, an appropriate trial is designed (in consultation with the
project team) in the rat model of mucositis to answer our questions. Our questions
are answered by a variety of techniques: the rat’s response to treatment, histology,
histopathology, intestinal morphometry, apoptosis, Western blotting, RT-PCR, and
microarrays (with diarrhea and mortality in pilots).

From these experiments, we are then able to generate results that lead to poten-
tial mechanisms and invariably more questions. All of these lead to an attempt to
understand mechanisms in the rat model and translation into the clinic.

With proper planning for storage of samples, further questions can be answered
as and when they become important. The development of new technologies allows
for this, as with the development of tissue microarray technology. Properly stored
tissues can have RNA extracted for assessment.

2.7.2 Structure of Our Preclinical Team

The Mucositis Research Group head is a clinician scientist, allowing for understand-
ing of both basic and clinical issues to ensure that the research carried out by our
group is clinically relevant. There is then a laboratory manager who is responsible
for day-to-day running of the laboratory, occupational health and safety, task alloca-
tion, record keeping, stock ordering, and routine finances, as well as playing a lead
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role in manuscript planning, mentoring of junior staff, and medium-term planning.
We have a technical officer who works under supervision of the laboratory manager
on the above tasks, and the rest of the staff are postgraduate students whose projects
all fit into the overall goal of the group, which is to understand and then minimize
gastrointestinal toxicity from anticancer treatments.

2.7.3 Team Meetings

There is an annual direction planning meeting, which looks at overall strategy:
funding from partners and grant applications, priorities of research projects, student
numbers and progress, manuscript planning, abstract submission plans, and confer-
ences to be attended. A fortnightly team meeting looks at individual progress but
in the group setting with reports of activity against targets, checking of laboratory
record books, and updates on tasks (writing, abstracts). On alternate fortnights the
laboratory head and laboratory manager meet each other person separately to
assess progress in a more confidential setting. An open-door policy with regard to
communication is maintained, and the overall effect is a happy, hard-working, and
high-achieving workforce. The environment is supportive and optimistic, with all
members of the team recognized and valued for their contributions and their dif-
ferences. Turnover of staff is low, and this is a reflection of the atmosphere. In addi-
tion, ad hoc meetings with visiting experts are conducted as required. Team building
exercises, such as the occasional lunch, the annual trip to the Multinational Associa-
tion of Supportive Care Symposium, and afternoon tea for special celebrations, help
to keep the team functioning well.

This is the model that has developed over the years in the Mucositis Research
Group, but it is not the only possibility. There are many different organizational
models, and different ones may suit different companies. This can be a problem
during company mergers, as the “personality” of one group of workers may not fit
with that of another! This is due to organizations having their own definite struc-
tural, humanistic, political, and cultural models. Of critical importance, however, is
periodic review of goals, orientation, and general direction. This can be particularly
important in a research laboratory, where the temptation can be to head off in any
direction that seems interesting at the time, without stopping to think how that fits
in with the overall aims of the research group.

2.8 HOW DO WE PRESENT THE RESULTS AND HOW DO WE
DETERMINE WHAT THEY MEAN?

It is a principle of good science that all results should be presented and published,
whether positive or negative, and it is our duty to ensure that this happens with our
studies. However, it is harder in the commercial world to do this due to problems
with commercial confidentiality. The importance of being transparent is essential
for good science and this cannot be overstated. However, again it is somewhat easier
in academia than in industry.

Different Scenarios Can Lead to Different Outcomes Sometimes it can be the
protocol that leads to a drug not working rather than the drug itself: the dose or
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schedule can be wrong, or an ineffective batch of drug can be used. These problems
need to be checked. A timely reminder is that a single experiment always needs
repeating before it can be said to be valid.

The Importance of Being Transparent While improving company profits is obvi-
ously one of the major aims of any industry, the overriding issue in drug research
and development is to produce drugs that really work, and that will improve quality
and quantity of life, with minimal adverse effects. This may sound like unnecessarily
stating the obvious, but it is an important component to a project team’s work:
getting the right answer is the goal, not getting an answer that will drive up profits,
especially if it is wrong. Putting an unsafe or ineffective drug onto the market will
get found out and will result in much more trouble down the track.

What Happens If the Drug Doesn’t Work? We need to check the experiment, look
at potential confounders, consider changes to dose, route, or scheduling, and if pos-
sible try these. Sometimes a drug can be removed from development because the
company determines not to try altering the protocol due to cost blow-outs. It is the
responsibility of the project team to try to ensure the protocol chosen for the “do
or die” study is the one most likely to work. However, if the drug doesn’t work, then
it should not be marketed.

Interface with Clinical Development During the progression of preclinical
research into the clinical setting, a number of questions need to be answered. Can
we find the answers by studying humans? If yes, then we begin research in humans.
If not, further animal or cell model studies are required to be designed so that this
can be achieved. Ultimately, any research in humans will lead to further questions.
Then we must again consider if these questions can be answered by looking at
humans. If not, then we must go back to preclinical models of research before we
can continue (Fig. 2.2).

2.9 THE FUTURE FOR PRECLINICAL PROJECT TEAMS

Potential Improvements With the ongoing development of teams and companies,
SOPs are revised, improved, and developed with the experience of the organization.
This should lead to a continued refinement of project team theory as well as practi-
cal implementation within a company/academic institution. The increasing crossover
between business and research should enable constant improvement, as long as the
differences between science and business are respected.

New Difficulties The same crossover can also have negative impacts, with business
decisions interfering in the practice of research. Obviously, there has to be a balance,
as financial imperatives have to be heeded to a certain degree. The size of a team
can become unwieldy and the structure of an organization can impose dysfunction
on a team. Poor leadership and management of a team can lead to failure, and it
can be hard to distinguish between failure of the drug and failure of the team on
some occasions.
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Generation of more

questions

Clinical development
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humans?

Preclinical studies

Further animal/cell
research

FIGURE 2.2 Development from preclinical to clinical investigations. During the progres-
sion of preclinical research into the clinical setting a number of questions need to be answered.
Can we find the answers by studying humans? If yes, then we begin research in humans. If
not, further animal or cell model studies are required to be designed so that this can be
achieved. Ultimately, any research in humans will lead to further questions. Then we must
again consider if these can be answered by looking at humans. If not, then we must go back
to preclinical models of research before we can continue.

Summary A good preclinical project team is compact, goal-oriented, well-
resourced both financially and with skilled personnel, and has clear time-lines for
meeting its objectives. It undergoes regular assessment against its tasks and is able
to adapt to results in a positive, timely manner.
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3.1 GENERAL HISTORY OF THE USE OF ANIMAL MODELS

Animals have been used in “research” by humans for hundreds of years with the
first recorded use of animals for research purposes by Erasistratus in Alexandria in
the third century BC [1]. In the second century AD, Galen of Pergamum used
animals to further understand anatomy; however, it was not until the beginning of
the 19th century that “true” animal research began [2]. With the lack of appropriate
anesthesia, some scientists proposed principles for animal research: experiments
needed to be necessary, needed to have a clearly defined and attainable objective,
should not be repeated unnecessarily, and needed to be conducted with the least
possible infliction of pain on the animals [2]. This formed the basis of animal
research for the next century [2].

By the late 1800s, basic anesthesia had been developed, leading to major advances
in medical research. This necessitated developments in animal research [2]. Follow-
ing World War II, animal research grew at a rapid rate as research into cancer,
cardiovascular diseases, digestive diseases, and ageing began in earnest [2]. The
development of appropriate animal models has allowed for major advances to be
made for human benefit. We have improved our knowledge and understanding of
many diseases including but not exclusive to AIDS, cholera, diabetes, and spinal
cord injuries [3, 4]. Furthermore, animal models have allowed us to understand
biology, including the physiology of reproductive biology, which has led to the
development of the oral contraceptive pill [3, 4].

Today, animal research is tightly regulated, with researchers adhering to Codes
of Practice [5]. The purposes of these codes are to ensure the ethical and humane
care and use of animals used for scientific purposes [5]. Animal models continue to
lead the way with advances in medical research.

3.2 BENEFITS OF ANIMAL MODELS IN MUCOSITIS RESEARCH

Mucositis is a major clinical problem in oncology, caused by the cytotoxic effects of
cancer chemotherapy and radiotherapy. It can affect the mucosa of the oral cavity
and gastrointestinal tract, causing mouth pain, ulceration, abdominal pain, bloating,
vomiting, and diarrhea, depending on the target tissue [6, 7]. For many years, muco-
sitis received little attention. However, the development of animal models has
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allowed considerable work to be undertaken on mucositis in the oral cavity [8-15]
and in the gastrointestinal tract (GIT) [16-20]. Despite the advances, however, these
investigations have separated the GIT into the oral and esophageal mucosa and the
remainder of the tract, with no investigations to date having investigated the entire
GIT from mouth to anus [7, 21]. There are at least two major reasons for this
approach to past studies of mucositis. First, while both the upper and lower GIT are
lined with mucosa, the tissue types are different. The upper GIT consists of a renew-
ing stratified squamous mucosa, whereas the lower GIT is primarily columnar epi-
thelium. As a consequence, the kinetics of mucositis in the two areas are vastly
different, as are the clinical endpoints. Second, the ease with which the oral mucosa
can be inspected and studied in in vivo models has been an asset compared to the
remainder of the tract [7,21]. However, it is now recognized that the entire GIT has
the same embryological route of development with the differences seen being due
to cellular differentiation at various sites in order to conduct specialized functions
[7,21]. With the development of appropriate animal models, we can investigate this
hypothesis.

3.2.1 Oral Mucositis Animal Models

While there are a number of different animal models in oral mucositis research, two
in particular have been studied extensively. Wolfgang Dorr and colleagues [8-12]
have developed a radiation model in mice, which involves irradiating the tongue
and snout. This model has also been able to extensively investigate the effects of
combined chemotherapy and radiotherapy [22]. In addition, it has enabled detailed
studies to be conducted on the effects of single dose and fractionated radiotherapy
on the head. The second model, which has advanced the understanding of the
mechanisms of oral mucositis, is the hamster model, which has been used extensively
by Stephen Sonis and colleagues [15]. Briefly, this model of mucositis uses male
golden Syrian hamsters, as unlike other rodents, they have a buccal cheek pouch
that is susceptible to chemotherapy. Mucositis is able to be induced by the admin-
istration of 5-fluorouracil (5-FU) at 60 mg/kg on three days (days 0, 5, and 10). The
buccal pouch mucosa is superficially irritated (mechanically scratched) on days 1, 2,
and 3, resulting in mucositis in most of the animals [15].

3.2.2 Gastrointestinal Animal Models

Few animal models exist for investigating the remainder of the GIT. Howarth and
colleagues [23] have developed an animal model for utilizing the sucrose breath test
and also for investigating potential antimucotoxics [24,25]. However, very few other
models exist that are able to investigate the underlying mechanisms of gastrointes-
tinal mucositis. The dark Agouti (DA) rat model of mucositis (see Section 3.4) fills
this need.

The development of appropriate animal models allows us to ask specific ques-
tions about any region of the GIT, develop an appropriate line of questioning, and
then investigate it. We can also measure our response to these questions by changing
only one variable at a time. Other advantages of animal models include the ability
to work with a homogeneous population, where all of the animals are inbred. This
reduces the variability between each animal and ensures that we are getting an
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accurate reflection of what is occurring. Standard questions are able to be investi-
gated in each experiment, which generate standard answers. All of these combine
to reduce the time of drug development, meaning that drugs move from the research
laboratory to the clinic in a more timely fashion.

3.3 DIFFICULTIES OF ANIMAL MODELS IN MUCOSITIS RESEARCH

While animal models undoubtedly have benefits, they also have difficulties and
limitations. One of the first animal models for investigating mucositis was estab-
lished by Sonis and colleagues [15]. While this model has enabled hypotheses to be
developed for mucositis mechanisms, there is the confounding issue of wound
healing. Hamsters have cheek pouches and mucositis is able to be induced by either
chemotherapy (5-FU) [15, 26, 27] or radiotherapy [28]. However, following admin-
istration of the chemotherapy, the cheek pouch needs to be “mechanically” scratched
or irritated in order to induce ulcerated lesions. In humans, however, the oral
mucosa does not need to be superficially irritated in order to induce mucositis, and
so this model cannot be compared with the clinical setting. Additionally, superficial
irritation may also result in wound healing mechanisms being initiated. This high-
lights the fact that, despite similarities, animal models are never identical to humans,
and there will always be issues with translation from animal to human research. This
does not, however, devalue animal research; it just adds an appropriate note of
caution. With the hamster cheek-pouch model, some agents that have appeared
promising in the animals have not translated to success in humans with mucositis.
One factor here may be the component of wound healing. With the need for
mechanical scratching of the mucosa to allow chemotherapy to cause an ulcer, the
insult to the mucosa is composed of both the scratch and the chemotherapy, and
this may alter both the development of the ulcer and the recovery. In humans, no
scratch is necessary. If a given agent is acting to heal the component induced by the
scratch, but has no effect on the development of a chemotherapy-induced ulcer,
then it would not be expected to work for chemotherapy-induced mucositis in
humans. However, dose and scheduling issues are also important and cannot be
overlooked. The doses used in rats do not automatically translate to humans: there
may be species differences in susceptibility to different agents, and the traditional
mg/kg dosing of rodents is not often used in humans, where we tend to use (for
reasons that are not always logical) body surface area dosing.

An added difficulty with animal models has been introduced with the develop-
ment of monoclonal antibodies for treatment of human disease. Fully humanized
monoclonal antibodies may not be active in animal models and toxicities may not
develop until translation occurs to the human situation.

Difficulties also arise in the DA rat model of mucositis. Unlike the hamster, in
the rat, we are unable to successfully induce visible oral mucositis due to the highly
keratinized nature of the epithelium (D. Wilson and D. Keefe, personal communica-
tion). This makes it difficult to successfully investigate oral mucositis. Furthermore,
higher doses of chemotherapy are required to induce mucosal injury in animal
models, due to the resilience of the rat GIT. Another difference is the presence of
squamous epithelium in the rat stomach, which can lead to reduction in oral intake
when keratinocyte growth factor, a stimulator of epithelial growth, is used. We also
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know that rats do not vomit, and since some vomiting is a manifestation of mucosal
injury, this is a disadvantage.

The route of administration of chemotherapy has important implications for drug
metabolism. In the DA rat model of mucositis, intravenous administration of che-
motherapeutic drugs is extremely difficult, with administration into the tail vein
being made especially difficult due to the skin pigmentation. This means that inves-
tigation into mucositis induced by drugs administered via this route is not routinely
performed. Although all chemotherapeutic drugs cause damage [29, 30], the mecha-
nisms of how they do this may be different.

Other contributing factors also cause difficulties in animal research. These include
stresses in the animals from isolation due to experimental procedures, the need to
anesthetize animals on a regular basis, and the effect that this has on mucosal
homeostasis, and the efficacy of any investigative drugs on tumor load.

3.4 THE DARK AGOUTI (DA) RAT MAMMARY ADENOCARCINOMA
MODEL OF MUCOSITIS

An appropriate animal model was required to investigate further the mechanisms
underlying alimentary mucositis. The model had few requirements: it had to be
capable of modeling the changes that occur in the human GIT following insult with
chemotherapy; it had to have commercial value; it had to be able to be used in true
translational research (research that goes from the laboratory to the clinic and from
the clinic to the laboratory); and the overriding goal for the model had to be (and
still is today) to improve patient outcomes. It had additional advantages of being
able to be used either with or without tumor and to allow study of any organ of
choice. It has subsequently also been used for a radiotherapy-induced mucositis
study, and in the future combination studies could be performed.

A model was therefore developed using subcutaneously implanted isogeneic rat
breast cancer in the female dark Agouti (DA) rat. The mammary adenocarcinoma
arose spontaneously in the 1970s and has been propagated ever since by passage
through female rats. Female rats are used because the tumor passages more effec-
tively through females than males. It is worth noting that the tumor does not grow
in culture; otherwise it would be preferential to study it using these methods. The
tumor is injected (as a cell suspension) subcutaneously into both flanks and is har-
vested between 10 and 14 days and processed for further passage or experimental
use. This model had previously been used for studies of malnutrition following
chemotherapy [31,32] and for studies of neuroprotection by glutamate [33], but had
not been used to assess the alimentary tract following chemotherapy. The model has
allowed attempts at ameliorating intestinal toxicities following chemotherapy [34]
and more recently fractionated radiotherapy [35], while guarding paradoxically
against tumor growth. More recently, the model has been refined to using tumor-
naive rats [36].

3.4.1 Choice of Cytotoxic Agent

Initially, the detailed time course of intestinal damage and repair in the DA rat
model needed to be established. In order to commence studies, an appropriate
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chemotherapeutic agent was required. The cytotoxic agent had to be commonly
used and known to cause mucositis in the clinic. Methotrexate (MTX) is a com-
monly used cytotoxic agent; the mode of action is in the inhibition of dihydrofolate
reductase (DHFR) [6, 37, 38]. MTX is also known to cause diarrhea and anorexia,
accompanied with malabsorption, malnutrition, and dehydration in patients. Fur-
thermore, MTX is known to inhibit epithelial proliferation and enterocyte function
as well as increase the risk of gut-associated sepsis due to disruption of the mucosal
barrier. This has led to gastrointestinal toxicity being the major dose-limiting factor
for the use of MTX [6, 39, 40]. Therefore, MTX was deemed an appropriate choice
of cytotoxic for our initial studies.

3.4.2 Time Course of Small Intestinal Mucositis in the DA Rat Model

Rats were assigned to experimental or control groups; experimental animals received
1.5mg/kg MTX on days designated 0 and 1, while control animals received saline
only [20]. The dose of MTX was chosen from pilot experiments, which indicated
that it caused significant, nonlethal small intestinal mucositis [34]. Experimental rats
were killed on days 1 (6 h following the second dose of MTX) through 5, with control
rats being killed on days 1 and 5 only. This small study detailed the time course of
MTX-induced small intestinal mucositis and found that the small intestine is indeed
the predominant site of damage. Apoptosis increased 28-fold in the small intestinal
crypts 6h after the second dose and indicated that crypt hypoplasia and villus
atrophy occurred between days 2 and 4 following treatment. Following this initial
injury, the epithelium enters a rapidly proliferating state, repairing and regenerating
the intestine [6, 20, 25, 41]. This small animal experiment confirmed that the time
course of small intestinal mucositis in the DA rat model [20] was similar to that
observed in our initial human studies [34, 42], indicating that the animal model was
an appropriate model to continue developing. Furthermore, these results allowed
us to continue to understand the mechanisms underlying mucositis.

3.4.3 Tumor Bearing Versus Tumor Naive

The DA rat model was initially developed using subcutaneously implanted isogeneic
rat breast cancers in the female dark agouti (DA) rat. However, it has been well
documented that patients with malignancies will have alterations in their immune
function [43], including impaired delayed-type hypersensitivity, decreased lympho-
cytic function, and decreased lymphocyte proliferation response [43, 44]. In addition
to this, tumors are known to be responsible for the secretion of different mediators,
which decrease the efficiency of immunological integrals [45]. Until recently, there
was no evidence regarding whether the presence of a tumor burden will affect the
gastrointestinal response (i.e., mucositis) to chemotherapy. A study conducted by
our laboratory found that the response to chemotherapy was worse in tumor-
bearing rats than tumor-naive rats, indicating that the presence of a tumor load adds
to the comorbidity following chemotherapy [36].

3.4.4 Advantages of Our Rat Model of Mucositis

The DA rat model of mucositis has a number of key advantages over other animal
models. First, the rats have a rapid growth and development phase. Second, there is
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homogeneity between all animals, allowing accurate assessments of what damage is
occurring and when it is occurring, in relation to chemotherapy administration and
healing times. Finally, we are able to examine the entire GIT from mouth to anus
and from epithelium to muscle. This has enabled us to develop a three-dimensional
model of mucositis. The relative simplicity of the DA rat model of mucositis, com-
bined with the homogeneity of the tumor, ease of interrogation of the model, inves-
tigation of other organs in the body, the reproducibility of the model, and its ability
to be translated to other laboratories makes it a highly effective animal model.
Furthermore, there is the ability to develop simple study protocols that allow inves-
tigation of mucosal damage as well as looking at different interventions of drugs at
varying time points throughout the study, including prechemotherapy, postche-
motherapy, or a combination of both. This similarity of protocols strengthens the
model. A wide variety of tests are also able to be performed, from relatively simple
mortality and diarrhea assessments through to the more complex gene expression
studies.

3.5 GENERATION OF RESEARCH QUESTIONS/AVENUES FOR
INVESTIGATION IN THE DA RAT MODEL

Many of the questions and avenues that have been investigated in the DA rat model
of mucositis have stemmed from questions that need to be answered in the clinic;
but with mucositis there are a vast number of questions that have never been asked,
leading to an almost infinite list of potential future studies. The use of the model for
mucositis occurred as a direct result of preliminary human studies into chemother-
apy-induced injury to the small intestine in humans. Although the original model
had been used for the study of immunology [31, 32] and to study neurotoxicity of
chemotherapy, this was not carried out in tumor-bearing animals due to time con-
straints with respect to tumor growth and lead time to neurotoxicity [33].

3.6 HISTORY OF MUCOSITIS IN HUMANS

Mucositis is a major oncological problem caused by the cytotoxic effects of cancer
chemotherapy and radiotherapy. By definition, mucositis suggests that inflammation
is present; however, recent studies have shown that this is not necessarily the case
[34, 42]. Rather, the name simply refers to the damage that occurs to the mucous
membranes of the body [34, 42]. Mucositis affects the entire alimentary tract (AT)
from mouth to anus and causes pain and ulceration in the mouth and small
and large intestines. In addition, it causes abdominal bloating, vomiting, and diar-
rhea [6, 7, 46, 47]. The potentially severe nature of mucositis can have some further
devastating effects, including a reduction or cessation of treatment (which may
decrease the chance for remission) and increased stays in hospitals, leading
to increased costs of treatment and use of opioids for pain management [46, 48].
Mucositis occurs in approximately 40% of patients after standard doses of chemo-
therapy and in 100% of patients undergoing high dose chemotherapy and stem
cell or bone marrow transplantation [6, 7, 46, 47]. The frequency and severity of
mucositis varies depending on the type of cancer (and therefore the treatment
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regimen) and on the patient’s age, with the very young and the very elderly being
the most affected [49].

One of the major problems with mucositis is that the mechanisms behind the
development of mucositis are not fully understood, making it hard to target treat-
ment. Recent work has shown that the entire GIT has the same embryological route
of development, with the differences seen being due to cellular differentiation at
various sites in order to conduct specialized functions [7]. Based on this theory, it is
likely that mucositis is the same throughout the GIT, with the local differences in
manifestations being due to localized specialized differentiation necessary for spe-
cific function [7]. It may be that these specialized differences in function explain
why different regions of the tract, such as the small intestine, are more susceptible
to “early” mucositis than other regions, such as the oral mucosa. To date, there are
no investigations that have examined the entire GIT response to chemotherapys; this
is most likely due to the difficulties in appropriate models.

Mucositis is a field that has rapidly evolved over the last decade. We have seen
advances leading from basic clinical science questions able to be investigated in
humans, to conducting detailed microarray experiments in animal models. The first
step in the mucositis matrix started with relatively simple investigations of the sever-
ity and time course of changes in intestinal permeability following high dose che-
motherapy and autologous blood stem cell transplantation [50]. This study involved
35 patients and found that maximum sugar permeability occurred in the small
intestine 14 days after the start of chemotherapy, returning to normal 35 days after
chemotherapy. Furthermore, this abnormality was found to correlate with the time
frame that the patients suffered from other gastrointestinal symptoms, including
anorexia and nausea [50]. This first insight into damage after chemotherapy led to
further questions being asked about exactly how chemotherapy damages the small
intestine.

Our second study into understanding mucositis assessed the frequency, duration,
and severity of both oral and gastrointestinal symptoms after chemotherapy and
also involved a clinical study. Sixty patients in total were assessed, including those
with a newly diagnosed malignancy and those undergoing high dose chemotherapy
and autologous peripheral blood stem cell transplantation. Patients were assessed
nutritionally, completed a symptom questionnaire, performed an intestinal sugar
permeability test,and underwent blood testing for serum endotoxin. A small number
of patients also underwent a series of breath tests before and after chemotherapy
[34]. Results from this study indicated that patients experienced gastrointestinal
symptoms 3-10 days after chemotherapy, and these returned to normal by day 28.
In contrast to this, patients did not experience oral symptoms until day 7 after che-
motherapy, remaining until day 14 before returning to normal by day 28 [34].

These results were the first to show that chemotherapy does alter the small intes-
tine. A third patient-based study was conducted to assess small intestinal mucosal
histology. Twenty-three patients were recruited for the study and underwent an
endoscopy with duodenal biopsy before and at varying time points after chemo-
therapy. Biopsies were assessed using a variety of techniques, including the apopto-
sis specific assay (TUNEL), enterocyte height, and electron microscopy [42]. We
found from this study that there was a sevenfold increase in apoptosis in intestinal
crypts 1 day after chemotherapy (Fig. 3.1), followed by a reduction in intestinal
morphometry 3 days after chemotherapy. Values had returned to normal by 16 days
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FIGURE 3.1 Electron micrograph of an apoptotic cell in the epithelial layer of the small
intestinal crypt at 1 day after chemotherapy. The arrow indicates an apoptotic cell with a
pyknotic nucleus (original magnification 12,000x). (Used with permission from Ref. 42.)

after chemotherapy [42]. All of these findings from the three clinical studies indi-
cated that cancer chemotherapy does indeed damage the small intestine. Each study
answered a question, but also led to more questions that needed answering. However,
in order to fully understand the mechanisms of how this damage occurs, an appro-
priate animal model needed to be developed. While it was possible to perform upper
GI endoscopy and biopsy in a small number of patients, additional more detailed
investigations would have been extremely difficult and time-consuming for patients,
who are heterogeneous in so many ways.

3.7 USE OF POTENTIAL ANTIMUCOTOXICS

3.7.1 Interleukin-11

One of the first potential antimucotoxics to be investigated in great detail was
interleukin-11 (IL-11). IL-11 was first cloned as a stromal-cell derived multifunc-
tional cytokine [51], and over the last decade has been the subject of much research,
including early clinical trials for patients with varying malignancies [52-54]. IL-11
has also been the focus of much research into the protection and recovery of stem
cells found within the hematopoietic system [55-57]. IL-11 stimulates proliferation
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of hematopoietic stem cells [55] as well as stimulating hematopoietic recovery fol-
lowing high dose chemotherapy treatment [56]. Additionally, IL-11 has been shown
to have nonhematological effects and is produced in varying locations throughout
the body, including the alveolar cells of the lung, chondrocytes, synoviocytes, and
thyroid carcinoma cells. Thus, IL-11 may have a role in the stem cells found in the
small intestinal crypts.

IL-11 and its receptor IL-11Ra are expressed within the gastrointestinal epithe-
lium [57-59]. Animal studies have highlighted the pleiotrophic nature of IL-11 in
numerous small intestinal pathologies, including those induced by cytotoxic treat-
ment. Keith and colleagues [60] used two different models of gastrointestinal pathol-
ogy and concluded that there was a strong beneficial effect of IL-11, which often
led to the reduction or resolution of the pathology, although they made no attempt
to elucidate the mechanisms behind this. Further studies conducted by Du and col-
leagues [57, 61, 62] examined the functional significance of IL-11 in mice treated
with combined chemotherapy/radiotherapy. The results from these studies clearly
demonstrated that mice receiving IL-11 had an increased survival rate compared
with their control counterparts, as well as an elevated mitotic index within the crypt
epithelial cells, indicating a more rapid recovery time [57, 61, 62]. In another study,
IL-11 increased the survival of mice treated with combined chemotherapy/radio-
therapy, aided the recovery of small intestinal villi, and increased cell proliferation
in crypts [63]. This was a comprehensive study and analyzed different administration
schedules of IL-11 including pre, pre and during, and postcytotoxic exposure.
However, this study did not evaluate escalating doses of IL-11 and was unable to
ascertain whether increasing the dose resulted in corresponding increases in protec-
tion [63]. Furthermore, none of the above studies used tumor-bearing animals and
were therefore unable to evaluate the effect of IL-11 on the tumor, nor the con-
founding effect of IL-11 and chemotherapy/radiotherapy on the tumor.

In the DA rat model of mucositis, the time course of mucositis and the effect of
IL-11 on preventing intestinal damage were investigated. The effect of IL-11 on
untreated animals was firstly ascertained prior to investigating the effect of IL-11
on improving mucositis following treatment with the cytotoxic MTX [20]. Biological
efficacy was confirmed by an increased peripheral platelet count. Small intestinal
mucositis was assessed using apoptosis and intestinal morphometry and it was found
that IL-11 did not reduce apoptosis following chemotherapy, but instead increased
it [20]. Surprisingly, this increased level of apoptosis did not lead to increased intes-
tinal damage, and observed intestinal morphometry levels were less severe. These
findings suggest that small intestinal apoptosis itself does not inevitably lead to
mucositis [20]. IL-11 has now been approved by the Food and Drug Administration
for treatment of adults with solid tumors and lymphomas with severe thrombocy-
topenia induced by chemotherapy [64].

3.7.2 Palifermin

Palifermin (keratinocyte growth factor, KGF or Kepivance®) is a member of the
heparin-binding growth factor family [65, 66] and is different from other family
members in that it has a specific trophic action for epithelial cells [65, 66]. Palifermin
mediates its function in a paracrine—epitheliomesechymal manner by binding to its
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receptor located in the epithelial region of the GIT and other tissues after synthesis
by mesenchymal cells located in adjacent epithelium [67-70].

Over recent years it has been the subject of many animal and clinical studies,
with particular emphasis on its interactions within the GIT. Farrell and colleagues
[71] have demonstrated that palifermin is able to protect against intestinal mucositis
in some animal models by improving weight loss and crypt survival. Palifermin has
also been shown to be effective in protecting the oral mucosa of mice following
radiation therapy [10, 11, 72-74]. These studies have clearly demonstrated that pali-
fermin is an effective antimucotoxic.

Further evidence for the antimucotoxic effect displayed by palifermin came from
a recent study in our laboratory. Using the DA rat model of mucositis, we aimed to
determine whether palifermin was effective in ameliorating intestinal mucositis fol-
lowing chemotherapy. Our results demonstrated that palifermin pretreatment sig-
nificantly reduces diarrhea and mortality after chemotherapy. This indicates that
palifermin is an effective antimucotoxic for gastrointestinal mucositis [75]. These
findings have led to palifermin being the first approved antimucotoxic drug used
clinically in Australia, Europe, and North America from December 2004 onwards,
for patients receiving stem cells transplantation, hyperfractionated radiation, and
high dosage chemotherapy. However, palifermin has yet to be approved for standard
cycles of chemotherapy.

3.7.3 Velafermin

Velafermin (FGF-20) is also a member of the fibroblast growth factor family [76—
78], and members of this family have been implicated in the normal growth and
development of the GIT [76-78]. Receptors for FGFs have been located in the
epithelial region of the GIT [79, 80]. Velafermin has previously been shown to have
activity in models of ulcerative colitis [77] and oral mucosal damage following cyto-
toxic insult [81]. Recent results from a Phase I clinical trial investigating velafermin
have indicated that it is well tolerated following intravenous administration [82] and
these results have led to Phase II clinical trials, which are now under way.

Further evidence for the role of velafermin has come in recent months. Using
the DA rat model of mucositis, multiple doses and schedules of administration of
velafermin to determine its efficacy as an antimucotoxic in gastrointestinal mucositis
were assessed. While some of the investigated doses of velafermin were found to
be less effective in reducing the severity of diarrhea and mortality, others appeared
to increase the diarrhea and mortality. However, evidence of importance of both
the dose scheduling and duration of the dosing had previously been reported by
Alvarez and colleagues [81]. In their study, they reported that administration of
velafermin on varying days and for varying durations led to different efficacies of
the antimucotoxic, and they hypothesized that this was due to the multifactorial
elements in mucositis progression. However, in our study, we identified that 16 mg/
kg velafermin was a potentially effective dose. This dose of velafermin delayed the
onset and reduced the duration of severe diarrhea and improved survival rates.
These encouraging results indicate that velafermin has the potential to be an effec-
tive antimucotoxic, and further animal studies are now warranted in order to under-
stand the mechanisms of action.
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3.74 VSL#3

The probiotic compound VSL#3 (VSL Pharmaceuticals, Italy) is a new high potency
preparation of highly concentrated freeze-dried living bacteria. Each sachet con-
tains Streptococcus thermophilus and several species of Lactobacillus and Bifido-
bacteria. The compound has been examined previously in models of inflammatory
bowel disease (IBD) and has level 1 evidence of effectiveness in ameliorating pou-
chitis and Crohn disease [83]. Being a “probiotic” means that VSL#3 is capable of
exerting good effects on the host organism by improving the balance of intestinal
flora and by ameliorating the growth of possible pathogenic microbes [84]. The
mechanism of action appears to be through protective, trophic, and anti-inflamma-
tory effects on bowel mucosa [85]. As such, it seems sensible that VSL#3 would also
be effective in ameliorating mucositis, specifically chemotherapy-induced diarrhea
(CID), which has a number of overlapping pathologies with inflammatory bowel
disease (IBD), including upregulation of inflammatory mediators [86-88]. Recently,
VSL#3 has been investigated within our laboratory using the DA rat mucositis
model in a study comparing schedules for effectiveness of diarrhea prevention fol-
lowing chemotherapy. Promising results have come from the initial series of experi-
ments indicating its potential antimucotoxic ability.

3.7.5 Other Potential Antimucotoxics

There are numerous other antimucotoxics that have been tested in animal models.
These include transforming growth factor-f [89], insulin-like growth factor-1 [24,
90], whey growth factor [25], glutamine [34, 91], and epidermal growth factor [92],
to name a few. It is important to continue to study these potential antimucotoxics
in animal models prior to use in humans.

3.8 IRINOTECAN: A SPECIAL CASE?

Irinotecan hydrochloride (CPT-11) is a relatively new cytotoxic agent used primarily
to treat colorectal carcinoma [6, 17, 75]. The mode of action is to inhibit DNA
topoisomerase I [93-96]. One of the biggest problems with using this cytotoxic agent
is the severe and frequent gastrointestinal toxicities, particularly diarrhea [6, 17,75,
93-96]. The severe nature of the diarrhea, coupled with the fact that the underlying
mechanisms of its development remain unknown, means that the use of irinotecan
is limited. This makes an otherwise very effective drug very difficult to use clinically
[75]. Although chemotherapy-induced diarrhea (CID) is well recognized [97-99],
the underlying mechanisms have received very little attention. Much of the informa-
tion in the published literature is based on clinical observations with very little basic
science. It is therefore important that we gain a better understanding of the mecha-
nisms behind irinotecan-induced diarrhea, as its continued use will be questionable
if the dose-limiting and often life-threatening diarrhea associated with administra-
tion cannot be prevented [100].

Utilizing a number of different animal models, including the DA rat model of
mucositis, the way in which the GIT responds to irinotecan has been somewhat elu-
cidated;however, the exact mechanism of induction remains unclear [6,17,75,93-96].
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FIGURE 3.2 Photomicrographs of rat jejunum stained with hematoxylin and eosin: (A)
Untreated control, (B) 6h, (C) 24h, and (D) 48h. Irinotecan treatment caused changes in
morphometry, which included apoptosis (arrows) and crypt degeneration (bars) at early time
points. Crypt hyperplasia and villus atrophy occurred at 48h. Original magnfication 100x.
(Used with permission from Ref. 114.)

Using the DA rat model of mucositis, our laboratory has, for the first time, been able
to establish the changes that occur in the GIT. We first demonstrated a clear time
course of gastrointestinal mucositis, caused by irinotecan (Fig. 3.2). Furthermore, we
demonstrated that irinotecan causes severe colonic damage (with apoptosis) (Figs.
3.3 and 3.4) and accompanying excessive mucus secretion, suggesting that this
increased level of apoptosis, histopathological changes, and goblet cell changes may
cause changes in absorption rates leading to diarrhea [17,47]. Further animal models
have investigated the effect of irinotecan on the mouse ileum and cecum. These
studies have suggested that the diarrhea induced by irinotecan is the result of the
malabsorption of water and electrolytes and mucin hypersecretion [95].

More recently, evidence has arisen that suggests irinotecan-induced diarrhea is a
result of interactions between drug metabolism and bacterial microflora [95, 96,
101-103]. One such series of animal experiments has suggested that irinotecan-
induced diarrhea is in fact due to changes in bacterial microflora [104, 105]. These
studies concluded that irinotecan treatment causes changes in the microflora of the
stomach, jejunum, colon, and feces of rats, and that these changes are associated
with the development of diarrhea. Furthermore, these changes in microflora may
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FIGURE 3.3 Effect of 100mg/kg, 150mg/kg and 200 mg/kg irinotecan given intraperitone-
ally (IP) over 2 days on jejunal crypt cell apoptosis in rats with breast cancer. Apoptosis was
maximal in all doses 6h following treatment (100 mg/kg and 200mg/kg P < 0.05). White bar,
control; diagonal stripes, 100 mg/kg irinotecan; dots, 150 mg/kg irinotecan; black bar 200mg/kg
irinotecan. Results are shown as mean £ SEM. (Used with permission from Ref. 17.)
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FIGURE 34 Effect of 100mg/kg, 150 mg/kg, and 200 mg/kg irinotecan given IP over 2 days
on colon crypt cell apoptosis in rats with breast cancer. Apoptosis was maximal in all doses
6h following treatment (100mg P < 0.042; 200mg/kg P < 0.04). White bar, control; diagonal
stripes, 100mg/kg irinotecan; dots, 150mg/kg irinotecan; black bar, 200mg/kg irinotecan.
Results are shown as mean + SEM. (Used with permission from Ref. 17.)
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have systemic effects and, in particular, may contribute to the development of che-
motherapy-induced mucositis [104, 105]. These results from recent animal studies
have been able to be translated back to the clinical setting. We are currently inves-
tigating if microflora change in patients following chemotherapy. This highlights the
true translational research capacity of an appropriate animal model.

3.9 RADIOTHERAPY: A NEW APPLICATION FOR THE DA RAT
MODEL OF MUCOSITIS

Radiation therapy for head and neck cancers results in 30% and 60% of patients
developing oral mucositis, while pelvic radiotherapy can lead to acute radiation
damage to the anorectal region in up to 75% of patients [106]. These symptoms can
be severe enough to interrupt the planned course of treatment in around 10% of
patients [107]. Intestinal epithelial injury is one of the major dose-limiting factors
in radiation oncology, as acute radiation mucositis severely negates the ability of
patients to tolerate higher doses of radiation, which produce greater antitumor
effects than lower doses [108]. Despite this, there is currently no appropriate animal
model for determining fractionated radiation damage to the GIT, and we have been
unable to assess how multiple fractions/doses of radiation therapy cause damage,
not only to the epithelium but to all layers of the GIT. It is important to develop
such a model as fractionated radiation therapy is a common treatment option in the
clinic, leading to severe side effects.

The DA rat model of mucositis has been used extensively in the study of chemo-
therapy-induced mucositis and results have clearly indicated that mucositis induced
by this model is similar to that seen in humans. Currently, there is no animal model
for fractionated radiotherapy to study damage to the GIT, with the majority of
animal models involving irradiation utilizing a single dose of whole body irradiation
[22, 109] or fractionated doses to the head and neck (snout) regions only [72]. The
research conducted by Dorr and colleagues have shown that palifermin is effective
in reducing the acute oral mucositis induced by radiation therapy [10, 22, 72-74,
109], with the positive effects seeming to be based on changes occurring to the epi-
thelial proliferation and differentiation processes [10]. It is now of vital importance
to translate this research from a head and neck (snout) only radiation model to an
animal model that is able to study damage to the entire GIT. Many patients receive
this modality of treatment and in order to understand how fractionated doses of
radiation therapy cause mucositis in the clinic, we need an appropriate animal
model. There are differences between chemotherapy, single-dose radiation therapy,
and fractionated radiation therapy that relate to the continued, cumulative damage
of daily radiation.

3.10 NEW ADVANCES

3.10.1 Introduction

Clinical research has documented the occurrence of mucositis in cancer patients,
highlighting its prevalence and importance; however, animal research has primarily
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been responsible for elucidating the mechanisms underpinning its development. The
overall goal of preclinical or basic mucositis research is to reduce the burden of
disease in cancer patients. Effective realization of this goal will be achieved through
an enhanced focus on identifying patients who are at a greater risk of toxic effects
and those who are less likely to respond to treatment with potentially life-threaten-
ing agents [110]. Increased understanding of complex disease pathways and applica-
tion of a number of new technologies in preclinical models have created a renewed
ability to move forward in this area.

3.10.2 Continuum of Mucosal Injury Research

The most significant advance in mucositis research in the past five years has been
the development and characterization of the five-phase model of mucositis to
explain its unique pathobiology [13, 86, 88]. The model includes the sequential,
but not necessarily discrete, five biological stages of damage induced by cancer
treatment.

1. Initiation. This stage occurs rapidly following administration of cancer treat-
ment and is activated by the simultaneous effects of both DNA and non-DNA
damage within epithelial and submucosal cells and generation of reactive
oxygen species (ROSs).

2. Upregulation and Message Generation. Here DNA strand breaks and ROSs
activate multiple transcription factors, including p53 and NFxB, which regulate
a great number of downstream genes involved in mucosal toxicity. At the same
time, non-DNA damage-associated events occurring include production of
ceramide and matrix metalloproteinases, which lead to apoptosis and tissue
breakdown.

3. Signaling and Amplification. Due to the activation of transcription factors,
proinflammatory cytokines accumulate and target the tissues of the submu-
cosa, with this damage also acting as a positive feedback signal to amplify the
reaction. Furthermore, certain cytokines are capable of activating the initial
transcription factors further and enhancing upregulation of metalloprotein-
ases and ceramide.

4. Ulceration. This phase is considered the most significant in mucositis and is
characterized by a loss of mucosal integrity with superficial bacterial coloniza-
tion of the subsequent lesions. The consequences of this include activation of
infiltrating mononuclear cells to release additional proinflammatory cytokines
and the upregulation of proapoptotic genes, potentiating tissue injury.

5. Healing. Generally, mucositis resolves once cancer treatment has ceased and
is likely carried out in a similar fashion to other types of mucosal healing, with
epithelial cell migration, proliferation, and differentiation of healing tissue.

This model was discovered gradually, with the questions answered from a pre-
clinical animal model of oral mucositis [15, 27, 28, 111, 112], which was further evi-
denced in other animal models [16, 17, 20, 104, 113-115] and confirmed in human
biopsy samples [18, 116, 117]. It changed the historical thinking of mucositis as a
solely epithelial-driven injury to one involving the entire mucosa and all cell types
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contained within. This new model of mucositis has allowed opportunities to target
steps in development of injury. A definitive pathway for the disease is critical for
designing experiments for testing interventions in the few mucositis-specific animal
models that exist. A particular example of this is anti-inflammatory agents. Since it
is now recognized as an important mechanism involved in mucosal injury, currently
used agents in the treatment of other inflammatory disorders may prove useful in
prevention and treatment of mucositis and should be tested in preclinical models
[118].

Toxicities associated with cancer treatment include those that are localized or
regional (ulcers, xerostomia, abdominal pain, malabsorption) and those that are
more generalized or systemic (fatigue, lack of appetite, nausea) [119]. The recent
realization of concurrent tissue-based and systemic toxicities has resulted in the new
paradigm of toxicity clustering [120]. New research initiatives are now under way
to further investigate the common aspects of pathogenesis in all cancer treatment-
related toxicities (D. Keefe and S. Sonis, personal communication), a significant
advance in the approach to this oncological problem. Interestingly, the proof of
principle testing for this new way of thinking was carried out in cancer patients
[120]. Translational research in the laboratory using animal testing is now occurring
to examine in greater details some of the initial findings.

3.10.3 Emerging Tools in Cancer Treatment and Diagnosis Improvement
Requiring Mucositis Research

Biological Response Modifiers Although biological response modifiers (BRMs)
were initially studied in the 1960s for their potential use in cancer therapy, poor trial
results caused a loss in momentum in research [121, 122]. Now refreshed with
renewed interest, it has become a rapidly advancing area in cancer treatment. BRMs
modify the relationship between the tumor and the patient and can be divided into
three main categories: (1) agents that restore, augment, or modulate the patients’
normal immunological mechanisms; (2) agents that have direct antitumor effects;
and (3) agents that have other biologic effects including interference with a tumor
cell’s ability to metastasize, promotion of cell differentiation, or interference with
transformation of cells (Oncolink website). BRM agents currently being evaluated
include monoclonal antibodies, interferons, interleukin 2, and tumor necrosis factor.
Collectively, this form of treatment has been named immunotherapy due to its
immune system regulatory properties. Side effects associated this these treatments
include fever, chills, rash, vomiting, hypotension, and allergic reactions and can be
severe [123, 124]. As such, patients need to be carefully monitored following admin-
istration of drugs. Although initially developed through animal-based research, it is
obvious that to improve the therapeutic use of these agents, further preclinical
research needs to be conducted to elucidate mechanisms for averting toxicity. The
rat mucositis model is an appropriate animal model for this.

A special case is the targeted anticancer therapies, including monoclonal antibod-
ies and small molecules [125]. Both of these are gaining a significant and expanding
role in the therapy of cancer, but the use of targeted therapy remains in combination
with conventional cancer treatments (chemotherapy and radiotherapy) for optimal
response. A recent review of the literature surrounding the targeted anticancer
therapies identified mucosal toxicities as a significant component of the treatments
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that was not well studied [125]. These toxicities included diarrhea and mouth ulcers
[125]. Furthermore, economic considerations of these toxicities need to be addressed.
The combination treatment of monoclonal antibodies with other therapeutic agents,
including other antibodies, can cost upwards of $10,000-$25,000 (U.S.) a month. This
has staggering financial implications for patients and challenges the healthcare
system. Considering that not all patients are responsive (most likely due to differ-
ences in targeted receptors), molecular testing to assign drugs on an individual
patient basis needs to quickly become part of the paradigm of biological therapy
[126]. Thus, there is an obvious need to examine the mucosal toxicities as well as
other systemic toxicities in order to understand the mechanism(s) of damage as well
as to target appropriate prevention or treatments. Animal models may provide the
most appropriate way of investigating this.

Gene Therapy The emerging field of gene therapy is quite broad and promises a
number of innovative treatments in the cancer treatment setting as well as the pre-
vention of disease. In animal models of lung cancer, survival benefits have been
demonstrated using gene therapy to create cancer vaccines, target viruses to cancer
cells for lysis, decrease the blood supply to the tumor, and introduce genes into the
cancer cells that either cause death or restore a normal phenotype [127, 128]. This
is the next generation in cancer therapeutics thanks to the introduction of genetic
engineering. However, caution must be used when applying the therapy. Current
gene therapy vaccines rely on modulation of the immune system and stimulation of
proinflammatory cytokines to destroy tumor cells. This could lead to perturbation
of mucositis, where activation of the inflammatory cascade results in mucosal tissue
damage. Continued development of gene therapy approaches in animal models will
provide the necessary platform to address this and many other concerns relating to
its future use in the clinic.

Pharmacogenetics Expanding knowledge of the molecular basis of cancer and its
associated diseases, such as mucositis, has shown that differences in gene expression
patterns can guide therapy. The field of research concerning genetic variability in
response to drugs is termed pharmacogenetics. Technologies involved in this type
of research include DNA sequencing, single nucleotide polymorphism (SNP) dis-
covery, and genotyping [129]. Clinical research dominates in this area, with the
observation of patient response heterogeneity triggering interest. However, the
application of the knowledge garnered from patient results to design preclinical
experiments should prove valuable in the future. Realization that certain drug
metabolism pathways can be manipulated to modulate cancer therapy response
should be investigated in appropriate animal models.

Pharmacogenomics Pharmacogenomics is the study of inherited differences in
interindividual drug disposition and effects. Pharmacogenomics is especially impor-
tant for oncology, as severe systemic toxicity and unpredictable efficacy are hall-
marks of cancer therapies [130]. The recent completion of the human genome
combined with emerging genomic and proteomic technologies has advanced this
field considerably in the past five years. Arguably the most important discovery
platform now in use is microarrays. The types of microarray in oncology molecular
diagnostics are currently cDNA, oligonucleotide, and tissue based. For effective
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explanation of the huge amount of measurements generated by these microarrays,
significant computer-based data analysis systems have been designed. The four
predominant methods of data analysis have emerged as hierarchic clustering, self-
organizing maps, multidimensional scaling, and pathway associations [131]. Collec-
tively, they can be used for tumor classification and subtyping, drug and biomarker
discovery, and the powerful tool of transcription profiling of whole genome mRNA
expression to establish profiles of gene expression and biological pathway activation
[129]. This is possible for multiple species, so application of this technology will allow
a great number of questions to be answered, and of course generated, using animal
models of disease. Mucositis research using the DA rat model has recently intro-
duced microarray experiments into routine laboratory tests and generated a wealth
of new directives for elucidating mucosal toxicity mechanisms and risk factors [6].

An extension of pharmacogenomics is molecular cartography, which is the science
of identifying the interaction of genes and gene products that characterize the func-
tion and specialization of each individual cell in the context of cell-cell interaction,
tissue and organ function, and system’s biology [132]. Molecular cartography or
“meta-genomics” will be an exciting area for research in the future. Again, animal
models will provide the platform needed to investigate the intricate and multi-
faceted interactions of genes, so as to elucidate pathological processes, including
mucositis, and in the development of novel or improved modes of treatment
intervention.

Toxicogenomics Of particular importance in mucositis research is the developing
field of toxicogenomics. This is the study of gene expression patterns using high
throughput microarrays, automated real-time PCR, nuclear magnetic resonance,
and proteomic strategies designed to detect up- and downregulation of genes associ-
ated with drug toxicity risk [133]. Toxicogenetic markers for adverse side effects
identified in animal models will influence selection and optimization of lead com-
pounds for human studies. An example of this is the discovery that inherited forms
of the long QT syndrome can be caused by high affinity drug blockade associated
with mutations in the HERG potassium channel regulator [134]. The true value of
toxicogenomics is currently unrealized; however, with continued advances in data
mining and expression profiling technologies, this will occur in the near future.

Nanomedicine The National Cancer Institute has described nanotechnology as a
significant research initiative that could transform cancer research and clinical
approaches to cancer care (NCI website 2006). There are a growing number of
examples of how nanotechnology tools and nanomachines are transforming the way
we approach disease diagnosis, treatment, and prevention. Each has developed
through animal models and many remain in the preclinical stages [134]. For example,
nanopore sequencing is an ultrarapid method of sequencing based on pore nano-
engineering and assembly used for the detection of SNPs and for gene diagnosis of
pathogens; microneedles are micromachined needles and lancets engineered from
single crystal silicon to be used for painless drug infusion, cellular injection, and a
number of diagnostic procedures; and drug delivery microchips are microfabricated
devices that incorporate micrometer-scale pumps, valves, and flow channels to allow
controlled release of single or multiple drugs on command, especially useful in the
long-term treatment of conditions requiring pulsatile release of drug following
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implantation. Each of these technologies will have particular and individual side
effects of treatment.

The issue of toxicity is a particular concern with all new technologies, such as
nanomedicine, but often is ignored. Therefore, to ensure efficient application of
these technologies, it is essential that fundamental research is carried out to address
this issue. In this respect, the use of a preclinical animal model is vital to develop-
ment of the treatment. In the situation of mucositis, new drug delivery systems have
the potential to be truly effective in reducing tumor burden but may induce consid-
erable mucosal toxicity and should be examined fully in the model. In this respect,
it should become a priority for the NITH and NCI in their respective nanotechnology
funding programs.

3.11 FUTURE USE OF ANIMAL MODELS IN MUCOSITIS RESEARCH

With the constant application of drug screening and agent testing for potential
cancer treatments and supportive agents to use in the clinic, the animal model of
mucositis will continue to be a highly valuable tool. We are currently in an age where
the biotechnology and pharmaceutical industries are progressing rapidly, offering
exceptional new drugs into development. However, it remains that proper rigorous
preclinical testing in appropriate and truly representative models needs to be carried
out with each new antimucotoxic treatment to ensure that innovative treatment
approaches are not introduced before the technology or its understanding has
matured sufficiently to extract maximum benefit.

Over the next twenty years, due to the ageing population, the global incidence
of cancer will greatly increase and with it mucositis. There will also be an increase
in consumerism in medicine, with better informed and assertive patients seeking out
novel therapies. For these reasons, the continued development of clinically useful
therapies for mucositis is essential. However, the combination of complex factors
including technological success, society’s willingness to pay, and future healthcare
delivery systems will undoubtedly influence how preclinical models are designed
and implemented [135].

3.12 CONCLUSION

To summarize, this chapter has described the use of animal models for research of
the clinical problem of mucositis. The strong relationship in this example, between
animal investigation and translation to the clinical setting, has provided a unique
opportunity to conduct effective research in what continues to be a significant
oncological problem. With continuing dedication to research and drug development
in this area, we will undoubtedly see further improvements in treatment.
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41 INTRODUCTION

The population at large has been exposed to a variety of existing/new chemicals and
drugs that have subsequently been shown to trigger mutations (genetic damage)
and cancers, in addition to other genetic diseases. Hence, genetic toxicity testing has
been an important aspect and essential component for assessing the mutagenic/
carcinogenic potential of such agents and is indispensable for product development
and registration. It is no wonder that numerous chapters, reviews, and books have
been devoted to the development, standardization, and usage of predictive tests
for mutagenicity/carcinogenicity. International guidelines indicate that a standard
battery of genotoxicity tests, including the bacterial mutation assay, is normally
required for new chemicals to assess their ability to cause genetic damage. During
the past thirty years, bacterial systems have been extensively employed and modi-
fied for their ability to detect genotoxic potential of chemicals and drugs. The bacte-
rial mutation assay is a reliable and widely used short-term assay for initial screening
of chemicals for their potential mutagenic/carcinogenic activity. The assay has been
recommended and accepted by various regulatory agencies for registration and
acceptance of many chemicals. Although short-term tests are useful, they have their
own advantages and limitations. This chapter provides an overall outline on the
utilization of bacterial systems for rapidly screening/detecting mutagenic/carcino-
genic chemicals, by their ability to induce single gene mutations. In addition, it pro-
vides procedures and recommendations for conducting the tests.

4.2 HISTORICAL PERSPECTIVE

Chemical mutagenesis and carcinogenesis have been known for many years and are
well documented. Previously, potential carcinogenic/mutagenic chemicals have been
identified based on their known association with human cancers and hereditary
disorders and also by their ability to produce tumors in laboratory animals. Due to
the lengthy, complex, and expensive nature of these studies and limited resources,
attention has been focused on the development of “short-term tests” for detecting
chemical carcinogens, using biological systems rather than whole mammals. Numer-
ous short-term tests have been developed and are being used; such assays need less
time than classical long-term studies.

The bacterial mutation assay is a widely used short-term test based on the prin-
ciple of detecting chemicals that induce reverse mutations and restore the functional
competence of a bacterial strain that is defective in synthesizing a vital amino acid.
Chemical mutagens and/or carcinogens act directly on DNA, inducing irreversible
genetic damage and cancers. However, the majority of chemicals are not biologically
active until they are metabolized or enzymatically converted into reactive mole-
cules, generally in the liver. Since bacteria are unable to metabolize chemicals as in
mammals and other vertebrates, early attempts to demonstrate the potential muta-
genicity/carcinogenicity of chemicals using bacterial assays failed to show respon-
siveness to various chemical mutagens.

In the 1950s, chemicals were tested for mutagenicity in Escherichia coli using
suspension and plate (spot) tests or its variation. Due to the relative insensitivity
of E. coli mutation in reverting from streptomycin dependence to streptomycin
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independence and lack of knowledge of metabolic activation of mutagens, this test
was not well recognized. In suspension assay, cells are treated in suspension. In the
spot test, a small amount of the test chemical is applied directly to the center of a
selective agar medium plate seeded with the test organism. As the chemical diffuses
into the agar, a concentration gradient is formed and will give rise to a ring of
revertant colonies surrounding the area where the chemical is applied [1].

In 1971, Ames [2] initially used the same spot test method for screening mutagens
using a large collection of Salmonella typhimurium histidine mutant strains. At the
same time, Yanofsky [3] presented a number of E. coli tryptophan mutants that
could also be used for detection of mutagens. The concept of metabolic activation
of chemicals by mammalian liver was introduced by Miller and co-workers [4-6].
This was supported by Heinrich Malling’s [7] report on the in vitro activation of
dimethylnitrosamine to a mutagen for Salmonella, by incorporating a mouse liver
homogenate with the cells in a suspension assay. This was further supported by a
publication by Garner et al. [8] showing that liver microsomes could activate afla-
toxin B1 to a product that was toxic to the Salmonella tester strains. Following the
concepts of liver homogenate, Ames et al. [9] prepared a supernatant of liver
homogenate by centrifugation at 9000g, called it S9, and incorporated it into a top
agar containing a tester bacterial strain and a test chemical, thereby producing the
plate test, which is more sensitive and quantitative than the spot test. The first com-
prehensive validation of bacterial tests for detecting carcinogens was conducted by
Ames and colleagues [10], using a combination of bacteria (Salmonella) and mam-
malian microsomal enzymes. A series of studies from Ames’s laboratory and other
laboratories have demonstrated that Salmonella mutagens were rodent carcinogens,
and almost all carcinogens were mutagens [11, 12]. Green and Muriel [13] first
reported the trp* (tryptophan) reversion assay using E. coli WP2 strain for routine
screening of chemicals. It detects trp™ to trp* reversion at a site blocking a step in
the biosynthesis of tryptophan prior to the formation of anthranilic acid. This assay
is used by some laboratories in combination with the Salmonella assay to screen
chemicals for mutagenic activity. Over the years, modifications to the standard plate
incorporation assay have been developed by different researchers and additional
mutations were engineered into the strains of Salmonella and E. coli that enhanced
the sensitivity of the test and allowed testing of a wider range of chemicals. It is
noteworthy that multiple tester strains are necessarily used in the bacterial mutation
assay because of the differences in their sensitivity.

4.3 PRINCIPLES AND STRATEGIES OF THE ASSAY

The bacterial mutagenicity assay is a widely used short-term genetic toxicology
assay designed to screen a wide range of chemical substances and drugs for their
mutagenic or carcinogenic potential [10, 14]. It is also known as the bacterial reverse
mutation test. In principle, the test employs several amino-acid-requiring strains of
Salmonella typhimurium/Escherichia coli (E. coli), carrying a different mutation in
various genes involved in the histidine/tryptophan biosynthetic pathway [13, 15].
Hence, they are dependent on amino acid supplementation in culture medium in
order to grow. Chemicals that induce mutations revert those mutations already
present in the bacteria (back mutation) and restore the functional capacity of the
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bacteria to synthesize a particular amino acid, which is detected by the bacteria’s
ability to grow and form colonies in the absence of that amino acid. The number of
spontaneously induced revertant colonies per plate is relatively constant. However,
when a mutagen is added to the plate, the number of revertant colonies per plate
is increased, usually in a dose-related manner. Figure 4.1 shows control and mutagen-
treated bacterial plates.

Bacterial test systems fall into three main classes: namely, those that detect back-
ward mutations, those that detect forward mutations, and those that rely on a DNA
repair deficiency. However, the most widely exploited method is the induction of
backward or reverse mutations in Salmonella typhimurium and less frequently in
Escherichia coli. The objective of this assay is to evaluate the mutagenic potential
of test chemicals by studying their effect on one or more histidine (auxotrophic)
requiring strains of Salmonella typhimurium in the absence and in the presence of
a liver metabolizing system. When the cultures are exposed to a mutagen, some of
the bacteria undergo genetic changes due to chemical interactions, resulting in
reversion of the bacteria to a non-histidine-requiring state. The reverted bacteria
will then grow in the absence of exogenous histidine, thus providing an indication
of the potential of the chemical to cause mutation.

Bacteria are single-celled organisms. They divide rapidly and are relatively easy
to grow in large numbers in a few hours. However, mutations occur naturally at a

FIGURE 4.1 (a) Control, (b) benzopyrene treated without S9 mix, (¢) solvent (DMSO)
control with S9 mix, and (d) benzopyrene treated with S9 mix.
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specific locus in less than one in a million bacteria at each cell division. As the
biochemistry and genetics of bacteria are well established, it has been possible to
develop special strains that are sensitive to a wide range of mutagens. Since different
strains are mutated by different classes of compounds, multiple tester strains are
necessarily used. Different amino acid requiring bacterial strains could also be used;
however, the basis of the test is very similar, except that the bacteria have a require-
ment for a different amino acid.

To increase the test’s sensitivity, bacterial strains have been modified genetically
and made more susceptible to mutagens by changing the structure of their cell walls,
so that they become more permeable to large fat-soluble molecules. Another genetic
manipulation introduces plasmids (small DNA molecules) that carry genes that
interfere with DNA repair, making the host bacteria even more susceptible to the
mutagenic effects of chemicals. The possibility of a chemical mutagen hitting the
mutational site of the tester strain in order to reverse mutate is increasingly achieved
by using several strains of the same species of bacterium, each carrying a different
preexisting mutation (targets) in the same amino acid gene. For example, there are
several strains of S. typhimurium, each carrying different mutations in the histidine
gene but commonly sharing other traits, like DNA-repair defects and cell-wall
defects that improve the strain’s sensitivity.

As mentioned previously, unlike mammalian cells, bacteria lack the ability to
metabolize chemicals; hence, the test requires use of an exogenous source of meta-
bolic activation [16]. The enzymes are therefore added in the form of a liver extract
prepared from laboratory animals, usually rats. The rats are given chemicals (“induc-
ers”) that increase the amount of metabolic-activation enzymes in the liver. Subse-
quently, the liver homogenate is subjected to centrifugation at a speed of 9000g so
as to collect the supernatant containing the metabolic enzymes and this is called S9
(short for “9000g supernatant”). The most widely used inducer is Aroclor 1254, a
mixture of polychlorinated biphenyls. Phenobarbital plus 5,6-benzoflavone is also
used for induction.

In the bacterial mutation assay, the amino acid deficient bacteria, Ais~ bacteria,
are mixed with S9 and several doses of the test chemical with very limited supply
of histidine and are allowed to divide. A chemical that induces mutation either by
itself or by its metabolites (by the action of S9) is detected by its ability to transform
bacteria into those that can grow into a colony even when the supply of histidine
has been used up. These transformed bacteria/revertants restore the ability to
synthesize histidine from inorganic nitrogen and can grow without supplementation
of histidine. Results are expressed as the number of revertant colonies per plate
(Fig. 4.2).

4.4 SIGNIFICANCE AND LIMITATIONS OF THE ASSAY

The bacterial mutation assay is a rapid, reliable, and economical method for screen-
ing many types of substances for their potential genotoxic activity. It is widely used
as an early screening tool, due to its procedural simplicity, and has demonstrated a
positive correlation between bacterial mutagenicity and carcinogenicity in mammals.
Many chemicals that are positive in this test are genotoxic in other tests as well.
Bacterial tests have the advantage of testing millions of cells with a relatively short
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FIGURE 4.2 Diagrammatic procedural outline: bacterial mutation assay.

generation time. The rapidly dividing nature of a bacterial system and the rare
occurrence of natural mutations at a specific locus makes it suitable for mutagenicity
testing. Unlike higher organisms, in which the DNA is organized into complex
chromosomal structures, bacteria contain a single circular molecule of DNA that is
readily accessible to chemicals that can penetrate the cell wall. The biochemical and
genetic nature of the bacteria is well recognized and has led to the possibility of
developing special strains of bacteria that are sensitive to a wide range of mutagens.
Each strain is specific and provides information on the types of mutations induced
by genotoxic agents. Bacterial mutation assays are used in a large number of labo-
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ratories throughout the world. A database of the results for a wide variety of chemi-
cal structures is available for bacterial reverse mutation tests. The results obtained
may be combined and correlated with the results of other tests (e.g., in vitro mam-
malian cell assays and in vitro cytogenetic assays) to evaluate the possible mutagenic
risk of a test chemical. Thus, bacterial mutation assays give the best overall perfor-
mance, producing reliable results in a large number of laboratories, and are con-
firmed as the first choice as an initial screening test. Furthermore, bacterial tests
have been validated in far greater detail than any other tests currently used in
genetic toxicology.

Although bacterial mutation tests have lots of advantages, they also have some
limitations. Bacteria, being prokaryotic cells, differ from mammalian cells in factors
such as uptake, metabolism, chromosome structure, and DNA-repair processes.
Only gene mutations can be detected using a bacterial system. Bacteria do not or
insufficiently possess enzyme systems responsible for metabolic processes. Hence,
the test requires the use of an exogenous source of metabolic activation (S9), which
does not represent the complicated enzyme network in mammalian tissue. The
information obtained through the test, on the mutagenic and carcinogenic potency
of a substance in mammals, is not always promising. The test may not provide suffi-
cient information on the genotoxicity potential of compounds that are excessively
toxic to bacteria, such as antibiotics, and compounds that are known to interfere
with the mammalian cell replication system (e.g., topoisomerase inhibitors, nucleo-
side analogues, or inhibitors of DNA metabolism). The test also cannot detect
chemical carcinogens that act by nongenotoxic (without causing DNA damage)
mechanisms (e.g., asbestos, nickel, arsenic, and hormone-like chemicals such as
diethylstilbestrol). Despite these limitations, bacterial mutation tests have been
found to be extremely valuable as the first in a series of tests for screening chemicals
for potential mutagenic and carcinogenic activity.

4.5 ASSAY PROCEDURES AND EXPERIMENTAL DESIGN

4.5.1 Procedural Outline

The bacterial mutation assay is used to assess the chemical’s ability to induce point
mutations in the bacteria, which are deficient in synthesizing an amino acid (due to
the mutation present in the amino acid synthesizing gene), thus reverting the muta-
tion and restoring the capacity to synthesize the amino acid and to grow without
amino acid supplementation. In general, bacterial cultures are exposed to the test
substance in the presence and absence of an exogenous metabolic activation system
and are plated onto minimal agar medium. After 2-3 days of incubation, revertant
colonies are counted and compared with that of the negative or solvent control
plates. Statistical analysis of the counts are carried out, and the results for mutagen-
icity are assessed. This is one of several genotoxicity assays required for product
safety testing.

Numerous procedures have been described for performing a bacterial mutation
assay. The two basic and commonly used methods are the plate incorporation
method and the preincubation method. The plate incorporation method is the most
commonly used method; however, the preincubation method is recommended
for some chemical classes such as azo dyes, aliphatic N-nitroso compounds, and
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alkaloids [17]. Other procedures include the fluctuation method and the suspension
method. In the plate incorporation method, bacterial cultures are exposed to the
test chemical in either the presence or absence of a metabolic activation system,
combined with molten overlay agar, and plated immediately onto minimal agar
medium [18-20]. In the case of the preincubation method, the treatment mixture is
preincubated at 37°C for 20-60 minutes and mixed with the overlay agar before
plating onto minimal agar medium [19]. Minimal agar medium contains salts and a
carbon source that is sufficient to support growth. The top agar/overlay agar con-
tains a trace amount of amino acid that is sufficient to promote the limited growth
of the nonrevertant bacteria. This is important for several reasons, which are dis-
cussed in later sections. Establishment of consistent methods for every phase of the
experiment is a prerequisite [21]; hence, the parameters and the procedural details
that influence the specificity and fidelity of the assay are discussed next.

4.5.2 Bacteria

Healthy growing bacterial cultures with high titer of viable bacteria should be used
for the experiments. Viable cell numbers could be determined by a plating experi-
ment. Bacterial cultures should be grown up to the late exponential or early station-
ary phase of growth (approximately 10° cells/mL). It is noteworthy that cultures in
late stationary phase should not be used. For overnight cultures, excessive aeration
and shaking exceeding 120rpm should be avoided [30]. The culture temperature
should be maintained at 37 °C. Although all Salmonella strains are histidine depen-
dent, various strains of bacteria are available that differ in their sensitivity to various
classes of mutagens. Some chemicals are strain specific, whereas others may be
detected in several strains. The five recommended combination and commonly used
strains of S. typhimurium are TA100, TA1535, TA102, TA9S, and TA1537 or TA97.
These strains, except TA102, have GC base pairs at the primary reversion site and
detect a majority of mutagens [17] but not certain oxidizing mutagens, crosslinking
agents, and hydrazines. Such substances may be detected by DNA repair-proficient
strains of E. coli (e.g., E. coli WP2 or E. coli WP2 (pKM101)). Escherichia coli WP2
or S. typhimurium TA102 have an AT base pair at the primary reversion site [12].
Thus, on the basis of the chemical class or structure, alternative strain(s) should be
considered.

Furthermore, additional mutations/genetic alterations have been introduced to
increase the sensitivity of the tester strains to chemical mutagens: for example, uvrA
gene mutation in E. coli and uvrB-bio gene mutation in S. typhimurium, which
eliminate the accurate excision repair mechanism, thereby allowing more DNA
lesions to be repaired by the error-prone DNA-repair mechanism. Furthermore, the
deletion through the biotin gene makes the bacteria biotin dependent. rfa mutations
lead to a defective lipopolysaccharide (LPS) layer that coats the bacterial surface,
making the bacteria more permeable to bulky chemicals [16]. Introduction of
plasmid pKM101 in strains enhances chemical and UV-induced mutagenesis via an
increase in the error-prone recombinational DNA-repair pathway [22]. The plasmid
confers ampicillin resistance, which is a convenient marker to detect the presence
of the plasmid. Introduction of multicopy plasmid pAQ1 with a hisG428 mutation
amplifies the number of target sites.
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In order to maintain experimental quality and reliability, bacterial strains should
regularly be checked for their characteristic genetic traits, including amino acid
requirement, background mutation, induced mutation with reference mutagens,
presence of plasmids where appropriate, and presence of cell-wall and DNA-repair
mutations. Furthermore, it is also necessary that the strains should yield spontane-
ous revertant colony counts within the frequency ranges expected from the labora-
tory’s historical control data and preferably within the range reported in the
literature. Stock cultures should be stored at a temperature below —70 °C. Overnight
cultures for routine assays should be prepared by inoculation from stock cultures—
never from a previously used overnight culture. The overnight culture should contain
at least 10° viable bacteria/mL and should be freshly prepared for each
experiment.

4.5.3 Storage and Reisolation

Frozen stocks of strains are stored at —80 °C. They are prepared from fresh overnight
cultures to which 10% (v/v) DMSO or glycerol is added as a cryoprotective agent.
Usually fresh oxoid nutrient broth culture is grown to a density of 1-2 x 10° bacte-
ria/mL. For each 1 mL of culture, 0.09mL of high purity grade DMSO is added. For
preparing multiple frozen tubes, combine the culture and DMSO in a sterile tube,
flask, or bottle, mix gently until the DMSO is dissolved, and distribute the culture
aseptically into sterile 1.2mL cryotubes that have been labeled appropriately. All
the tubes are placed in a bed of crushed dry ice until the cultures are frozen solid
and subsequently transferred to —80 °C freezer/liquid nitrogen.

Tester strains are reisolated from the frozen stock by streaking the bacteria on
minimal glucose agar plates enriched with histidine and biotin. Dip a sterile wooden
stick into a stock culture (or scrape the bacteria from the surface of the frozen
culture) and make a single streak across the surface onto the agar plate. Cross streak
the culture using sterile platinum wire. Incubate the plate for 48h at 37°C; pick a
well isolated colony for overnight growth in oxoid nutrient broth. It should be noted
that frequent thawing and refreezing of tester strains may result in reduced
viability.

4.5.4 Medium

An appropriate minimal agar medium containing Vogel-Bonner minimal medium
E, 0.5-2% glucose [23], and 1.5% agar (w/v) is generally used and is referred to as
glucose minimal agar medium. Minimal agar plates contains 25mL of solidified
medium and are stored in sealed plastic bags at 4 °C either in a refrigerator or cold
room, to avoid dehydration. Overlay agar or top agar containing 0.6% agar and
0.6% NaCl with a trace amount of amino acid such as histidine or biotin at a con-
centration of 0.05mM (for S. typhimurium) or tryptophan (for E. coli), which is
sufficient to promote a few cell divisions, should be used. The uvrB deletion extends
through the biotin gene—hence the need for biotin in those strains possessing the
uvrB mutation. These essential components can be added to minimal glucose agar
before the test plates are poured or they can be applied to the surface of minimal
glucose agar plates and incorporated into the plates using a glass spreader.
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4.5.5 Metabolic Activation and Preparation of S9 Mix

Unlike mammalian cells, bacteria lack the ability to metabolize chemicals. To com-
pensate for this, bacteria should be exposed to the test substance in both the pres-
ence and absence of an appropriate exogenous metabolic activation system. The
most commonly used system is a cofactor-supplemented postmitochondrial fraction
(S9) prepared from the livers of rodents (usually rats) treated with enzyme-inducing
agents such as Aroclor 1254 (500 mg/kg body weight). Other inducers are pheno-
barbital and B-naphthoflavone [14, 24]. The animals should be free of disease and
infection, kept at a reasonable temperature, and should not be stressed by careless
handling. Dosing with inducing agents should be consistent from one batch of
animals to the next. Animals should be killed humanely and the livers removed and
chilled as soon as possible. A 9000g supernatant (S9) is prepared from pooled,
homogenized livers of the treated animals. S9 should be stored at or below —70°C
in aliquots in order to avoid contamination. In order to maintain the activity of the
S9 fraction, it should always be kept on ice during the experiment or kept frozen
when not in use.

There are two widely accepted methods of using S9 mix. (1) S9 mix is mixed with
the top agar, bacteria, and test substance, and the whole mixture is immediately
poured onto the surface of the bottom agar. (2) In the preincubation method, the
test substance, bacteria, and S9 mix are mixed and incubated for 30 min; top agar is
then added, and the mixture is poured onto the bottom agar. The postmitochondrial
supernatant fraction is usually used at concentrations in the range of 10-30% v/v
in the S9 mix. The choice and concentration of a metabolic activation system may
depend on the class of chemical being tested. In some cases, it may be appropriate
to utilize more than one concentration of postmitochondrial fraction. Nevertheless,
for optimal mutagenesis with a particular compound, the amount of S9 per plate is
critical. Too much as well as too little S9 can drastically lower the sensitivity. Each
new batch of S9 prepared should be routinely checked with known mutagenic com-
pounds such as benzo[a]pyrene and aflatoxin B1. The optimum S9 level for a given
compound should therefore be checked. The amount of S9 per plate is best expressed
as milligram liver protein per plate calculated from the protein concentration of the
S9.

Rodent liver homogenate should be supplemented with NADP and cofactor for
NADPH-supported oxidation and with FMN for reductive metabolism of chemicals
[23]. A reductive metabolic activation system may be more appropriate for azo dyes
and diazo compounds. In addition, glucose-6-phosphate (for providing energy) and
phosphate buffer (to maintain pH), including magnesium and potassium salts, are
added. Liver S9 should be prepared using aseptic techniques so that subsequent
filter sterilization could be avoided. Filtration of the S9 or S9 mix may lead to loss
of enzyme activity. Each batch of S9, whether produced by the testing laboratory
or obtained commercially, should be tested for sterility and discarded if
contaminated.

To prepare S9 mix, rats weighing 200g are exposed to a single intraperitoneal
(IP) injection of Aroclor 1254 at a concentration of 500 mg/kg body weight. Aroclor
is diluted in corn oil to a concentration of 200mg/mL and is administered to each
rat for 5 days before being sacrificed. Rats are provided with unlimited drinking
water and chow until 12h before killing. After the treatment period, rats are killed
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and the livers must be removed aseptically using sterile surgical tools. All the steps
of the procedure are carried out at 0—4 °C using cold sterile solutions and glassware.
The freshly excised livers are washed several times in fresh chilled 0.15M KCl solu-
tion to ensure sterile preparation and to remove hemoglobin. Washed livers are
placed in preweighed beakers containing approximately 3mL of chilled 0.15M
KCl/g of wet liver and are minced with sterile scissors and homogenized using a
homogenizer. The liver homogenate is centrifuged for 10min at 9000g and the
supernatant is decanted and assayed. Sterility of the preparation is determined by
plating 0.1mL on minimal agar containing histidine and biotin. Generally, the
protein concentration of S9 is ~40mg/mL. S9 mix consists of 1mL of S9 fraction,
1mL NADP (40mM), 1mL of glucose-6-phosphate (40mM), 1mL of MgSO,
(70mM), SmL of 0.1 M phosphate buffer (pH 7.4), and 1 mL water. This mixture is
filtered through a millipore filter (0.45um) kept at 0°C. Next, 2.5mL of S9 mix is
added to 10mL of diluted bacterial cultures. Different sources of S9 and conditions
of incubation can lead to qualitative and quantitative differences. To avoid frequent
freezing and thawing cycles and contamination, it is advisable to aliquot into 1-2mL
and store at —80°C.

4.5.6 Controls

Each experiment or assay should include a negative control (solvent control) in
order to check the background mutation and positive controls (reference/known
mutagen control). Possibly, the chemicals selected as positive controls should be
structurally related to the compound under test. Concentrations that demonstrate
the effective performance of each assay should be selected. Concurrent strain-
specific positive and negative (solvent or vehicle) controls, both with and without
metabolic activation, should be included in each assay. Some of the examples of
strain-specific positive controls are: for strains TA1535 and TA100, sodium azide;
for strain TA98, 2-nitrofluorene (without activation) and 2-anthramine (with activa-
tion); for TA1537, 9-aminoacridine; and for TA98, benzopyrene (with activation).
Negative controls, consisting of solvent or vehicle alone, should be included without
test substance and otherwise treated in the same way as the treatment groups. In
addition, untreated controls should also be used unless there is historical control
data demonstrating that no deleterious or mutagenic effects are induced by the
chosen solvent.

4.5.7 Test Material and Solvents

Solid test substances should be dissolved or suspended in appropriate solvents or
vehicles and diluted prior to treatment of the bacteria. Liquid test substances may
be added directly to the test systems and/or diluted prior to treatment. Fresh prepa-
rations should be employed unless stability data demonstrate the acceptability of
storage; unused portions should be discarded. Sterile distilled water is the good
choice of solvent. However, chemicals that do not dissolve in water should be dis-
solved in dimethyl sulfoxide (DMSO). It dissolves numerous different kinds of
chemicals, is miscible with water, and, at the amount used in the test (0.1 mL or less),
is not toxic to bacteria. In cases where it is unsuitable, other solvents may be used,
such as acetone, ethyl alcohol, diethyl formamide, and methyl ethyl ketone. It is
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noteworthy that the solvent/vehicle should not be suspected of chemical reaction
with the test substance and the concentration used should be compatible with the
survival of the bacteria and the S9 activity [25].

All data available on the substance to be tested should be provided and recorded,
including its lot or batch number, physical appearance, chemical structure, purity,
solubility, reactivity in aqueous and nonaqueous solvents, temperature and pH sta-
bility, and sensitivity to light. A sample of each substance to be assayed for muta-
genicity should be retained for reference purposes. The proposed uses of the test
substance should be known, since antibiotics, surfactants, preservatives, and biocides
pose special problems in bacterial mutation assays. Gaseous or volatile substances
should be tested by appropriate methods, such as in sealed vessels or in glass desic-
cators [26, 27].

Among the criteria to be taken into consideration when determining the highest
amount of test substance to be used are cytotoxicity and solubility in the final treat-
ment mixture. Cytotoxicity may be detected by a reduction in the number of rever-
tant colonies or by a clearing or attenuation of the background lawn. The cytotoxicity
of a substance may be altered in the presence of metabolic activation systems.
Insolubility should be assessed as precipitation in the final mixture under the actual
test conditions. The recommended maximum test concentration for soluble noncy-
totoxic substances is Smg/plate or 5ulL/plate. For noncytotoxic substances that are
not soluble at 5mg/plate or 5SuL/plate, one or more concentrations tested should be
insoluble in the final treatment mixture. Test substances that are cytotoxic below
Smg/plate or 5uL/plate should be tested up to a cytotoxic concentration. For volatile
liquids, 0.5-5mL should be used as the low and high dose, respectively. At least five
to eight different analyzable concentrations of the test substance should be used
with approximately half-log (i.e., V10 ) intervals between test points for an initial
experiment. For most mutagens, there is a linear dose-response over a certain con-
centration range. The highest concentration of test substance is desired to show
evidence of significant toxicity. If precipitate is present on any of the plates, it may
interfere with automatic counting of the colonies. In such a situation, all plates in
that series of doses and controls should be counted by hand.

4.6 EXPERIMENTAL PROCEDURE/DESIGN OF EXPERIMENTS

In the plate incorporation method, each bacterial strain is grown in nutrient broth,
supplemented with antibiotics for 15-18 h, and contains about 1 x 10° bacteria/mL.
One hundred microliters (0.1 mL) of bacterial culture is added to 2.0mL of 45°C
molten top agar, containing histidine and trace amounts of biotin, 0.05-0.1 mL of
the test compound (a range of doses) or solvent, and 0.5mL of sodium phosphate
buffer (1M, pH 7.4) or S9 mix. S9 mix consists of S9 (usually between 4% and 30%
by volume) [15, 25] to which has been added nicotinamide-adenine dinucleotide
phosphate (NADP) and glucose-6-phosphate (which together provide energy for
metabolism), phosphate buffer to maintain pH, and salts of magnesium and potas-
sium. A set of tubes is also prepared without S9. This is to check whether the test
chemical can cause mutation without the need for metabolic activation. Chemicals
of this type are directly acting mutagens: certain directly acting mutagens can be
made nonmutagenic by S9. The additions of bacteria, test chemical, and S9 mix are
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made in rapid succession, in order to avoid the potentially harmful effects of the
rather high temperature (45 °C) necessary to keep the soft agar molten. As soon as
possible after mixing, the molten top agar mixture is poured onto 25-30mL of solid
1.5% minimal glucose agar plates. The plate is shaken to distribute the top agar in
a thin, even layer over the bottom agar and is placed on a level surface. As the top
agar cools and solidifies, the plates are inverted and incubated for 48-72 hours at
37°C; revertant colonies are then counted either manually or by an automatic
colony counter. During the first few hours of incubation, all the his™ bacteria will
grow, since there is a trace of histidine present. When all the histidine has been used
up, the bulk of bacteria will stop dividing, and a thin, visible confluent lawn of bac-
teria will be formed in the soft agar. However, bacteria that have sustained DNA
damage leading to a mutation with the effect of reverting his™ gene to his* will
continue to divide, since they can now synthesize their own histidine from the
ammonium salts in the bottom agar. Several tubes are set aside to act as “controls,”
that is, tubes that will receive the solvent but not the test chemical and will therefore
indicate the background (spontaneous) level of mutation. If the spontaneous rever-
tant colonies are more than 200 colonies/plate or chemical discolors the agar or
when precipitate is present on the plate, it is better to use hand counting rather than
automatic counting. All chemicals should be tested twice with triplicate plates for
all doses and solvent controls for an adequate estimate of variation. Test dose levels
are selected based on the known literature of the chemical or a structurally related
substance. Several doses ranging from submicrogram to milligram levels of the test
chemical should be tested at intervals, together with positive and solvent controls.
The experiment should be repeated until a consistent picture emerges.

For the preincubation method, the test substance/test solution (usually 0.05 or
0.1mL) is preincubated in liquid environment with the tester strain (0.1 mL, contain-
ing approximately 10° viable cells) and sterile buffer (0.5mL) or the metabolic
activation system (0.5mL) usually for 20min or more at 30-37°C prior to mixing
with the overlay agar (2.0mL) and pouring onto the surface of a minimal agar plate.
Tubes are usually aerated during preincubation by using a shaker.

For testing gases, the tester strains are precultured with the nutrient broth. The
reaction mixture, containing phosphate buffer, S9, cofactors, and the preculture
strain, is poured into the agar plates and placed upside down, without their lids, in
a plate holder. The plate holder is then placed in a 10 L tedlar bag/desiccator through
an opening on one side of the bag made by scissors. The bag is then closed by folding
the opening two or three times and sealing it with adhesive tape. Air in the bag is
removed and then the gas is released at a fixed amount per plate. The bacterial
plates in the bag are kept at 37°C for a time period. After termination of the expo-
sure, the test substance (gas) in the bag is removed. The tape is peeled off and the
bag is left to stand for 30 min, then covered with a lid and incubated for 24 h. Next,
the revertant colonies are counted [17]. The results are expressed as number of
revertants per plate based on moles of gas used. Volatile materials can be tested at
reduced temperatures or at raised pressure. Alternatively, if the chemicals are vola-
tile, the plates are exposed to known concentrations (v/v) of the compound and are
incubated in closed systems or glass desiccators. However, bactericidal substances
may be studied using the liquid suspension assay method. A treat-and-wash bacte-
rial mutation test is employed to evaluate the mutagenicity of soluble biological
material, capable of releasing histidine and tryptophan. Histidine and tryptophan
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can cause overgrown background bacterial lawns. In such cases, the procedure is
modified to include a longer preincubation step for 90 min followed by a washing
step to remove the amino acids prior to plating so as to prevent overgrown lawns.
After the 90min of preincubation, 15mL of wash solution of oxoid nutrient broth
in phosphate buffered saline (1:7) is added. The washed bacterial pellet is collected
by centrifugation at 2000g for 30 min. Supernatant is discarded and the bacterial
pellet is resuspended in the residual supernatant (~0.7 mL of the supernatant) prior
to plating [28].

It should be noted that all plates in a given assay should be incubated at 37°C
for 2 or 3 days before being scored for the number of revertant colonies per plate.
It is important to ensure that volatile test compounds and gases are incubated in
closed systems or glass desiccators. After the incubation period, it is essential to
check the background lawn of both treated and control plates for toxic effects (thin-
ning of the lawn) or excess growth, which may indicate the presence of amino acids
in the test material. All plates within a given experiment should be incubated for
the same time period. If a clear positive response is obtained in the first experiment,
then a second or confirmatory experiment may not be required. If a negative
response or ambiguous response occurs, it may be necessary to perform a second
experiment or additional experiments. The result of a bacterial mutation assay,
whether positive or negative, is expressed as mean revertants per plate and standard
deviation. Statistics are used to support the interpretation of the data.

4.7 CRITICAL FACTORS IN THE PROCEDURE

The bacterial mutation test forms the basis of all screening programs. There are
several conditions that must be met in order to ensure a satisfactory test. It is essen-
tial that a baseline protocol should be written before starting a screening program.
Methods for the preparation and storage of S9 and bacterial strains and other pro-
cedures should be thoroughly checked by performing assays with reference muta-
gens and authenticated bacterial strains, under conditions prescribed by the chosen
protocol. Bacterial strains should be checked regularly for their characteristic
genetic traits, including amino acid requirement, background mutation, induced
mutation with reference mutagens, presence of plasmids where appropriate, and
presence of cell-wall and DNA-repair mutations [29, 30]. Advice should be sought
from experienced investigators. The strains should also yield spontaneous revertant
colony counts within the frequency ranges expected from the laboratory’s historical
control data and preferably within the range reported in the literature. Deviations
from standard procedures need to be scientifically justified. The following technical
details are not intended as a defined recommended protocol, but represent good
current practice and good criteria for successful bacterial tests.

4.8 TROUBLESHOOTING

4.8.1 Background Lawn

A faint background lawn of bacteria indicates the presence of trace amounts
of histidine in the agar, which allows all the bacteria to undergo several divisions,
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producing a faint background lawn of bacteria. Since dividing cells are more suitable
for mutation during DNA replication, the background lawn serves as a good indica-
tor. If the amount of histidine in the agar is increased, mutagenesis may be enhanced
but will also cause a heavy growth of the background lawn, obscuring the revertants.
Plate without background lawn, but with colonies, may not contain true revertants,
as they arise due to the surviving bacteria that live on the histidine present in the
agar and therefore should not be scored. If the background lawn is thin compared
to the control, it indicates toxicity of the chemical to the bacteria. To check whether
colonies are true revertants, they should be streaked out onto minimal plates con-
taining biotin but no histidine. True revertants will be able to grow, whereas micro-
colonies arising due to toxicity will not.

4.8.2 Spontaneous Reversion

Spontaneous reversion (to histidine independence) can be measured and expressed
as the number of spontaneous revertants per plate. The number of spontaneous
revertants is dependent on two populations: (1) pre-existing mutants in the inocu-
lum and (2) mutants arising following divisions on the plate. Each tester strain
should revert spontaneously at a frequency that is characteristic of the strain. Also,
each laboratory should establish its own historical range, as these ranges are likely
to vary from laboratory to laboratory. Any deviation from historical range may be
due to altered characteristics of the strain and should be tested. It should also be
noted that the number of spontaneous revertants varies between experiments;
therefore, it is recommended that at least three control plates be included for each
strain in a mutagenicity assay.

Abnormal high spontaneous reversion may indicate contamination or the accu-
mulation of back mutations by repeated subculturing. If this occurs, the strain should
be recovered by reisolation from the frozen master copy. Spontaneous reversions
are influenced by histidine concentration in agar and also by the mutagens in the
environment of the bacteria, such as the reagents used to perform the assay—for
example, ethylene oxide used to sterilize plastic ware. If a test substance is derived
from biological material that causes an increase in mutant colonies in a bacterial
mutagenicity test, it is possible that such an increase may be due to the presence of
amino acids or peptides in the test substance, at levels that interfere with standard
procedure. In such situations, testing of amino-acid-free extracts of the test sub-
stance, with appropriate controls, is necessary. Abnormal test results may also be
due to changes in the strain’s characteristics.

4.8.3 Criteria for Checking Strain Characteristics

His™ Character. The his~ character of the tester strains should be confirmed by
demonstrating the histidine requirement for growth on selective agar plates.

TrpE Marker. Trypton auxotrophy of E. coli strain should be confirmed by
streaking a overnight culture across the surface of glucose minimal defined
agar plates with and without excess tryptophan (10-20 ug/mL). After overnight
incubation at 37°C, no growth should be observed on the plate without tryp-
tophan, while full growth should be observed on the plate supplemented with
tryptophan.
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uvr . uvrA mutation in E. coli and uvrB mutation in S. typhimurium should be
confirmed by demonstrating sensitivity to UV light. The uvrB~ deletion extends
through the biotin gene, hence the need for biotin in those strains possessing
the uvrB mutation. A sample of the cultures is streaked across a biotin control
plate and then a histidine-biotin plate. The plates are incubated overnight at
37°C and examined for growth on the histidine-biotin plates. There should be
no growth on the control plates.

rfa Character. The rfa mutation permits large molecules, such as crystal violet, to
enter and kill the bacteria. The rfa character of the tester strains is confirmed
by determining crystal violet sensitivity. Crystal violet, added to the center of
a sterile paper disk, is pressed lightly against the seeded plates to embed. The
plate is then inverted and incubated. A clear zone of inhibition appears around
the disk, indicating the presence of the rfa mutation.

R factor. Ampicillin resistance is a convenient marker enabling testing for the
presence of the plasmid. The ampicillin resistant R factor is somewhat unstable
and can be lost from the bacteria and hence should be checked routinely. This
could be done by cross-streaking the culture to be tested against an ampicillin
solution coated nutrient agar plate and allowing it to grow by incubating for
12-24 hours at 37°C. Strains that contain the R factor will grow.

4.9 INTERPRETATION OF DATA AND REPORTING

If the test chemical causes an increase in revertant colonies, by inducing mutations
in the genome of either Salmonella typhimurium and/or Escherichia coli, it indicates
that the results are positive or the chemical is mutagenic in the species tested. In
contrast, no colonies or very few colonies indicates the results are negative or the
chemical is non-mutagenic. If the test chemical under investigation is found to be
positive, there is no need to verify by additional testing. However, if it shows mar-
ginal or weak positive response, it should be further verified by additional testing.

Most experiments will give clear positive or negative results. However, in a few
cases it is difficult to judge the nature of the test chemical. Hence, in the case of
ambiguous results, further testing is necessary using different experimental condi-
tions, such as modifying the concentrations or method of treatment (plate incorpo-
ration or liquid preincubation) or by adjusting metabolic activation conditions
(source and concentration of S9 in the mix). Nevertheless, if the results are ambigu-
ous or questionable even after repeated testing with modified protocols, it is advis-
able to carry out additional testing protocols using different test systems. Furthermore,
negative results could also be confirmed by repeated testing using modified proto-
cols. A test substance for which the results do not meet the above criteria is consid-
ered non-mutagenic in this test.

In general, data should be presented as the number of revertant colonies per
plate. Individual plate counts, the mean number of revertant colonies per plate, and
the standard deviation (mean revertant colonies per plate = the SD or SEM) should
be presented for each dose of the test substance, with positive (known mutagen)
and negative (untreated and/or solvent) controls. Appropriate statistical methods
may be used as an aid in evaluating the test results. There are several criteria for
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determining a positive result, one of which is a statistically significant dose-related
increase in the number of revertants.

Minimum fold increase is another method, expressed as a two- or threefold
increase of revertants. However, this is insensitive for strains with relatively high
reversion frequencies and is too sensitive for chemicals with low reversion frequen-
cies [31]. Another criterion is based on the mutant frequency, which is expressed as
the quotient of the number of revertant colonies over the number of colonies in the
negative control. A mutagenic potential of a test item is assumed if the mutant fre-
quency is 2.0 or higher. A possible mutagenic potential is assumed if the quotient
ranges between 1.7 and 1.9. No mutagenic potential is assumed if all quotients range
between 1.0 and 1.6.

410 DISCUSSION

Although the bacterial mutation assay is known for its simplicity, there are many
critical factors that can influence the validity of the data, and close attention to every
aspect of the experimental procedure is required. Establishment of consistent
methods for every phase of the experiment is a prerequisite for obtaining reliable
results and for running large numbers of tests in routine screening programs.
A deficiency in just one area will jeopardize the whole enterprise. A bacterial
mutagenicity assay simply determines whether the substance under investigation is
or is not a bacterial mutagen in the presence and/or absence of an exogenous
metabolizing system derived from a mammal (S9). Such a test cannot determine
whether the test substance is mutagenic and/or carcinogenic in any other species.
However, it may be concluded that a substance found to be mutagenic in properly
conducted bacterial mutation assays should be regarded as potentially mutagenic
or carcinogenic in mammals (including humans) until further evidence indicates
otherwise.

411 SAFETY CONSIDERATIONS

As mentioned in earlier sections, the bacterial mutation assay is a simple and easy
to perform assay. However, there are two important factors to be considered while
performing such assays or in designing laboratories for bacterial assays: (1) preven-
tion of contamination of cultures by other microorganisms and (2) protection of
staff against exposure to hazardous test chemicals. Hence, experimental procedures
should be conducted in appropriate biological safety cabinets in which a curtain of
filter-sterilized air protects the worker from chemical exposure and the cultures
from contamination.

Mutagen contamination should be avoided. Assays should be performed in a
well-ventilated fume hood designated solely for this purpose. Air from the cabinets
should be extracted outside the building through appropriate filters to prevent
environmental contamination. Incubators should have precise temperature control,
and those used for testing purposes should be in an area where the ventilation
system removes any hazardous vapors from volatile test chemicals, when incubator
doors are opened.
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Culture media may be either purchased as ready-poured plates or prepared in
the laboratory from basic ingredients. In the latter case, a clean working area must
be available for pouring and drying plates. Using disposable test tubes, petri plates,
and micropipetters with disposable tips and autoclaving of used materials before
washing is highly recommended to avoid recirculation of contamination. During
experimentation, the wearing of gowns, eye glasses, and gloves is advisable. Either
manual or electronic devices are used for counting bacterial colonies.

Most importantly, a safe means of disposal of cultures should be provided; for
example, they should be sealed in plastic or paper sacks in the laboratory and then
incinerated. Furthermore, it is essential to devise operating procedures that mini-
mize the hazards from storage, handling, weighing, pipetting, and disposing of muta-
gens/carcinogens and that deal with accidental contamination. Laboratories
performing the test should follow the guidelines. Closed chambers or desiccators
are recommended for testing highly volatile chemicals and gases [32].

412 CONCLUSION

Point mutations are the cause of many human genetic diseases and there is substan-
tial evidence that point mutations in oncogenes and tumor suppressor genes of
somatic cells are involved in tumor formation in humans and experimental animals.
The bacterial mutation assay utilizes bacterial strains to detect point mutations.
Therefore, chemicals that are mutagenic in bacteria are more likely to cause cancer
than chemicals that are not mutagenic. Furthermore, the test has proved to be a
valuable component for assessing mutagenic/carcinogenic potential.
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5.1 INTRODUCTION

The in vitro mammalian cell mutation assays used for preclinical safety testing
detect forward mutations at the following target genes: (1) the thymidine kinase
gene (Tk), (2) the hypoxanthine—guanine phosphoribosyl transferase gene (Hprt),
and (3) the E. coli xanthine-guanine phosphoribosyl transferase gene (xprt or gpt),
integrated into mammalian cell DNA as a stable bacterial transgene [1]. All three
target genes detect base substitutions, frameshifts, deletions, insertions, and rear-
rangements within the locus; however, assays employing the Tk gene and the xprt
transgene offer the additional advantage of detecting mutations involving multi-
locus deletion. The Tk gene also detects translocation, as well as mutations requiring
two alleles, such as mitotic recombination, gene conversion, and chromosome non-
disjunction [1-11].

Commonly used cell lines for in vitro mammalian cell mutation assays are L5178Y
mouse lymphoma cells, Chinese hamster ovary (CHO), AS52, and V79 cell lines
derived from Chinese hamsters, and TK6 human lymphoblastoid cells [1]. At this
time, by far the most frequently used in vitro cell mutation assay in drug development
is the Mouse Lymphoma Assay (MLA), utilizing L5178Y mouse lymphoma cells
and the Tk target gene. This is primarily because the MLA, in addition to being
capable of detecting the broadest spectrum of types of genetic damage of the in vitro
genetic toxicology assays [1-11], is one of the assays in the standard battery of geno-
toxicity tests agreed upon by the International Conference on Harmonisation of
Technical Requirements for Registration of Pharmaceuticals for Human Use (ICH)
[12]. The ICH Guidance for Industry S2B Genotoxicity: A Standard Battery for Geno-
toxicity Testing of Pharmaceuticals (ICH S2B) [12] also describes conditions under
which the Hprt or xprt target genes in any of the cell lines mentioned above might
be appropriate for assessment of the genotoxic potential of pharmaceuticals.

This chapter provides the following: (1) discussion of regulatory guidance for the
use of in vitro mammalian cell mutation assays, as well as the role of in vitro mam-
malian cell mutation assays in the evaluation of pharmaceuticals for genetic toxicity;
(2) comments on the validated and internationally accepted protocol guidelines
available for these assays; (3) discussion of the advantages and disadvantages of the
assays for determining the nature of the genotoxicity elicited by pharmaceuticals;
and (4) study designs for the MLA, CHO/Hprt, and AS52/xprt assays, including
recent changes to the MLA protocol, test criteria, and evaluation of results.

5.2 REGULATORY GUIDANCES AND PROTOCOL GUIDELINES FOR
IN VITRO MAMMALIAN CELL MUTATION ASSAYS

5.21 Regulatory Guidances

The two primary ICH guidances devoted to genetic toxicology testing of pharma-
ceuticals are Guideline for Industry: Specific Aspects of Regulatory Genotoxicity
Tests for Pharmaceuticals (ICH S2A) [13] and Guidance for Industry S2B Genotox-
icity: A Standard Battery for Genotoxicity Testing of Pharmaceuticals (ICH S2B)
[12].

ICH S2A provides guidance and recommendations on conducting the tests and
evaluating the test results. The S2A defines the top concentration, cytotoxicity levels,
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and a strategy for testing poorly soluble compounds with in vitro mammalian cell
mutation assays. [CH S2A also provides general guidance for the evaluation of assay
results.

ICH S2B defines the standard test battery for pharmaceuticals as: (1) a test for
gene mutation in bacteria; (2) an in vitro test for the cytogenetic evaluation of
chromosomal damage in mammalian cells or an in vitro MLA measuring Tk gene
mutation; and (3) an in vivo test for chromosomal damage using rodent hematopoi-
etic cells. Other regulatory agencies also recommend this battery of tests for screen-
ing chemicals [14]. During the early ICH discussions of the standard battery, some
parties preferred a four-test battery that included both of the in vitro mammalian
assays that are listed in the three-test battery as alternates. The ICH Expert Working
Group (EWG), however, reviewed additional studies, some of which were specifi-
cally designed to address this issue. The EWG compared results in the two in vitro
mammalian cell tests for compounds that were considered genotoxic but gave nega-
tive results in the bacterial test. These studies demonstrated a high level of congru-
ence between the in vitro mammalian cell assays, leading the EWG to conclude that
the MLA and the in vitro mammalian cell chromosomal damage test could be used
interchangeably in the standard battery (see ICH S2B III(ii), Notes 3 and 4). Based
on this evidence, the EWG compromised with a three-test battery in which either
the in vitro mammalian cell cytogenetics assay or the in vitro MLA satisfied the
second element of the battery.

The ICH S2B also allows modifications of the three-test battery (ICH S2B 1V)
to include in vitro mammalian cell mutation assays other than the MLA. For example,
for compounds that are extremely toxic to bacteria or for compounds that interfere
with the mammalian cell replication system, the guidance suggests employing two
in vitro mammalian cell tests. The two tests should use different cell lines and dif-
ferent endpoints, that is, gene mutation and chromosomal damage (ICH S2B IV A).
ICH S2B (Note 1) also lists the currently accepted target loci and cell lines for
in vitro mammalian cell mutation assays: (1) for the Tk gene, mouse lymphoma
L5178Y cells or human lymphoblastoid TKG6 cells; (2) for the Hprt gene, CHO cells,
V79 cells, or L5178Y cells; and (3) for the xprt gene, AS52 cells.

The ICH S2B defines standard procedures for in vitro mammalian cell mutation
tests other than the MLA (ICH S2A V) and indicates that a range-finding test can
substitute for a complete repeat of the assay, as long as certain criteria are met (ICH
S2B Note 10). For the MLA, the guidance states that the protocol must include
testing with and without exogenous metabolic activation, with appropriate controls,
and with treatment for 3 or 4 hours. If the short treatment without metabolic activa-
tion is negative, then that arm of the test should be repeated with treatment for 24
hours. An acceptable MLA also includes positive controls that induce small colonies
and colony sizing for both positive and negative controls and at least one positive
test compound dose, if present.

Both ICH S2A and ICH S2B were finalized approximately a decade ago. At the
present time, there is discussion of revising these two guidances through the ICH
Maintenance Procedure. That process, however, is likely to require years of discus-
sion to achieve an agreed upon, finalized guidance to replace S2A and S2B. In the
interim, possible changes to the guidances are discussed at international genetic
toxicology meetings and conclusions are disseminated through publications in the
literature. For example, the ICH S2B states that the microwell (or microtiter)
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method for the MLA is preferred over the agar method for use in the standard
battery (ICH S2B Note 4). After extensive discussion, an informal agreement was
reached between all the parties to the ICH EWG for genetic toxicology that both
versions of the assay are acceptable for regulatory purposes. This information was
made public through several publications [15, 16].

Other ICH guidances that govern the regulatory use of in vitro mammalian cell
mutation assays are: (1) ICH M3 Guidance: Non-clinical Safety Studies for the
Conduct of Human Clinical Trials for Pharmaceuticals [17]; (2) ICH S1B Guidance:
Testing for Carcinogenicity of Pharmaceuticals [18]; (3) ICH Q3A Guidance: Impuri-
ties in New Drug Substances [19]; and (4) ICH Q3B Guidance: Impurities in New
Drug Products [20].

ICH M3 states that, prior to the first human exposure to a pharmaceutical,
in vitro assays should be performed to evaluate the ability of the pharmaceutical to
induce mutations and chromosomal damage. The MLA is one option for addressing
this recommendation.

ICH S1B states that additional genetic toxicology testing may be warranted in
cases where the compound was negative in the standard battery but was positive in
a carcinogenicity test with no evidence of an epigenetic mechanism. Additional tests
could include changing the metabolic activation system used in the in vitro assays.

The decision trees for ICH Q3A and Q3B include a minimum screen for the
genotoxic potential of impurities. The minimum screen consists of two in vitro
studies, one to detect point mutations and one to detect chromosomal aberrations.

In addition to ICH guidances, regulatory agencies also may provide guidance to
industry. The U.S. Food and Drug Administration (FDA) recently issued Guidance
for Industry and Review Staff: Recommended Approaches to Integration of Genetic
Toxicology Study Results [21]. The purpose of this guidance is to inform industry
how the FDA Center for Drug Evaluation and Research (CDER) views positive
genetic toxicology findings. The guidance gives recommendations on how to proceed
with clinical studies when the results of genetic toxicology assays indicate the phar-
maceutical may be capable of inducing genetic damage and cancer. The guidance
recommends a number of options when one or more of the three assays in the ICH
standard battery of genetic toxicology tests are positive. With respect to in vitro
mammalian cell mutation assays, if any one of the three assays in the standard
battery is positive, the guidance recommends first performing the fourth test in the
standard battery and then applying a weight of evidence evaluation of the data. For
example, a positive finding in an in vitro chromosomal aberration assay should be
corroborated by positive findings in the ML A using the same exposure regimen. If
the results of the MLLA assay are negative, then doubt is cast on the significance of
the positive finding in the in vitro chromosomal aberration assay. The guidance also
emphasizes the need to carefully control cytotoxicity levels in the in vitro assays in
order to avoid a secondary genotoxic effect that is not directly related to treatment
with the test compound.

5.2.2 Protocol Guidelines

The following protocol guidelines are available for in vitro mammalian cell mutation
assays: (1) OECD Guideline for the Testing of Chemicals: In Vitro Mammalian Cell
Gene Mutation Test [22]; (2) EPA Health Effects Test Guidelines OPPTS 870.5300:
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In Vitro Mammalian Cell Gene Mutation Test [23]; (3) Reports from the MLA
Workgroup of the International Workshop on Genotoxicity Testing (IWGT) from
meetings in Washington, District of Columbia, in 1999 [16], New Orleans, Louisiana,
in 2000 [24], Plymouth, England in 2002 [25], Aberdeen, Scotland in 2003 [26], and
in San Francisco, California, in 2005 [27]; and (4) FDA CFSAN Redbook 2000:
1V.C.1.c. Mouse Lymphoma Thymidine Kinase Gene Mutation Assay [28].

The Organization for Economic Cooperation and Development (OECD) and
the U.S. Environmental Protection Agency (EPA) guidelines on the in vitro mam-
malian cell gene mutation test are similar and both give general recommendations
covering all the target genes and cell lines used for in vitro mammalian cell gene
mutation testing. However, there are significant differences between the MLA and
the other in vitro mammalian cell mutation assays employing the Hprt and xprt
genes, and these guidelines do not address those differences in adequate detail for
practical use.

The IWGT convened the MLA Workgroup to address a number of issues con-
cerning the MLA. Through a series of meetings beginning in 1999, the Workgroup
reached consensus on five areas: (1) acceptable versions of the assay, the soft agar
[29], and microwell versions [30, 31]; (2) a common cytotoxicity measure for both
versions of the assay; (3) acceptability of a 24 hour treatment arm; (4) microwell
sizing and colony counting; and (5) criteria for data acceptance and approaches for
data evaluation. At the first meeting in Washington, DC, the Workgroup agreed that
both versions of the assay are equally acceptable and formulated a strategy for
reaching consensus on the other four issues. Since the Workgroup agreed that more
data were necessary before decisions could be made, data were gathered in ten
laboratories for analysis and discussion at the subsequent meetings. Since the first
meeting, the MLA Workgroup has reached consensus for all areas of focus and
has published its recommendations for conducting the assay in five publications
[16,24-27].

The FDA CFSAN Redbook 2000 published a chapter on the MLA in October
2001. This chapter presented a detailed protocol for the assay; however, because it
was published before the IWGT MLA Workgroup had completed its work, the
chapter did not contain all of the MLA Workgroup recommendations. A recent
update of the Redbook 2000 (April 2006) includes the IWGT MLA Workgroup
recommendations through reference to the MLA Workgroup publications.

5.3 ENDPOINTS AND UNIQUE CHARACTERISTICS OF IN VITRO
MAMMALIAN CELL MUTATION ASSAYS

5.3.1 Differences in the Spectra of Genetic Events Detected by In Vitro
Mammalian Cell Mutation Assays

As indicated previously, the in vitro mammalian cell assays employing the Tk, Hprt,
and xprt genes all detect base pair substitutions, frameshifts, deletions, insertions,
and rearrangements within the locus; however, the MLA offers the additional
advantage of being able to detect mutations involving the loss of multiple genes and
recombination between chromosome homologs. This is because the Tk gene in the
MLA cell line (L5178Y Tk*-3.7.2C) is on an autosome (mouse chromosome 11)
and it is heterozygous; that is, one of its alleles is wild-type while the other is a
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nonfunctional mutant. The same is true of the 7K gene in TK6 cells, although the
TK gene lies on chromosome 17 in human cells, and the inactivating mutations in
the negative alleles of L5178Y Tk*~ and TK6 cells are different. In contrast, the
hemizygous (or functionally hemizygous) location of the Hprt gene on the X chro-
mosome makes it unlikely that mutations involving multilocus deletion or recom-
bination will be recovered in assays employing this target gene [4].

In order to facilitate the identification of mammalian cells that have undergone
a mutation, gene targets have been chosen so that single mutations can confer a
selectable phenotype to the cells. One way to do this is to choose a target gene that
is located on the X chromosome. This was the strategy used for the development of
the CHO/Hprt assay and other assays employing the Hprt gene. Another approach,
and the one used for the development of the MLA, is to create a cell strain in which
one of the alleles of an autosomal target gene is a nonfunctional mutant. This is the
case for the L5178Y Tk*-3.7.2C strain. A major (theoretical) difference between
these two types of mutational targets relates to their ability to detect multilocus
deletions. The function of genes vital to the survival of the cell that flank the Tk
gene can be provided by their homologs on the Tk~ chromosome; thus, mouse lym-
phoma cells will survive even if the Tk"* allele and vital surrounding genes are
deleted from the Tk* chromosome. In the case of the Hprt gene, large deletions may
never be seen because there is no back-up in the cell to provide the function of vital
genes eliminated along with the Hprt gene; there is only one functional copy of each
gene on the X chromosome, even in female cells. The presence of two functional
alleles allows the MLLA to detect mitotic recombination/gene conversion and those
chromosomal events that typically are detected by cytogenetics assay, such as large
structural deletions, translocations, and aneuploidy. None of these are detected by
the CHO/Hprt assay or other assays employing the Hprt gene [7-11]. These theoreti-
cal considerations form the mechanistic rationale for treating the MLA and in vitro
chromosomal damage assays as equal alternatives in regulatory testing batteries.

An additional feature of the MLA is that the mutant colonies that are detected
in the assay fall into two size categories: small colonies with a slow growth rate and
large colonies with a wild-type growth rate. The molecular and cytogenetic nature
of small and large colonies has been studied extensively over the years [7-9, 32, 33],
but the reasons underlying these growth phenotypes still are incompletely under-
stood. In general, small colony mutants are induced by chemicals that are regarded
as clastogens; that is, they have the ability to break chromosomes [34]. In contrast,
large colony mutants are more likely to be induced by chemicals that induce small
genetic lesions, such as point mutations. Thus, the mutagenic mechanism of a test
article can be inferred from the proportion of small and large colonies induced by
that test article.

The AS52 cell assay uses a CHO cell line that has a nonrevertable Hprt deletion
mutation, but that carries a single, expressed copy of the bacterial xprt (or gpt) gene
on one of its autosomes [35, 36]. The xprt gene is the functional equivalent of the
Hprt gene so that xprt mutants are selected by 6-thioguanine (TG) in the AS52 assay
similarly to how Hprt mutants are selected in the CHO/Hprt assay (see below for
a description of mutant selection). The AS52 assay has some of the theoretical
advantages of the MLA for detecting mutations: because the xprt gene is on an
autosome, multilocus deletions that include the xprt gene are not necessarily lethal.
Comparative analyses of the Hprt and AS52 cell assays indicate that a higher
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percentage of mutations with deletions are detected by the AS52 cell assay and that
AS52 cells are more sensitive to the mutagenicity of clastogenic agents [37-41].
Because AS52 cells contain only one copy of the xprt gene, however, the AS52 cell
assay does not detect mutations requiring two alleles (e.g., mitotic recombination)
as does the MLA.

5.3.2 Differences in the Spectra of Genetic Events Detected by the MLA, the
In Vitro Chromosomal Aberrations Assays, and the Ames Test

The MLA detects mutations that do not compromise the viability of the cell; that
is, the assay detects only heritable changes in DNA sequence. Besides relatively
small changes within the Tk gene, these mutations include large alterations (e.g.,
translocations, deletions) that also can be detected cytogenetically. The in vitro
chromosomal aberration assay detects only microscopically visible (i.e., relatively
large) chromosome alterations, many of which are not heritable to daughter and
granddaughter cells because they are lethal events. Like the MLA, the Ames test
detects only heritable alterations in DNA. However, the Ames test employs a
series of specifically designed mutant tester strains, and each tester strain detects a
limited spectrum of either base pair substitution or frameshift mutations. Because
sequence context can cause striking differences in mutagenic frequencies at a given
site [42], the specificity of the mutational target and the use of a bacterial chromo-
some rather than eukaryotic chromosomes as the target for mutation severely
restricts the spectrum of point mutations detected in the Ames test. Unlike the
MLA, the Ames test is incapable of detecting mutations larger than frameshifts,
including mutations requiring chromosome homologs and sequence alterations
generally considered chromosome-type mutations. Finally, the mutations that are
detected by both the MLA and the Ames test alter the phenotype of the test cell.
For the MLA, only mutations that inactivate the Tk" allele will be identified, while
only mutations that restore the wild-type function of the target sequence will be
scored as mutants in the Ames test. The only limitation on scoring sequence changes
in cytogenetic assays is that they be visible microscopically.

5.3.3 Correlation of In Vitro Mammalian Cell Mutation Assays with
Rodent Bioassays

Early in the development of the field of genetic toxicology, the various assays were
claimed to be short-term tests that could be used to identify carcinogens. Over the
years, a number of studies have been conducted to assess the ability of the assays
to predict whether a chemical is a carcinogen. A very influential study conducted
by the National Toxicology Program (NTP) used data generated by contractors
specifically for the analysis [43]. More recently, Kirkland et al. [44,45] and Matthews
et al. [46, 47] have used extensive genetic toxicology databases compiled from a
variety of sources with the goal of obtaining a more current assessment. All of these
studies report that in vitro mammalian mutation assays have relatively low predic-
tive ability for rodent carcinogenicity.

Unfortunately, the assays, particularly the MLA and the in vitro aberration assays,
have evolved over the years, not only with respect to their protocols, but also in the
acceptance criteria and the evaluation of data. This has resulted in a large number
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of assays that do not meet the current guidelines being included in the databases
used for these studies of assay predictive ability. With the exception of the EPA
Gene-Tox Expert Committee reports conducted in the 1980s [48], there has been
no expert panel review of the databases. It should be noted that the MLA Gene-Tox
panel placed a large number of chemicals (particularly from the NTP studies) into
a category of insufficient data to determine whether the response was positive or
negative [48]. The major reasons for this situation were that the dose selection
process used for the NTP studies often did not provide data in the critical portion
of the dose-response curve and that the NTP used a unique set of criteria for their
positive and negative calls.

Because there currently is no adequate database for the MLLA and chromosome
aberration assay, it is unclear as to how well these assays actually predict the
carcinogenicity of chemicals. Furthermore, in interpreting the data from genotoxic-
ity studies, including in vitro mammalian cell mutation assays, it is important to
keep in mind that cancer is a multistep process, having multiple modes of action,
and that mutation is only one of the possible key events involved in the etiology of
tumors.

5.4 CRITICISMS OF IN VITRO MAMMALIAN CELL ASSAYS

5.4.1 False Positives, High Concentrations, and Cytotoxicity Criteria

There is currently a lively debate in the regulatory community concerning the issue
of too many “false positives” in the in vitro mammalian assays, specifically the MLA
and the chromosome aberration test. This statement often is made based on the fact
that the Ames test and the in vivo micronucleus (MN) assays for a test agent are
negative while the in vitro mammalian assays are positive. There are several factors
that may contribute to the generation of these “false positives.”

First, as already indicated, it is expected that there will be chemicals that
are positive in the in vitro mammalian assays and negative in the Ames test. In
particular, chemicals that exclusively cause chromosomal damage (clastogens) will
only be detected in assays capable of detecting chromosomal alterations; they would
be expected to be negative in the Ames test. Furthermore, the in vivo MN assay
detects only those events that result in micronuclei, which are not representative of
the full spectrum of genetic damage. In addition, the rodent hematopoietic system
target in this assay may not be reflective of other tissues. Finally, adequate concen-
trations of the test agent may not reach the bone marrow target for MN
formation.

Second, the term “false positive” is often applied when a chemical is positive in
a genetic toxicology assay and negative in the cancer bioassay. This should not be
an unanticipated finding; the induction of mutation is only one of the possible modes
of action for tumor induction. It would be more appropriate to judge the in vitro
mutation assays for their ability to predict the induction of in vivo mutation.

Third, in vitro assays are criticized for the use of test agent concentrations higher
than those that can be achieved in vivo. It is important to understand that by design
the in vitro assays have properties that are unique to the in vitro test conditions.
These properties make it possible to use high concentrations of test article and very
short treatment times compared to those used in vivo (e.g., cancer bioassays typi-
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cally are conducted using 2-year exposures). High test article concentrations and
short treatment times are consistent with the role of in vitro assays in risk assess-
ment, which is hazard identification. The use of high doses for short durations is
intended to reveal potential test-article-induced toxicities before the drug is admin-
istered in vivo for longer durations at lower doses. In addition, high concentrations
may be necessary to ensure assay validity. During the development of the MLA, a
panel of known carcinogens was tested to determine what concentrations would be
necessary to achieve a positive result in this assay [49]. This study revealed that the
lowest effective concentration ranged from less than 1ug/mL to over 10mg/mL.
Recent studies [44, 45], using reevaluated MLA data, found a similar broad range
(<1 to >10,000uM) for producing a positive response in the MLA. Importantly, these
studies reported that, if positive results were included only when obtained below
10mM, currently the internationally agreed upon limit dose for MLA [13], 5 out of
29 rodent carcinogens would not be found positive in the MLA.

Fourth, the in vitro assays are criticized for using high cytotoxicity levels. It is
important to note that the criteria for cytotoxicity levels in the in vitro mammalian
cell assays were established in the same manner as those establishing the maximum
high concentration: that is, tests of panels of known carcinogens established appro-
priate cytotoxicity levels [49]. The ICH S2A (II.A.2.b.iii) [13] recommendation that
the highest concentration should produce at least 80% toxicity reflects the high
levels of cytotoxicity necessary to detect some carcinogens in these assays.

However, high doses of the test materials can result in nonphysiological altera-
tions of osmolality and pH, leading to false-positive responses [13, 29]. Secondary
effects from too much cytotoxicity also can cause increases in mutant frequency or
chromosome aberrations. This raises the issue of biologically irrelevant responses
(false positives) that may be obtained in vitro. Such positive responses would be
expected to be observed only at the “higher” cytotoxicity levels, levels that may not
be reached in vivo. In order to reduce/minimize the number of these biologically
irrelevant “positive” responses, the ICH S2A (II.A.2.b.iii) [13] recommends caution
with positive results obtained at levels of survival lower than 10% and requires
demonstrating that osmolality and pH are maintained at appropriate levels during
testing. For this reason, the IWGT MLA Workgroup set the maximum cytotoxicity
level for the MLA, based on relative total growth (RTG), at 10%. As explained in
more detail later, RTG is calculated by multiplying the relative suspension growth
by the relative plating efficiency at the time of cloning for mutant selection. It is
important to note that this DOES NOT represent killing 90% of the cells. For
example, if a treated culture grows 50% as well as the negative control over the 2
day suspension growth period and plates 30% as well as the negative control during
mutant selection, the RTG will be 15% (50% x 30%).

Despite the rationale for high concentrations and cytotoxicity levels and criteria
for assay validity that set limit levels for both concentration and cytotoxicity, there
is a “gray” zone where the concentration and/or cytotoxicity are close to the limit
levels and the positive response in the assay is very weak. The biological relevance
of such results to hazard identification is questionable. It is this “gray” zone that is
driving much of the current debate on whether or not concentrations and cytotoxic-
ity levels in the in vitro assays should be lowered and, if so, by what criteria. Since
Kirkland et al. [44, 45] have shown that the current high concentration of 10mM
will not detect some rodent carcinogens, there also is concern that altering the test
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criteria by further lowering the top concentration or reducing the cytotoxicity limit
will compromise safety assessments of drugs in development.

5.4.2 Hazard Identification and Risk Assessment

For preclinical safety evaluation, the in vitro mammalian (and other) genotoxicity
assays are used to identify compounds that pose a hazard to exposed humans, spe-
cifically a hazard to the genetic material. The assays also are used as a part of the
weight of the evidence evaluation for whether a chemical is a carcinogen and to
make other safety assessments as a part of the drug approval process. Currently, the
in vitro mammalian cell mutation assays are not used for establishing a safe human
dose because the in vitro conditions of these tests do not sufficiently mimic in vivo
physiological conditions, such as endogenous metabolism and detoxification systems,
and do not provide information on the targeting of specific tissues by a drug.
Although the drug approval process generally does not include a quantitative risk
assessment for compounds that are genotoxicants, it should be noted that genotoxic-
ity assays play a key role in such evaluations in other regulatory contexts (e.g., the
setting of allowable limits for drinking water, air, and food contaminants), where
the public has little choice in exposure to hazardous substances [50].

5.5 PROTOCOLS FOR IN VITRO MAMMALIAN CELL
MUTATION ASSAYS

5.5.1 Commonalities and Differences in Protocols for In Vitro Mammalian Cell
Mutation Assays

All of the assays include (1) cell preparation; (2) a preliminary cytotoxicity test to
determine initial doses for the definitive assays; (3) the use of an exogenous meta-
bolic activation system in one arm of treatment; (4) an expression period that allows
fixation of DNA damage generated by the test article and depletion of the wild-type
enzyme produced by the target gene; (5) a selection period during which the cells
are treated with an agent that is toxic to nonmutant cells; (6) collection of data on
the number of mutant versus wild-type cells, the level of cytotoxicity, and the cloning
efficiency; (7) data analyses to determine cytotoxicity, cloning efficiency, and mutant
frequency; and (8) evaluation of the validity of the test and the response to the test
article.

The assays differ procedurally in a number of ways: the methods used for cultur-
ing and cloning of cells, the length of the expression period, the agents used for
selection of mutants, and the manner of data collection. For example, the CHO/Hprt
assay uses attached monolayer cultures and single-cell cloning of attached cells,
while the MLA uses cultures of unattached cells in suspension and cloning either
by immobilization in agar or by plating at limiting-dilutions in 96-well microtiter
plates. However, the major difference in the assays stems from the differences in
the target genes for mutation detection, as exemplified by the two most commonly
used mammalian cell mutation assays, the MLLA and the CHO/Hprt assay.

The Tk target gene used for the MLA is located on mouse chromosome 11 and
codes for thymidine kinase (Tk), an enzyme involved in thymidine triphosphate
synthesis [49, 51]. Thymidine triphosphate can be generated through metabolism of
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deoxyuridine monophosphate by thymidylate synthetase (de novo pathway) or by
phosphorylation of exogenous thymidine by Tk (pyrimidine salvage pathway). The
pyrimidine analogue trifluorothymidine (TFT) is also a substrate for Tk. However,
phosphorylation of TFT makes cells vulnerable to its cytotoxic and cytostatic effects.
Thus, TFT can be used as a selective agent for mouse lymphoma cells that have
been mutated (either spontaneously or by the the test article) from Tk~ (Tk-
proficient) to Tk~ (Tk-deficient) [52]. Mutation of the Tk allele to Tk™ renders the
cell resistant to the toxic effects of TFT; the cells remain viable because DNA syn-
thesis can still be carried out by the de novo synthetic pathway. When test-article-
exposed cells subsequently are grown in medium containing TFT, only Tk™ cells
can grow and the mutant frequency can be determined from the number of clones
appearing in TFT-containing medium. Because cells in culture do not clone with
100% efficiency, the mutant frequencies are calculated by adjusting the number of
clones observed in the presence of TFT with the cloning efficiency of cells from the
same culture in medium without TFT.

The X-chromosome-linked Hprt target gene used for the CHO/Hprt assay codes
for an enzyme in another salvage pathway, one involved in purine nucleotide syn-
thesis [53, 54]. The Hprt enzyme catalyzes the transfer of a phosphoribosyl moiety
to guanine or hypoxanthine, thereby creating a purine mononucleotide. The purine
analogue 6-thioguanine (TG) is also a substrate for Hprt, generating 6-thioguanine
monophosphate (TGMP). TGMP inhibits purine nucleotide biosynthesis through a
feedback mechanism and is, in addition, toxic to the cell through incorporation into
DNA and RNA. Thus, as was the case with TFT and the MLA, TG can be used to
select cells in which the enzyme coded by the Hprt target gene has been mutated
and rendered inactive. Mutated cells remain viable in the presence of toxic concen-
trations of TG because purine nucleotides continue to be produced via an endoge-
nous de novo pathway that does not involve Hprt.

As indicted earlier, the product of the xprt transgene of AS52 cells is the func-
tional equivalent of Hprt, the only difference being that xprt will phosphorylate
xanthine as well as guanine and hypoxanthine [35]. From a methodological stand-
point, TG can be used to select xprt-deficient AS52 cell mutants using the same
methods developed for selecting Hprt-deficient mutants in the CHO/Hprt assay
[55].

5.5.2 Detailed Protocols
MILA

1. Principle of the Assay. The purpose of the MLA is to determine the ability of
a test article to induce forward mutations in the L5178Y Tk~ mouse lymphoma
cell line. The mutations are detected by growth of colonies in the presence of
TFT.

2. Soft Agar Versus Microwell Versions of the MLA. There are two equally
acceptable methods for conducting the MLA: (1) the soft agar method [29] and the
microwell (or microtiter) method [30, 31]. The principal difference between these
two methods is the technique used for cloning. In the first method, single cells are
immobilized in soft agar medium in petri dishes, allowed to grow into clones, and
counted. In the microwell method, cells are cloned by limiting dilution in 96-well
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microwell plates. Over the years, some additional differences between the two
methods developed, mainly involving the calculation of mutant frequency and the
determination of cytotoxicity. Since 1999, the IWGT MLA Workgroup has been
bringing the two methods into alignment with the goal of developing an internation-
ally harmonized guideline for the conduct and interpretation of the assay. The con-
sensus agreements [16,24-27] for protocol changes in the MLA are included below.
Additional updated descriptions of the protocol can be found in the FDA CFSAN
RedBook 2000 [28] and in Chen and Moore [56].

3. Cells. Tt is important that the Tk"-3.7.2C subline of L5178Y mouse lym-
phoma cells, the subline used to develop and validate the assay, be used for the
MLA. Cells should be checked periodically for mycoplasma contamination and
karyotype stability. Both a banded and spectral karyotype for the cell line have been
published [10,11,57]. Attention should be paid to population doubling time (between
8 and 10 hours) when developing master stocks. Cells should be maintained in log-
phase culture for no longer than approximately 3 months; at which time, a new
working stock culture should be initiated. Some laboratories prefer to use a freshly
thawed vial of cells for each experiment. The cells are used for the assay after they
have recovered from the thawing and are growing normally.

4. Media and Culture Conditions. Both Fischer’s Medium for Leukemic Cells of
Mice and RPMI 1640 medium are appropriate for the MLA assay but these two
media are used somewhat differently, as detailed in Chen and Moore [56]. It is
important that the culture conditions promote optimal growth during the expression
period and maximize colony forming ability for both mutant and nonmutant cells.
In addition, the culture conditions must ensure optimal growth of small colony Tk
mutants. In particular, different lots of horse serum should be tested for their ability
to support optimal growth in suspension culture, high plating efficiency, and high
small colony mutant recovery.

Maintenance of pH and osmolality in the physiological range (pH 7.0 = 0.4 and
300 + 20 mOsm) is critical for avoiding false-positive results [29].

5. Preparation of Cultures. Cells from stock cultures are seeded into culture
medium and incubated at 37 °C. Before use in the assay, the cells are cleansed of
preexisting mutants by growth in a medium containing methotrexate, thymidine,
hypoxanthine, and guanine so that Tk-deficient cells are inhibited while Tk-
competent cells grow optimally [29].

6. Metabolic Activation. Cells lose metabolic competence after a few passages
as a cell line. Since many chemicals require metabolism to show genotoxic potential,
test articles must be tested in the presence and absence of an exogenous metabolic
activation system. The most commonly used metabolic activation system contains a
postmitochondrial supernatant (S9) prepared from the livers of Aroclor-1254-
induced male rats supplemented with a standard mixture of cofactors. The amount
of S9 varies from 1% to 10% v/v in the final test medium. The standard S9 is avail-
able commercially or can be produced by published methods [29]. Alternative meta-
bolic activation systems such as the use of S9 from another species or the use of
hepatocytes [58, 59] should be justified scientifically.

7. Solvent/Vehicle. The solvent/vehicle is chosen principally on the basis of its
ability to dissolve the test article. The solvent/vehicle also must not reduce cell sur-
vival or S9 activity or react with the test article. An aqueous solvent (water or culture
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medium) is preferred, but organic solvents, such as dimethyl sulfoxide (DMSO),
acetone, or ethyl alcohol, can be used in the MLLA when necessary to achieve suffi-
cient solubility of the test article.

8. Dose Selection. Dose selection is based on the cytotoxicity and solubility of
the test article, and the criteria for determining the highest dose described in ICH
S2A [13]. For in vitro mammalian cell mutation assays, ICH S2A (I1.2) defines the
top concentration for freely soluble, nontoxic compounds as 5Smg/mL or 10mM,
whichever is lower. ICH S2A recognizes that some genotoxic compounds are active
in in vitro mammalian cell mutation assays only at cytotoxic doses and that excessive
cytotoxicity can induce secondary genotoxic events unrelated to the drug being
tested. Keeping these facts in mind, the ICH EWG agreed that in vitro mammalian
cell mutation assays should produce at least 80% cytotoxicity (i.e., no more than
20% survival), but that positive results obtained at survival levels below 10% are
suspect and generally do not serve as a basis for the evaluation of test results.
The IWGT MLA Workgroup also agreed on circumstances under which a test
article could be deemed nonmutagenic when there is no test culture with an RTG
(a measure of cytotoxicity; see below for definition) between 10% and 20% [24]:
(1) there is no evidence of mutagenicity in a series of data points falling between
20% and 100% RTG and there is one negative data point between 20% and 25%
RTG; (2) there is no evidence of mutagenicity in data points falling between 25%
and 100% RTG and there is a negative data point between 1% and 10% RTG.

The IWGT MLA Workgroup addressed the issue that the two versions of the
assay (agar and microwell) had evolved to use different cytotoxicity measures
[16,24]. The cytotoxicity measure commonly used for the microwell method was the
relative survival (RS), determined by cloning cells immediately after treatment. This
measurement was not made in laboratories using the soft agar method. The cyto-
toxicity measure for the soft agar method was the relative total growth (RTG),
which is a combination of cell loss after treatment, reduction in growth rate during
the expression period, and reduction in the cloning efficiency determined when the
cells are plated for mutant selection. Another cytotoxicity measure, relative suspen-
sion growth (RSG), also was widely used for the selection of doses for the full
mutation assay. The situation was further confounded by the use of two slightly dif-
ferent protocols for the microwell method, which resulted in different calculations
of the RS, RSG, and RTG, such that a comparison of results between the two
methods was not reliable. After additional data analysis and discussion, the Work-
group reached a consensus that the RTG would be the cytotoxicity measure for
both the soft agar and microwell methods and that an adjustment—that includes
any cytotoxicity that occurs during the treatment phase of the assay—would be
applied to one of the two microwell method protocols. This adjustment makes the
RS, RSG, and RTG values from both microwell methods and the soft agar version
comparable.

The ICH S2A [13] also addressed the problems associated with testing insoluble
compounds with in vitro mammalian mutagenesis assays. While recognizing that
there is evidence that insoluble compounds may induce dose-related genotoxic
activity in the insoluble range, precipitates may interfere with the scoring of the
endpoint, render dose exposure uncontrollable, and make the compound unavail-
able to the cells. In the case of the MLA, cells are grown in suspension and are
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normally pelleted by centrifugation at the end of the treatment period and resus-
pended in fresh medium to remove the test article. If the test article precipitates, it
will be pelleted with the cells and taken up with them into fresh medium, thereby
extending the treatment time and possibly interfering with scoring mutant colonies.
The ICH S2A recommends the following approach for testing insoluble compounds.
If evidence of cytotoxicity is missing, the lowest precipitating concentration in the
final treatment medium should be designated the high concentration as long as it
does not exceed the Smg/mL or 10mM maximum for testing with mammalian cell
lines.

A dose range-finding experiment may be used to determine appropriate doses
to achieve optimum cytotoxicity levels in the definitive tests. For this preliminary
assay, cells are treated in the presence and absence of exogenous metabolic activa-
tion for 3 or 4 hours. Sufficient doses (e.g., nine or more) are used to cover a wide
dose range (e.g., 4-log dose range) up to the limit of solubility or to the limit dose
(5mg/mL or 10mM). After suspension growth for 24 hours, cells from test-article-
treated and solvent control cultures are counted and diluted. After another 24 hours
of suspension growth, cells from all cultures are again counted. The cell counts are
used to determine cytotoxicity based on total suspension growth over the 48 hours
of culture as compared to the solvent control cultures. The results are used to select
doses for the definitive assay.

9. Controls. Positive and negative controls should be included in each experi-
ment. The negative control should be exposed to the solvent/vehicle in the same
manner as cultures receiving the test article. Untreated controls also should be
included if there are no data on the responses produced by the solvent/vehicle in
the assay.

The positive control should demonstrate the induction of small colony mutants
and one positive control should require metabolic activation to serve as a control
for S9 activity. Cyclophosphamide, benzo[a]pyrene, and 3-methylcholanthrene are
appropriate controls for the metabolic activation arm of the test. Methyl methane-
sulfonate is appropriate for the arm without metabolic activation.

10. Treatment with Test Article. For the definitive assay, single or duplicate cul-
tures may be used, as long as a sufficient number of concentrations are used to
ensure that the appropriate dosing range has been covered. Logarithmically growing
cells in suspension are treated with the test article in the presence and absence of
metabolic activation for 3 or 4 hours. If the test article is particularly insoluble, a
longer time may be warranted. ICH S2B (V and Note 4) [12] recommends a 24 hour
treatment in the absence of metabolic activation for all test articles testing negative
with the 3 or 4 hour treatment. ICH S2B also states that the detection of aneugens
is enhanced by the use of a 24 hour treatment using the microwell method. The
IWGT MLA Workgroup considered the usefulness of this requirement and pub-
lished a consensus report on its findings [27]. After analyzing 990 datasets, the group
found that less than 2% of the chemicals were uniquely positive at 24 hours. They
found that the 24 hour treatment was effective for insoluble chemicals that could
not be tested at adequate levels of cytotoxicity. The group also found evidence that
some (but not all) aneugens require the longer treatment time. Based on these data,
the group agreed to continue supporting the ICH recommendation that a 24 hour
treatment be used when short treatment results are negative or equivocal.
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11. Expression Time and Measurement of Mutant Frequency. After treatment,
the cells are pelleted by centrifugation and washed to remove the test article by
suspension in fresh media and recentrifugation. Cultures are grown for 2 days to
allow expression of the mutant phenotype [60]. Cells are then cloned in the presence
and absence of TFT [52], using either the soft agar or microwell method [16], in
order to determine the cloning efficiency of cells in the presence and absence of
mutant selection. Plates with seeded cells are incubated for 11-14 days, followed by
colony counting and sizing.

The two cloning efficiencies (with and without TFT) are used to calculate the
mutant frequency for each treatment. Mutant frequencies are calculated differently
when using the soft agar method and the microwell method. For the soft agar
method, mutant frequency (MF) is calculated by dividing the number of TFT-
resistant colonies by the number of cells plated for selection, corrected for the
plating efficiency (PE) of the cells. PE is determined from the cloning efficiency of
cells from the same culture grown in the absence of TFT. This calculation can be
expressed as MF = (number of mutants/number of cells plated) x PE. For the
microwell method, the Poisson distribution is used to calculate PEs for cells cloned
without TFT and with TFT selection. From the zero term of the Poisson distribution,
the probable number of clones/well (P) is equal to —In(negative wells/total wells)
and PE = P/(Number of cells plated per well). Mutant frequency is then calculated
as MF = (PE(TFT selected)/PE(unselected)). Mutant frequency usually is expressed
as TFT-resistant mutants per 10° clonable cells or per 10° survivors.

12. Mutant Colony Sizing. For the soft agar method, colonies are counted and
sized using an automatic colony counter capable of evaluating the size of the
colonies.

For the microwell method, colonies are identified by eye or low power micro-
scope. Small colonies are less than one-quarter of the diameter of the well, while
large colonies are more than one-quarter of the diameter of the well (standard
96-well flat-bottomed culture plate).

If the test article is positive, colony sizing should be performed on mutant colo-
nies from at least one of the treated cultures, preferably from the highest acceptable
concentration, and on mutant colonies from the negative and positive controls. If
the test article is negative, colony sizing should be performed on mutant colonies
from the negative and positive controls. The assay, and a negative evaluation, is not
valid unless the positive control demonstrates the ability to induce small colony
mutants. Colony sizing of the negative control will demonstrate that large colonies
are able to grow appropriately.

13. Assay Validity Criteria. Data should include pH and osmolality determina-
tions, information on test article solubility, test article concentrations in dosing
solutions, PE and cell count determinations, colony counts and mutant frequencies
for control and treated cultures, RS, RTG, and RSG determinations, and the results
of colony sizing of mutant colonies from at least one concentration of the test article
for a positive response and of mutant colonies from the negative and positive con-
trols regardless of outcome. These data must demonstrate that appropriate physio-
logical conditions were maintained during the test, that the test concentrations were
appropriate in that either a positive mutant frequency response or an 80% reduction
in RTG or a persistent precipitate was achieved, and that the assay was able to



144 IN VITRO MAMMALIAN CELL MUTATION ASSAYS

recover small colony mutants. In addition, acceptance criteria (see below) for the
negative/vehicle and positive controls must be met.

Criteria for Negative/Vehicle and Positive Controls The IWGT MLA Workgroup
[26] reached consensus on acceptance criteria for the soft agar and microwell
method negative/vehicle control parameters using the 3 or 4 hour treatment, as
shown in the following table.

Parameter Soft Agar Method Microwell Method
Mutant frequency 35-140 x 10°° 50-170 x 10°°
Cloning efficiency 65-120% 65-120%
Suspension growth 8-32-fold 8-32-fold

In establishing these criteria, the Workgroup decided to include a measure of
how well the negative/vehicle control cells grow during the 2 day expression phase.
Suspension growth reflects the number of times the cell number increases from the
starting cell density. Cells in stock cultures generally should undergo a 5-fold increase
in number every 24 hours. Thus, over a 2 day period, there would theoretically be a
25-fold increase. The group was particularly concerned about poorly growing cul-
tures and therefore set a minimum of an 8-fold increase. The maximum of 32-fold
provides for reasonable errors in cell dilution and for a slightly variable rate in cell
number increases.

The IWGT MLA Workgroup [27] also reached consensus on acceptance criteria
for the soft agar and microwell method negative/vehicle control parameters for the
24 hour treatment, as shown in the following table. Suspension growth values were
changed for the longer treatment time because it involves 3 days of suspension
growth, rather than the 2 days for the 3 or 4 hour treatment.

Parameter Soft Agar Method Microwell Method
Mutant frequency 35-140 x 10°° 50-170 x 10°°
Cloning efficiency 65-120% 65-120%
Suspension growth 32-180-fold 32-180-fold

The IWGT MLA Workgroup [27] reached consensus on two equally appropriate
criteria for an acceptable positive control response for both the short and long
treatment times. (1) The positive control produces an induced mutant frequency
(total mutant frequency minus concurrent negative control mutant frequency) of at
least 300 x 10° with at least 40% of the colonies being small colonies. (2) The
positive control produces an induced small colony mutant frequency of at least
150 x 107°. For both approaches, the RTG must be greater than 10%. Some labora-
tories prefer to use more than one dose of their positive control. In particular, they
prefer to use a dose that gives only small increases in mutant frequency. These labo-
ratories can meet the positive control criteria by selecting at least two doses for the
positive control (one of which meets the criteria).

Confirmatory tests There is no requirement for verification of a clear positive
response in the MLA. Experiments that do not provide enough information to
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determine whether the chemical is positive or negative should be clarified by further
testing, preferably by modifying the test concentrations or metabolic activation
conditions. Negative results achieved using the 3 or 4 hour treatment should be
confirmed by repeat testing using 24 hour treatment in the absence of S9 activation
(ICH S2B (V and Note 4)) [12]. However, performing only a 24 hour treatment
(i.e., with no 3 or 4 hour treatment) in the absence of S9 activation is not acceptable
unless the highest concentration is a precipitating concentration or the limit con-
centration. The reason for performing a 3 or 4 hour treatment is that higher con-
centrations can be used than are generally tolerated when cells are treated for 24
hours.

14. Assay Evaluation Criteria. There have been several different approaches to
defining a positive result in the MLA. All involve a concentration-dependent or
reproducible increase in mutant frequency, but the absolute increase in mutant fre-
quency that differentiates a positive response from a negative response varies. In
some laboratories, a twofold increase in mutant frequency over background is con-
sidered a positive response. In other laboratories, the approach developed by the
U.S. EPA MLA Gene-Tox Workgroup [48] is used as guidance in interpreting data.
Also, the United Kingdom Environmental Mutagen Society developed a statistical
program for determining a positive or negative result in the microwell version of
the assay [61].

Recently, the IWGT MLA Workgroup recommended the adoption of a global
evaluation factor (GEF) and an appropriate statistical trend analysis to define posi-
tive and negative results in the MLA [24-27]. This approach also takes into account
the recommendation in previous guidance documents [22, 28] that biological rele-
vance should be a factor in data evaluation.

To arrive at a GEF, the Workgroup analyzed distributions of negative/vehicle
mutant frequencies for the agar and microwell versions of the MLA that they gath-
ered from ten laboratories. The Workgroup defined the GEF as the mean of the
negative/vehicle mutant frequency distribution plus one standard deviation. Apply-
ing this definition to the data, the Workgroup arrived at a GEF of 90 for the agar
method and of 126 for the microwell method. The GEF is applied in the following
manner. If the mutant frequency of the negative control in a soft agar assay is
100 x 10°°, then one treatment group must have a mutant frequency of at least
190 x 107 (100 plus GEF of 90) to be called positive. In addition to evaluating the
data against the GEF, the Workgroup recommended that the data be evaluated for
the presence of a positive trend.

Following these recommendations, a test article is positive in the MLA if both
the induced mutant frequency meets or exceeds the GEF and a trend test using the
data is positive. A test article is negative if the induced mutant frequency is below
the GEF and the trend test is negative.

Situations where either the GEF test or the trend test is positive should be con-
sidered on a case-by-case basis. Additional testing may be helpful to better define
the assay response, particularly if the RTG is in the 10-30% range. While additional
testing, which includes refining the dose range selection, will generally provide data
for a definitive call, there will be some situations where the response will either vary
between well-designed experiments or fluctuate within an experiment. Fluctuation
within an experiment can occur when closely spaced doses are used to provide
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extensive coverage of an important part of the dose response for a test article. Either
of these outcomes can result in an “equivocal” (equal voice) determination for the
MLA. In such a situation, the MLA results should be evaluated in the context of
other information as a part of a weight of the evidence assessment of the potential
hazard posed by the test chemical.

CHO/Hprt Assay Compared with the extensive guidance available for conducting
and interpreting the MLA, there is very little published material that specifically
relates to the use of the CHO/Hprt assay (and the AS52 assay) for preclinical testing.
This most likely is due to the secondary status accorded the CHO/Hprt assay in the
ICH test battery and the subsequent lack of emphasis placed on the assay by the
IWGT. The following protocols for the CHO/Hprt and AS52 assays were derived
from original research reports using the assays, literature reviews of assay perfor-
mance, including that of the EPA Gene-Tox Program for the CHO/Hprt assay, and
the authors’ experience with these assays in their own laboratories.

1. Principle of the Assay. The purpose of the CHO/Hprt assay is to determine
the ability of a test article to induce forward mutations in the Hprt gene of CHO
cells. The mutations are detected by growth of colonies in the presence of TG
(or, in rare instances, 8-azaguanine (AG)).

2. Cells. CHO-K,-BH, cells [62] are the standard cells used in this assay. This cell
line is a proline auxotroph with a modal chromosome number of 20 and a popula-
tion doubling time of 12-14 hours [53];some CHO cell lines may have slightly longer
doubling times. Cells should be checked periodically for mycoplasma contamina-
tion, genetic markers, and karyotypic stability.

3. Media and Culture Conditions. Ham’s nutrient mixture F12 containing 5-10%
heat-inactivated fetal bovine serum (FBS) is used for growing stock cultures. The
medium is adjusted to pH 6.8-7.2 before the addition of cells. While most parts of
the assay are performed with F12 plus FBS, hypoxanthine-free nutrient mixture F12
is used for selection of TG-resistant mutants. In addition, the medium used for selec-
tion is often prepared with dialyzed FBS. Osmolality should be maintained in the
physiological range (300 £ 20mOsm) when cells are treated with a test article.

Cells are typically plated at a concentration of 1 x 10%100-mm dish or 5 x 10/
25-cm” T-flask and subcultured every 2-3 days to maintain exponential growth.
Trypsin (0.05%) is generally used for cell detachment for subculturing.

4. Preparation of Cultures. Frozen cell stocks are prepared from exponentially
growing cells that were cleansed of preexisting Hprt mutants in medium supple-
mented with hypoxanthine, aminopterin, and thymidine. Freshly thawed cells are
plated in growth medium and incubated at 37 °C for 16-24 hours to allow time for
cell attachment and growth to approximately 1 x 10° cells/25-cm? surface area.

5. Metabolic Activation. The rationale for using exogenous metabolic activation
in the assay is the same as for the MLA. Also like the MLA, the most commonly
used metabolic activation system uses an S9 prepared from the livers of Aroclor-
1254-induced male rats. The standard S9 is available commercially or can be pro-
duced by published methods [29]. The S9 is supplemented with a standard mixture
of cofactors as described by Machanoff and co-workers [63] and used at a concen-
tration of 1-10% v/v in the final test medium. The concentration of S9 is determined
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by preliminary tests of the cytotoxicity of the S9 and its ability to activate known
metabolism-dependent mutagens (see below for activation-dependent controls).
Alternative metabolic activation systems such as the use of S9 from another species
or the use of hepatocytes should be justified scientifically.

6. Solvent/Vehicle. The solvents appropriate for this test system include but are
not limited to the following, in order of preference: FBS-free F12, distilled water,
DMSO, ethanol, and acetone. Nonaqueous solvent concentrations should not be
greater than 1% and should be identical in all test cultures. The choice of the solvent
principally depends on its ability to dissolve the test article. However, the suitability
of the proposed solvent also should be evaluated by determining the effect of the
dissolved agent on the pH and osmolality of the treatment medium, as well as by
determining if the solvent reacts with the test article, the culture vessel, or the
cells.

7. Dose Selection. As described for the MLA, dose selection is based on the
cytotoxicity and solubility of the test article, and the criteria for determining the
highest test dose described in ICH S2A [13]. For in vitro mammalian cell mutation
assays, ICH S2A (IL.2) defines the top concentration for freely soluble, nontoxic
compounds as Smg/mL or 10mM, whichever is lower. Thus, a preliminary cytotoxic-
ity test should include a range of doses with a high dose of 5mg/mL or 10mM, unless
limited by pH, osmolality, or solubility. Cells are seeded and allowed to grow for
18-24 hours followed by treatment with the solvent or the test article in the pres-
ence and absence of exogenous metabolic activation for 5 hours. Depending on how
the mutagenicity assay is conducted (see later discussion), either immediately after
the treatment or on the next day, the cells are trypsinized and reseeded into new
plates at cloning density (100-200 cells/25-cm?® T-flask or 60-mm plate). After incuba-
tion for 7-10 days, the colonies are fixed with absolute methanol, stained with
methylene blue, and counted. Cytotoxicity is expressed as the cloning efficiency of
test-article-treated cells relative to the cloning efficiency of the solvent control.
When possible, the high dose is chosen to give a cell survival of 10-20%.

8. Controls. Appropriate negative controls are culture medium for the untreated
control and solvent/vehicle for the solvent control. Appropriate positive controls
are ethyl methanesulfonate or N-methyl-N’-nitro-N-nitrosoguanidine for direct-
acting mutagens and  7,12-dimethylbenz|[a]anthracene,  benzo[a]pyrene,
dimethylnitrosamine, or 2-acetylaminofluorene for promutagens requiring meta-
bolic activation.

9. Treatment with Test Article. Exponentially growing cells are seeded into plates
at a density of approximately 1 x 10° cells/55cm? and incubated for 18-24 hours to
achieve an approximate doubling of cell number. Next, the plates are washed with
FBS-free F12 or Hank’s Balanced Salt Solution (HBSS) and exposed to the test
article or controls for 5 hours, generally with and without S9 activation. Duplicate
cultures and three to five concentrations of the test article typically are used. After
the treatment, the media are aspirated and the cells are washed with HBSS.

10. Expression Time and Measurement of Mutant Frequency. After the treat-
ment, most laboratories culture the cells in complete F12 medium for 16-24 hours
(overnight) before subculturing. This allows the various steps of the assay to be
completed easily within an 8 hour working day. Alternatively, the cells can be sub-
cultured immediately after treatment, a procedure viewed as giving more “accurate”
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cytotoxicity data [54]. The posttreatment subculture involves establishing two sets
of cultures from each treatment: one (100-200 cells/60-mm dish in triplicate) is
incubated 7-10 days and used to determine cytotoxicity, while the second (no more
than 1 x 10° cells/100-mm dish) is cultured for the expression of mutants. During
the 7-9 day expression period, the cells are subcultured at 2-3 day intervals. At the
end of the expression period, the cells are again split into two subcultures. One
subculture is designated for the selection of mutant cells: 2 x 10° cells are plated in
each of five (or more) 100-mm dishes using hypoxanthine-free F12 medium contain-
ing 10uM TG. The other subculture is used for the determination of cloning effi-
ciency: 100-200 cells are plated in 100-mm dishes using medium free of TG. After
incubating both sets of dishes 7-10 days, the colonies are fixed, stained, and
counted.

Cytotoxicity is determined from the plates seeded at cloning density up to 1 day
after the treatment and is expressed as the cloning efficiency of the treated cultures
relative to the solvent control. Mutant frequency is calculated by dividing the total
number of mutant colonies by the total number of cells seeded into selection plates,
corrected by the cloning efficiency of the cells seeded at the time of selection into
plates without TG. Mutant frequency usually is expressed as TG-resistant mutants
per 10° clonable cells or per 10° survivors.

11. Assay Validity Criteria. The cloning efficiency of the untreated and solvent
controls must be greater than 50%. Spontaneous mutant frequency in the solvent
and untreated controls may vary in different laboratories but should fall within 0-20
mutants per 10° clonable cells [54, 64]. Assays with slightly higher spontaneous
mutant frequencies may be acceptable, especially when the test agent produces
a clear increase in mutant frequency; higher spontaneous mutant frequencies,
however, may prevent the detection of weak mutagens. The positive control
must induce a mutant frequency sufficiently greater than the mutant frequency
of the solvent control—for example, three times that of the solvent control—
and should exceed the minimum mutant frequency considered to be a positive
result. The high dose for noncytotoxic, soluble test articles must be Smg/mL or
10mM (whichever is lower). Alternatively, the high dose may be limited by either
the test agent’s solubility in the treatment medium or by a maximum cytotoxicity
of approximately 10-20% relative cloning efficiency measured up to one day after
exposure.

12. Assay Evaluation Criteria. Data should be reproducible for both positive and
negative responses. However, an abbreviated preliminary or confirmatory assay
coupled with a full (definitive) assay may be sufficient for demonstrating reproduc-
ibility [54]. ICH S2B V [12] states that a range-finding test may be a satisfactory
substitute for a complete repeat of an in vitro mammalian cell mutation assay other
than the MLA, if the range-finding test is performed with and without metabolic
activation, with appropriate positive and negative controls, and with quantification
of mutants. Positive compounds should exhibit a concentration-related increase
over at least 2 or 3 concentrations. Because the spontaneous mutant frequency can
vary from 0 to 20 mutants per 10° cells, evaluation of the response in terms of a
fold-increase in mutant frequency relative to the background mutant frequency is
not reliable. Some laboratories use a minimum mutant frequency for a response to
be considered positive, for example, greater than 40 or 50 mutants per 10° clonable
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cells [65]. A statistical method may also be employed, although no single method
has been agreed upon [53].

AS52/xprt Assay The procedure for conducting the ASS52/xprt assay is nearly
identical to that described above for the CHO/Hprt assay. Both assays are based on
the same parent cell line: AS52 cells are derived from CHO-K1-BH, cells [35], and
hence CHO cells and AS52 cells have similar growth and cloning characteristics. In
addition, the expression and selection of xprt mutant AS52 cells and Hprt mutant
CHO cells can be conducted using the same protocol [55].

A major difference between the two assays is that AS52 cells should be grown
in MPA medium (nutrient mixture F12 supplemented with 5% FBS, 250 ug/mL
xanthine, 25 ug/mL adenine, SOuM thymidine, 3uM aminopterin, and 10 uM myco-
phenolic acid) right up to the time of treating cells in the assay. MPA medium not
only cleanses the cultures of xprt mutants (minimizing the background mutant fre-
quency), but also ensures that cells that have lost their transgene (and will be
selected as mutants) are not included in the assay. Assays conducted with MPA
cleansing have spontaneous mutant frequencies only somewhat higher than that
seen in the CHO/Hprt assay [37, 41, 55, 66], but culturing cells in the absence of
MPA cleansing can result in background mutant frequencies of several hundred per
10° cells [67].
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6.1 PURPOSE OF CYTOGENETIC TESTS

The first step in any cancer risk assessment process for exposures to environmental
chemicals is hazard identification. Thus, in order for new products to be registered
for the first time or to be reregistered, an assessment of whether or not they present
a potential hazard has to be conducted. This applies equally to products for agricul-
tural, pharmaceutical, or consumer use. In the present context, a hazard is con-
sidered to be represented by genetic alterations assessed as gene mutations or
chromosomal alterations. In particular, this chapter concentrates on the induction
of chromosomal alterations, both numerical and structural ones.

6.2 HISTORY OF CYTOGENETIC TESTING PROTOCOLS

The analysis of chromosomal alterations in cells exposed to environmental agents,
particularly ionizing radiation, has a long history, starting in a quantitative fashion
with the pioneering work of Karl Sax [1] using pollen grains of Tradescantia. These
studies provided information on the dose response for X-ray- and neutron-induced
chromosome aberrations and the relative effectiveness of acute, chronic, and frac-
tionated exposures. These types of studies were expanded over the next decade or
so to include the assessment of the cytogenetic effects produced by chemicals. The
types of assay available for cytogenetic analysis were greatly expanded by the ability
to grow mammalian cells in vitro, either as primary cultures or as transformed cell
lines. This capability was further enhanced to include the use of readily available
human cells following development of the in vitro culture of human lymphocytes
by Moorhead et al. [2]. This method relied on the use of phytohemagglutinin to
stimulate peripheral lymphocytes to reenter the cell cycle, thereby allowing for
metaphase cells to be obtained. At this time, it was necessary to obtain metaphase
cells because all cytogenetic assays relied on microscopic evaluation of chromo-
somes at metaphase. The use of colcemid to inhibit cells at metaphase and of
hypotonic solutions to swell the cells for easy analysis of chromosomal alterations
also made cytogenetic tests much more reliable, repeatable, and technically straight-
forward [3].

The standardization of approaches for visualizing chromosomes for assessing
structural and numerical alterations following exposure to radiation or chemicals
led to the development of cytogenetic assays for testing chemicals for potential
hazard to humans. A plethora of different test systems became available, and there
was unique merit to many of these. With fairly extensive validation studies, the
assays that were considered to be the most straightforward to conduct and provided
the more reliable predictions of clastogenicity (chromosome breakage) for carcino-
gens and noncarcinogens were incorporated into testing guidelines. This history is
concisely described in Chapter 1 of the Evaluation of Short-Term Tests for Carcino-
gens: Report of the International Collaborative Program [4]. These in vitro cytoge-
netic assays incorporate chromosome alterations, sister chromatid exchanges (SCEs),
or micronuclei as endpoints, and permanent cell lines (especially Chinese hamster)
as the test cells. Based on the selection of the highest performing assays as regards
carcinogen/noncarcinogen predictions, a number of national and international orga-
nizations developed test batteries that could further enhance predictive value. Typi-
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cally, these include a bacterial reverse mutation assay, an in vitro cytogenetic assay
in mammalian cell cultures and/or an in vitro gene mutation assay in mammalian
cell cultures, and an in vivo cytogenetic assay in rodent bone marrow cells.

This standard battery of genotoxicity tests can satisfy the requirements of various
global regulatory bodies. For example, several national and international regulatory
agencies have presented minimum data requirements for regulatory reviews of
commercial chemicals, and these include the use of a standard battery of genotoxic-
ity tests as described above [5]. Although there have been some modifications to
these basic assays for improving overall sensitivity and predictivity, the basic prin-
ciples underlying the assays remain the same, as discussed in Sections 6.5 and 6.6.

Recent advances in chromosomal imaging techniques, based on the development
of sophisticated fluorescence in situ hybridization (FISH) methods, have signifi-
cantly enhanced the understanding of the mechanisms of chromosome aberration
induction and the ability to identify specific aberration types (e.g., reciprocal
translocations). These techniques have generally remained in the purview of mecha-
nistic studies and have not been incorporated into cytogenetic tests for assessing
carcinogens.

6.3 DESCRIPTION OF ENDPOINTS

6.3.1 Chromosomal Structural Alterations

A broad range of structural alterations can be observed in metaphase cells using
either conventional cytogenetic techniques or fluorescence in situ hybridization
(FISH). The types of structural alterations produced by treatment with chemicals
and radiation are the same as those observed in untreated cells. Thus, treatment with
a clastogenic agent enhances the frequencies of chromosomal alterations but does
not produce a different spectrum of types. A comprehensive description of the
classes of structural chromosomal alterations can be found in Savage [6]. In general
terms, structural alterations can be subdivided into unstable (generally nontransmis-
sible) and stable (transmissible to daughter cells at division). Within these two broad
categories, an important distinction is made between chromosomal alterations pro-
duced prior to DNA replication (G,) and those produced during (S) or after (G,)
replication. The former are called chromosome-type aberrations because they
involve both chromatids of a chromosome and the latter are called chromatid-type
because they involve one of the two chromatids. An exception is the so-called iso-
chromatid aberration that is produced in S or G, of the cell cycle but involves both
chromatids. Within each of these two classes, chromosomal alterations can be
described as deletions (loss of chromosomal material) and exchanges (between or
within chromosomes). Deletions are generally unstable alterations and exchanges
can be stable (reciprocal exchanges) or unstable (dicentrics). For the purposes of
most mammalian cytogenetic tests that are used for hazard identification, this level
of definition of the range of structural alterations is generally sufficient.

6.3.2 Chromosomal Numerical Alterations (Aneuploidy)

There are chemicals that can alter the normal process of cell division either resulting
in chromosomes failing to separate at metaphase or preventing one or more
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chromosomes attaching to the mitotic spindle. The results are that daughter cells
will have either additional chromosomes beyond the normal diploid number (hyper-
ploidy) or fewer chromosomes than the diploid number (hypoploidy). Because of
possible artifacts produced during the preparative stages of cells for cytogenetic
analysis that can result in chromosome loss, the general approach for assessing
aneuploidy is to place greater emphasis on hyperploidy.

6.3.3 Sister Chromatid Exchanges (SCEs)

During the course of DNA replication, errors can occur that lead to the reciprocal
exchange between the two sister chromatids of a chromosome. The result is the
so-called sister chromatid exchange. While such exchanges had been identified by
genetic methods for decades and using radioisotopes in the 1950s, it was not until
the 1970s that a simple cytogenetic method was developed for direct observation of
SCE [7, 8]. This method relied in general terms on differential staining of the sister
chromatids—one being lightly stained with Giemsa and the other darkly stained.
Exchanges between the sister chromatids could readily be seen in metaphase cells
as light—dark switches. The principle behind the method was the preferential elution
of DNA from one chromatid based on incorporation of bromodeoxyuridine (BrdU),
binding of a BrdU-sensitive fluorescence dye to asymmetrically BrdU-labeled
chromatids, and the subsequent preferential breakage of the DNA containing the
dye by fluorescent light and its elution by warm saline sodium citrate. The chromatid
with more DNA stains dark with Giemsa and that with less DNA stains lighter [7].
More recently, fluorescent antibodies to BrdU have been used for sister chromatid
differentiation [9].

It has been demonstrated that a wide range of chemicals can increase the fre-
quency of SCEs in a broad range of cell types [10]. There is a background level of
SCEs that varies with cell type and concentration of BrdU; these SCEs are a con-
sequence of the BrdU incorporation into the DNA. The analysis of SCEs can be a
useful component of hazard identification, although it needs to be noted that there
is no adverse phenotypic outcome known to be associated with the induction of
SCEs. There is, however, a high frequency of SCEs in cells from individuals with
Bloom syndrome that is a reflection of error-prone DNA replication of the BrdU-
containing template [11]. Thus, SCE increases probably reflect an enhancement of
errors in DNA replication, induced, for example, by a clastogen that produces DNA
adducts. An advantage of the SCE assay is its high level of sensitivity of detecting
chromosomal effects that are produced by S-phase-dependent mechanisms.

6.3.4 Micronuclei

The analysis of structural chromosomal alterations by standard metaphase analysis
requires a high level of expertise and is time consuming. For hazard identification
purposes, the analysis of micronuclei can be equally informative. Micronuclei are
membrane-bounded structures that form either from acentric pieces of DNA (dele-
tions) or whole chromosomes that are not incorporated into daughter nuclei. It is
possible to distinguish between acentric fragments and whole chromosomes using
an antibody to the kinetochore component of the centromere; a positive stain rep-
resents a micronucleus containing a whole chromosome [12]. Thus, the micronucleus
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assay can be used for the assessment of structural and numerical chromosomal
alterations. While the micronucleus assay does not provide the detail for all types
of chromosomal alterations induced by a clastogen that would be obtained by meta-
phase analysis, it is a robust assay for the identification of a clastogen.

6.4 DESCRIPTION OF CELL TEST SYSTEMS

6.4.1 Established Cell Lines

It is possible to use any permanent cell line that is cycling for cytogenetic tests.
However, it is considerably easier for analysis of the data to use cell lines that have
a stable karyotype that is close to the diploid number for the particular species.
Chinese hamster cell lines (CHO and V79) have frequently been used because of
their low near-diploid number of chromosomes (2# is normally 22). Primary human
cell lines or virally transformed ones can be used, but they have a relatively low
mitotic index that makes analysis more burdensome than with rapidly dividing cells.
Thus, any cell line with a stable karyotype and a high mitotic index is most suitable
for cytogenetic tests. Human lymphocytes can be virally transformed to produce
lymphoblastoid cell lines that generally have a stable karyotype close to the diploid
number, but have the advantage of a relatively high mitotic index.

6.4.2 Human Lymphocyte Cultures

Human peripheral blood lymphocytes are nondividing cells but can be stimulated
to reenter the cell cycle by use of a mitogen such as phytohemagglutinin. The stimu-
lated cells move somewhat synchronously through the first cell cycle, so that cells
can be treated in Gy, S, and/or G, either by selection of the appropriate treatment
time after stimulation or by selection of an appropriate time after treatment for cell
sampling and fixation. Mitogen stimulated cells have a relatively high mitotic index,
especially at the first metaphase, and being primary cultures they have a stable
diploid karyotype when sampled from a normal individual. A concern with their
routine use is that blood samples have to be obtained from suitable volunteers and
this requires some form of informed consent. However, the process for meeting the
consent requirement can quite readily be met.

6.5 REQUIREMENTS FOR CYTOGENETIC ASSAYS

While it is possible to use any cycling cell system for cytogenetic analysis, it is highly
advantageous to use one that has a stable diploid or near-diploid karyotype. Again,
as noted previously, a high mitotic index is also greatly advantageous, if nothing else
because this reduces the time to search for analyzable metaphase cells. Primary
human lymphocyte cultures are very suitable for meeting both of these needs.
The great majority of chemical clastogens produce structural aberrations by
inducing errors of DNA replication (e.g., from an induced DNA adduct) and so
treatment with a test chemical has to be for cells in the S phase or that pass through
the S phase between treatment and analysis at metaphase [13]. For maximum sen-
sitivity, treatment in S phase is required such that repair of induced DNA damage
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prior to replication is minimized. Also, for maximal sensitivity of the assay for struc-
tural changes, analysis should be conducted on cells at their first metaphase after
treatment. As noted in Section 6.3, a number of structural alterations are not trans-
mitted to daughter cells, and many are cell lethal events. Thus, analysis at the second
or subsequent metaphase after treatment will be much less sensitive than at the first
metaphase.

For SCE, aneuploidy, and micronucleus assays, analysis has to be at the second
or subsequent metaphase after treatment (SCE and aneuploidy) or during the
second cell cycle after treatment (micronucleus) because either cell division pro-
duces the event (aneuploidy and micronuclei) or the assay itself relies on two cell
cycles for observation of the endpoint (SCE). The maximum frequency for induced
micronuclei will be observed during the second cell cycle after the start of treatment,
and so a method has been developed to ensure that this requirement will be met.
Cytochalasin B inhibits the process of cytokinesis (cell division) and so at division
the cell itself will not divide in the presence of cytochalasin B but its nucleus will,
and so a binucleate cell will be produced. Thus, micronuclei can be exclusively ana-
lyzed in binucleate cells to maximize the sensitivity of the assay [14].

There are other features of assays that more generally fall under the category of
personal laboratory preferences rather than requirements. These modifications can
be found in individual research papers or study reports [15].

6.6 DESCRIPTION OF ASSAYS

There are, of course, a wide range of protocols available for the conduct of in vitro
cytogenetic assays. Some of these provide a required format for regulatory purposes
(e.g., U.S. Environmental Protection Agency (EPA), U.S. Food and Drug Adminis-
tration (FDA), and the European Union (EU) regulatory requirements). Others
follow best practices and serve as guidelines (e.g., Organization for Economic Co-
operation and Development (OECD) and the International Conference on Har-
monization of Technical Requirements for Registration of Pharmaceuticals for
Human Use (ICH)). These all address the requirements described in Section 6.5 but
do differ in some of the specific technical details of the tests. These specific details
can be found in the individual publications and reports from these organizations.
Pertinent information to be used as a starting point for testing guidelines can be
found in the review by Muller et al. [16]. Many of the components of in vitro assays
are the same for the different cytogenetic endpoints whereas some are endpoint
specific. In this latter case, the requirements for each assay are presented separately
in the following sections.

6.6.1 Cell Growth and Maintenance

Any mammalian cell type that can be grown in tissue culture medium in vitro is
acceptable for cytogenetic testing. As noted previously, a stable diploid or near-
diploid karyotype is advantageous, as is a high mitotic index. Stocks of cells should
be stored in liquid nitrogen until needed for a test rather than maintained in culture
all the time. At the time of use for a test, cells should be in logarithmic growth phase.
Cells should be checked routinely for mycoplasma contamination and not used if
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contaminated. Appropriate culture medium recommended for the routine growth
of specific cell lines should be used. Culture conditions should be standardized for
CO, concentration, temperature, and humidity. Besides routinely checking the
karyotype of the cells to be used, a routine check of cell-cycle time under the stan-
dard culture conditions should be made.

6.6.2 Metabolic Activation

A broad range of chemicals require some form of metabolic activation to convert
the parent compound into its active metabolites. The majority of cultured cells do
not have endogenous metabolic capability and so some form of exogenous meta-
bolic activation needs to be incorporated into the assay. A test is typically conducted
with and without metabolic activation to establish whether or not such activation
is required for clastogenicity. The most frequently used metabolic activation system
is a cofactor-supplemented postmitochondrial fraction (S9) prepared from the livers
of rodents treated with metabolism enzyme-inducing agents such as Aroclor 1254
[17]. The choice of concentration of S9 can be dependent on the particular chemical
class under test. There have been proposals to use an appropriate species for the
formulation of the S9 dependent on the species of the test cells used. For routine
testing this has not been a general recommendation. In addition, specific cell lines
have been engineered to express specific metabolic activating enzymes, providing
an endogenous metabolizing system [18]. This has some potential advantages but
knowledge of the metabolism of the test chemical is required so that the appropriate
transgenic cell line can be used in a test. There clearly is room for improving the
process whereby metabolic activation is incorporated into an assay, but for the
present the use of S9 is reasonable.

6.6.3 Control Groups

The inclusion of appropriate control groups is an essential component of any assay
system. At a minimum, it is necessary to have a control sample that does not include
the test chemical but does include the solvent or vehicle used for the test chemical.
These vehicle controls should include samples with and without the metabolic acti-
vation system. In addition, a negative control should be included for every cell
sampling time used in an assay.

A positive control must be used and should be a known clastogen at treatment
concentration levels that are known to give a reproducible and detectable increase
over the historic background level for the cytogenetic endpoint being assayed. In
this way the positive control demonstrates the sensitivity of the test system at the
particular time of the test. If metabolic activation is used, then the positive control
should be a clastogen that requires metabolic activation for its effectiveness.

It has been quite common for positive controls to be used at high concentrations
that give a very potent positive response. However, this usually means that the slide
analyzer will immediately recognize the positive control samples and this can
provide a potential bias to the analysis. Positive control concentrations should
produce a clear positive effect but not an excessive amount of chromosomal
damage.

Several positive controls are used quite frequently and include the following:
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Metabolic Activation Condition Chemical CAS Number
Absence of exogenous metabolic Methyl methanesulfonate [66-27-3]
activation Ethyl methanesulfonate [62-50-0]
Ethylnitrosourea [759-73-9]
Mitomycin C [50-07-7]
4-Nitroquinoline-N-oxide [56-57-5]
Presence of exogenous metabolic Benzo[a]pyrene [50-32-8]
activation Cyclophosphamide [50-18-01]

6.6.4 Test Chemicals

Solid test substances need to be dissolved or suspended in appropriate solvents or
vehicles. If feasible, they may be prepared in tissue culture medium (without serum).
In general, it is recommended that such chemical preparation be performed shortly
prior to use in a test. In specific instances where stability of the test chemical in its
dissolved state has been established, longer term storage might be used. The treat-
ment solution or suspension should be diluted to the desired concentrations for test
use. The vehicle itself should be at an amount in the cell culture that does not affect
cell viability or growth rate.

6.6.5 Exposure Concentrations

The chemical should be tested over a range of concentrations that will allow for the
assessment of a concentration-response relationship. If feasible, the highest test
substance concentration tested with and without metabolic activation should show
evidence of cytotoxicity or reduced mitotic activity. In addition, the highest concen-
tration selected should be consistent with solubility issues and should not result in
significant changes in pH or osmolality. The concentration range selected is based
on preliminary cytotoxicity data and should include concentrations that induce
substantial cytotoxicity (about 60% ), intermediate cytotoxicity, and low or no cyto-
toxicity. In those cases where cytotoxicity is not observed in preliminary studies, the
highest concentration should be of the order of 0.01 M, Smg/mL, or SuL/mL. Gases
or volatile liquids should be tested in sealed vessels.

6.6.6 Treatment with Test Substances

Duplicate cultures should be used for each dose level, harvest time, or other experi-
mental subdivision. For cell lines and strains, cells in the exponential phase should
be treated with the test substance, with and without an exogenous metabolizing
system. Human lymphocytes that have been stimulated to reenter the cell cycle with
a mitogen can be similarly treated.

For chromosome aberration studies, there are a number of different rationales
covering the timing of the start of treatment and the duration of treatment [17].
Given the broad need for cells to be treated at some point of the total treatment in
the S phase of the cell cycle, an acute treatment of about 3h with sampling some
3-6h afterwards for the great majority of cell lines and 6-12h for stimulated human
lymphocytes will meet this requirement. For lymphocytes, treatment should start
about 36h after mitogenic stimulation, or earlier if longer treatment times are
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desired. The only exception would be for high concentrations when extensive cell
cycle delay is induced. In this case, a repeat experiment using longer times between
the end of treatment and sampling might be necessary. Variations in treatment dura-
tion and sampling time are recommended for different protocols. Continuous treat-
ment throughout one cell cycle can also be used, provided a balance is maintained
between cytotoxicity and mitotic index to obtain a sufficient number of analyzable
metaphase cells.

For SCE or micronucleus studies, longer treatment times are recommended
based on the requirement for a cell division (micronuclei) or two DNA replications
(SCE) between the start of treatment and observation. For cell lines, treatment can
be continuous for about two cell cycles in duration, or it can be more acute (3h)
with a sampling of about two cell cycles from the start of treatment. For the micro-
nucleus assay, cytochalasin B should be added during the first cell cycle of treatment
with cells being harvested before the second mitosis. For lymphocytes, treatment
can start at about 24 h after mitotic stimulation and last for about two cell cycles
until harvesting. Alternatively, an acute treatment of about 12h can be used starting
also at 24 h after mitotic stimulation. For the micronucleus assay, cytochalasin B is
typically added at about 44h after mitotic stimulation with cell harvesting at 72h
after stimulation.

6.6.7 Culture Harvest Times

The harvest times for established cell lines and for human lymphocytes are basically
covered in Section 6.6.6, because these times are related to the start and end of
treatment. An additional major requirement is that the majority of cells to be ana-
lyzed at metaphase (chromosome aberrations and SCEs) or as binucleate cells
(micronuclei) have spent a significant proportion of the total treatment time in the
S phase of the cell cycle. To ensure that this occurs and also to ensure sufficient
mitotic cells or binucleate cells for analysis, either multiple sampling times or a
single harvest time with supporting data for its selection can be used.

A spindle inhibitor, such as colchicine or colcemid, is added to the culture 2-3h
prior to harvest to facilitate accumulation of metaphase cells and to produce
contracted metaphase chromosomes that are particularly suitable for analysis
purposes.

6.6.8 Chromosome Preparations

There is a fairly wide selection of methods available for obtaining cells suitable for
chromosome aberration, SCE, or micronucleus analysis. There are some essential
components and some that are individual preferences. For chromosome aberration
and SCE analysis, cells need to be swollen with a hypotonic solution and gently fixed
(e.g., with glacial acetic acid and alcohol) to avoid cell rupture. Ideal preparations
for analysis have well-spread metaphase chromosomes with no overlaps but with
minimal probability of chromosome loss as a result of the chromosome spreading
technique. For micronuclei, the cytoplasm should be maintained (a hypotonic solu-
tion is not generally used) for the most reliable identification of micronuclei and
for identification of binucleate cells.
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The slides can be stained by a variety of methods with the requirement that clear
definition of centromeres and differential chromatid staining are obtained where
appropriate. Giemsa staining is generally the standard for metaphase analysis for
chromosome aberrations and SCE. More recently, chromosome-specific fluorescent
probes have been used for the assessment of reciprocal translocations but this is not
generally a part of a standard battery of tests for hazard identification. For micro-
nucleus analysis, fluorescent DNA-specific dyes are preferred, because these are
able to facilitate the detection of even very small micronuclei. Anti-kinetochore
antibodies or FISH with pancentromeric DNA probes can be used to establish
whether not micronuclei contain whole chromosomes or chromosomal acentric
fragments [12].

6.6.9 Analysis of Cytogenetic Alterations

A very important component of analysis is that it be conducted without the micro-
scopist having knowledge of the treatment status of the material being analyzed.
This can be accomplished by coding all the slides prior to microscopic analysis.

The number of cells to be analyzed for the different cytogenetic endpoints
varies somewhat among the different guidelines and protocols: the following is a
general guidance. For chromosome aberrations, it is reasonable for subsequent sta-
tistical analysis to analyze 100 cells from each of two duplicate cultures for
each treatment group. For SCE analysis, 25 cells per duplicate sample per treatment
group is reasonable and for micronuclei, 1000 binucleate cells from each of
the duplicate cultures for each treatment is appropriate. For all endpoints, an
assessment of cytotoxicity using a cell proliferation index or mitotic index is
appropriate.

As general guidance, for human lymphocytes, chromosome aberration and SCE
analysis should be performed for cells that have a centromere number of 46. For
cell lines, it is frequently recommended that cells with +2 centromeres from the
modal number can be analyzed. This perhaps indicates a less than stable karyotype
and it might be more appropriate to use a cell line that has a tight modal number
of centromeres so that £1 from this mode would be the recommended range for
analysis.

6.6.10 Statistical Analysis and Evaluation of Results

There are many different statistical approaches that have been applied to in vitro
cytogenetic data and it is not possible to discuss these and their relative merits in
this short chapter. The reader is directed to two comprehensive discussions of the
issues to be addressed by statistical analysis of these types of data and approaches
for the conduct of the appropriate analysis. The reviews are by Margolin et al. [19]
and Kim et al. [20].

Similarly, there has been much guidance on the criteria for establishing a positive
or a negative result for in vitro cytogenetic data. The following is taken from the
ICH Guidance presented in Muller et al. [16] since this provides a very informative
set of questions to be addressed for evaluating datasets. (Note: Reference to other
parts of the manuscript have been deleted from this quote)
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2.3.1. Guidance on the evaluation of in vitro test results

2.3.1.1. In vitro positive results

The scientific literature gives a number of conditions which may lead to a positive
in vitro result of questionable relevance. Therefore, any in vitro positive test
result should be evaluated for its biological relevance taking into account the following
considerations (this list is not exhaustive, but is given as an aid to decision-
making):

(i) Is the increase in response over the negative or solvent control background regarded
as a meaningful genotoxic effect for the cells?

(ii) Is the response concentration-related?

(iii) For weak/equivocal responses, is the effect reproducible?

(iv) Is the positive result a consequence of an in vitro specific metabolic activation
pathway/active metabolite?

(v) Can the effect be attributed to extreme culture conditions that do not occur in in
vivo situations, e.g., extremes of pH; osmolality; heavy precipitates especially in cell
suspensions?

(vi) For mammalian cells, is the effect only seen at extremely low survival levels?
(viii) Is the positive result attributable to a contaminant (this may be the case if the
compound shows no structural alerts or is weakly mutagenic or mutagenic only at very
high concentrations)?

(viii) Do the results obtained for a given genotoxic endpoint conform to that for other
compounds of the same chemical class?

2.3.1.2. In vitro negative results

For in vitro negative results, special attention should be paid to the following consid-
erations (the examples given are not exhaustive, but are given as an aid to decision-
making): Does the structure or known metabolism of the compound indicate that
standard techniques for in vitro metabolic activation (e.g., rodent liver S9) may be
inadequate? Does the structure or known reactivity of the compound indicate that the
use of other tests methods/systems may be appropriate?

Based on adherence to a standard protocol and the availability of experience
with a particular assay, it would be expected that a test can be described as clearly
positive or clearly negative. However, this is certainly not always the case: test results
sometimes do not fit the predetermined criteria for a positive or negative decision
and therefore have to be described as “equivocal.” It is thus assumed that neither
biological interpretation nor statistical methods can resolve this situation. In such
cases, further testing is usually required to resolve equivocal results. Such tests might
involve a different concentration range, treatment times, and/or harvest times
depending on available data that might indicate the appropriate experimental
design.

6.6.11 Test Conclusions

It is important that the conclusions from in vitro cytogenetic assays be stated within
the specific confines of the particular assay. For example, positive results in the in
vitro cytogenetic assay indicate that under the test conditions the test substance induces
chromosomal aberrations (or SCE or micronuclei) in cultured mammalian somatic
cells (or human lymphocytes). Similarly, negative results indicate that under the test
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conditions the test substance does not induce chromosomal aberrations (or SCE or
micronuclei) in cultured mammalian somatic cells (or human lymphocytes).

6.6.12 Test Report

The OECD Guideline for the Testing of Chemicals Draft Proposal for a New Guide-
line 487: In Vitro Micronucleus Test (found at http://www.oecd.org/dataoecd/60/28/
32106288.pdf) provides a comprehensive summary of the information that consti-
tutes a complete report for an in vitro cytogenetic test. This guideline is for the
micronucleus assay but generally applies to other in vitro cytogenetic tests. The
information to be included is covered in Sections 6.6.1-6.6.11.

6.7 FUTURE DIRECTIONS

The field of cytogenetics has changed quite significantly over the past decade or so
with the development of a range of FISH techniques [21]. These can be used to
measure specific events such as reciprocal translocations and genomic alterations
associated with tumors, as examples. While these can provide significant input for
understanding the underlying mechanisms of disease formation, particularly for
tumors, and for use in quantitative risk assessments, they have not significantly
enhanced the process of hazard identification. Given the added cost of FISH
methods, their use in standard in vitro cytogenetic tests for hazard identification
remains fairly limited.

There is an increasing interest in the role of stem cells in the initiation of disease
processes and at the same time an increased availability of long-term adult stem
cell in vitro cultures [22]. It is generally desirable, where possible, to use the most
relevant cell types for in vitro cytogenetic assays, and so it is anticipated that human
adult stem cell cultures will be incorporated into protocols.

There might also be further development of automated analysis systems for
chromosomal alterations, SCEs, and micronuclei. Certainly, flow cytometry has been
employed for micronucleus analysis with some success and is gaining in popularity
[23]. Automated chromosome analysis systems are less reliable and very much in
the development phase. Their improvement to join the arsenal of automated analy-
sis tools would be a significant step in regard to time and cost savings.
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7.1 INTRODUCTION

The preclinical safety assessment of drug candidates includes conduct of assays
intended to identify genotoxic hazards. Experience with genetic toxicology testing
over the past several decades has demonstrated that no single assay is capable of
detecting all genotoxic effects. Therefore, the potential for a chemical to cause
genotoxicity is typically determined through a battery of tests conducted in vitro
and in vivo. Genotoxicity tests are typically conducted early in the development of
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a drug candidate as they are relatively short in duration and inexpensive and provide
an early means to identify potential genotoxic carcinogens, which otherwise would
not be detected until the completion of 2 year cancer bioassays. Current internation-
ally harmonized guidance [1] recommends the conduct of both in vitro and in vivo
genotoxicity assays, which together detect the potential of a drug candidate to
induce small genetic mutations and chromosomal scale damage.

Compared to in vitro testing, an in vivo test system provides a model that takes
into account important factors such as absorption, distribution, metabolism, and
excretion that may influence the genotoxic activity of a compound. In addition, an
in vivo test may detect chemicals that only act in vivo, although experience has
shown that such compounds are rare. A small number of genotoxic carcinogens,
including procarbazine, hydroquinone, urethane, and benzene, are reliably detected
using bone marrow tests for chromosomal damage, whereas in vitro tests yield nega-
tive, weak, or conflicting results [2]. Thus, data from one in vivo test is valuable in
that it can provide additional reassurance that a drug candidate does not possess
genotoxic potential, beyond initial conclusions derived from in vitro testing.

Internationally harmonized guidance, ICH M3 [3], outlines which nonclinical
safety studies are required to support the various stages of clinical development.
Since Phase I clinical trials are usually limited to a few volunteers for a short dura-
tion of treatment, it is considered acceptable to limit genotoxicity testing for Phase
I studies to the generally more sensitive in vitro tests of the standard battery consist-
ing of a bacterial mutagenicity test and a clastogenicity test in cultured mammalian
cells. Expansion of clinical investigations into larger populations with longer treat-
ment duration, that is, Phase II and III studies, requires an in vivo cytogenetic
assessment prior to the initiation of such trials. This in vivo assay can either be an
analysis of chromosomal aberrations in bone marrow cells or an analysis of micro-
nuclei in bone marrow or peripheral blood erythrocytes. Only under specific cir-
cumstances, that is, for compounds that are not systemically absorbed and do not
provide for adequate target tissue exposure, may an assessment be based on in vitro
data alone [1].

It is important to note that there are specific circumstances under which the ICH
S2B guidance [1] recommends both in vivo and in vitro genotoxicity testing be
complete prior to initiating clinical trials, including the following: (1) prior to clinical
testing in women of childbearing potential, pregnant women, or in children; and (2)
for compounds bearing structural alerts for genotoxic activity. Structurally alerting
compounds as defined in the literature [4] or with in silico systems may have to be
further investigated using appropriate tests if the standard tests yield negative
results. (3) In the case of positive or equivocal findings in vitro, in vivo genotoxicity
testing is required prior to clinical Phase I studies for the purpose of risk assessment
[5]. A negative result in a standard in vivo test for chromosomal damage in rodent
hematopoietic cells will not provide sufficient data to conclude that the compound
is inactive in somatic cells in vivo. Rather, the in vivo relevance of positive in vitro
genotoxicity data needs to be assessed in at least one additional in vivo genotoxicity
test utilizing a different tissue.

Finally, an alternative approach to assessing genotoxicity prior to the initiation
of clinical investigations has been outlined recently in an FDA draft guidance on
exploratory investigational new drug (exploratory IND) applications. In the case of
clinical investigations in which volunteers will receive a low number of doses of an
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investigational drug at relatively low doses, with the intent of collecting limited but
critical information to determine feasibility of drug development (e.g., pharmaco-
kinetics), a more limited nonclinical safety assessment is considered acceptable.
With regard to genetic toxicology testing, it is acceptable to conduct a standard
bacterial mutation assay as well as a test for chromosomal aberrations either in vitro
or in vivo. Furthermore, according to the draft guidance it is acceptable to perform
the in vivo cytogenetic assessment in conjunction with the repeated dose toxicity
study in the rodent [6].

This chapter provides an overview of the standard in vivo cytogenetic assays that
are commonly used as part of the genotoxicity test battery intended for hazard
identification. In addition, exploratory in vivo assays are discussed that are utilized
to follow up on positive genotoxicity results obtained in the standard battery or to
assess a contribution of genotoxicity to preneoplastic/neoplastic changes detected
in long-term tests in rodents.

7.2 STANDARD IN VIVO TESTS FOR CHROMOSOMAL DAMAGE IN
RODENT HEMATOPOIETIC CELLS

The most commonly applied in vivo cytogenetic test is the evaluation of micro-
nucleus formation in bone marrow or peripheral blood erythrocytes. Micronuclei
are small, round remnants of nuclear chromatin that result from the induction of
chromosome breakage or aberrant mitotic division. With the expulsion of the main
nucleus during erythrocyte maturation, micronuclei are easily detected in the oth-
erwise anucleate erythrocytic cells (Fig. 7.1). A less commonly applied, but equally
acceptable approach for in vivo cytogenetic assessment is metaphase chromosome
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FIGURE 7.1 Micronucleated erythrocyte formation. (a) Rapidly dividing erythroblast pre-
cursor cells in the bone marrow are exposed to test article capable of causing chromosome
breakage or abnormal chromosomal segregation. (b) In the subsequent interphase erythro-
blast cells that were subject to chromosome breakage or loss contain micronuclei in addition
to the main nucleus. (¢) Expulsion of the main nucleus during erythrocyte maturation. (d)
Micronuclei formed in susceptible erythroblast precursor cells remain in otherwise anucleate
erythrocytes. (e) Migration of normal and micronucleated erythrocytes from the bone marrow
to the peripheral blood.
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aberration analysis in rodent bone marrow. Using this assay, the frequency and types
of structural chromosomal damage observed in bone marrow cells are assessed. In
general, metaphase analysis is much more tedious and time consuming and requires
a highly skilled cytogenetic experimenter to complete. Furthermore, unlike the
in vivo micronucleus assay that can detect clastogenicity and aneugenicity, meta-
phase analysis is limited to assessment of chromosome breakage.

ICH guidelines for genotoxicity testing [1, 6] provide general recommendations
regarding the use of in vivo cytogenetic assays for the purposes of detecting geno-
toxic hazards. In addition, OECD guidelines 474 [7] and 475 [8] provide an overview
of major methodological considerations for the design, conduct, analysis, and report-
ing of in vivo cytogenetic tests. Subsequent sections of this chapter review key
aspects of study design, conduct, interpretation, and reporting of standard in vivo
cytogenetic assays in the context of use for hazard identification.

7.2.1 In Vivo Micronucleus Assessment in Rodent Hematopoietic Tissue

Developed as a rapid alternative to chromosome aberration assessment in rodent
bone marrow [9], the rodent micronucleus (MN) assay in erythrocytes is currently
the most widely utilized in vivo genotoxicity test for assessing induction of cytoge-
netic damage. The basis of the in vivo MN assay is that actively dividing cells
exposed to a test article capable of causing chromosome breakage or loss will induce
the formation of micronuclei, which are readily identified in progeny cells (i.e., cells
in the subsequent division). Immature or newly formed erythrocytes provide an
ideal cell population for MN assessment as the erythroblast precursor cells are
rapidly dividing in the bone marrow, with the nucleus extruded from the cell a few
hours after final mitosis. Providing that there is sufficient time between exposure to
the test article and recovery of erythrocytes for analyses, micronuclei that result
from induction of chromosomal breakage or malsegregation in erythroblast precur-
sor cells can easily be detected in the newly formed anucleate erythrocyte popula-
tion. Furthermore, assessment of MN induction in the immature erythrocyte
population provides a high assay sensitivity, as these cells were susceptible to chro-
mosome damage during the time of test article treatment.

The MN assay was originally developed in the mouse bone marrow [9] and later
it was demonstrated that assessment of MN induction in peripheral blood of mice
was equally sensitive [10]. However, given that the rat is typically utilized in preclini-
cal toxicology assessments of acute and subchronic duration, it is more practical to
use the rat for in vivo cytogenetic safety assessment. Consequently, more recently,
greater effort has been applied to investigations and developments using the rat.

Characteristics of the drug candidate that are established in initial toxicology
studies, which help facilitate the design of an acceptable in vivo micronucleus test,
include drug formulation, route of administration, toxicokinetics, and toxicity.
Careful consideration of all available data for the drug candidate at the time of
protocol design will help maximize the value of the in vivo MN study. In the absence
of data from prior studies, a dose-range finding study may be conducted to gain this
experience.

There is a large body of scientific data contained in the public literature regarding
the design and conduct of in vivo MN studies. Major methodological considerations
of in vivo MN study design have been the topic of numerous meetings of the Inter-
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national Workshop on Genotoxicity Test Procedures (IWGTP) [11, 12]. In addition,
the Collaborative Study Group for the Micronucleus Test (CSGMT) has coordi-
nated investigations directed at understanding the importance of specific elements
of study design and methodology [13-19]. These efforts, in addition to contributions
from a large number of investigators, have established current practices considered
acceptable for the design and conduct of in vivo MN assays. Some specific aspects
studied in detail include rodent species [18], sex [13, 20], strain [14, 21], treatment
route [22], treatment regimen [15, 19, 23, 24], sampling times, sensitivity of blood
versus bone marrow [18, 19, 25-27], and development and validation of automated
analysis [28-35]. Important methodological aspects of the in vivo MN study are
reviewed in the following sections. However, more detailed information may be
found in the relevant cited references.

Species, Strain, Sex, and Number of Animals In preclinical drug development the
most commonly applied species of animals for the conduct of in vivo cytogenetic
assessment are rat and mouse. In selecting a species and strain of test animal, several
considerations should be made. First, the availability of historical control data for
the strain and species intended for use is important for the selection of statistical
methods and the interpretation of data. Another factor to consider is the availability
of drug candidate toxicity data in a rodent species and strain that can be employed
for the MN assay, as this can greatly facilitate the design of the study. Furthermore,
if the same strain of animal is used for the conduct of long-term toxicology studies
or carcinogenicity studies, the MN data may be valuable in assessing the relevance
of other findings later in the development of the drug candidate. Given that the rat
is the primary rodent species utilized in preclinical toxicology studies, the rat is often
the species of choice for the conduct of in vivo MN assessment. In the absence of
any special requirements for a particular age, young adult animals should be used.

The use of one sex is generally accepted based on studies that have demonstrated
that sensitivity to MN induction is similar between male and female rodents [13,
20]. However, if there are data that suggest significant differences in toxicity, toxi-
cokinetics, or metabolism between male and female animals, then both sexes should
be utilized. In the case of MN studies that are integrated with toxicology studies,
both male and female rodents will be on test by default. In such cases, it is recom-
mended that samples from both sexes be prepared for analysis. However, it is con-
sidered acceptable to limit the conduct of MN analyses to a single gender [12]. Each
treatment and control group should include at least five analyzable animals. There-
fore, if mortality is expected at the high dose, additional animals should be included.
Additional animals may also be included for the negative and test treatment groups
for plasma drug concentration determination.

Treatment Regimen and Route of Administration The route and schedule of
administration of test articles should be determined based on consideration of the
bioavailability and pharmacokinetics of the drug candidate being evaluated. It is
imperative that the study be designed such that the hematopoietic tissue is exposed
to significant concentrations of the drug candidate, otherwise the conduct of the
study will add little value to the nonclinical safety assessment. In general, test sub-
stance should be administered at least once each day unless the half-life justifies
otherwise. Therefore, in the case of drug candidates with short half-lives, multiple
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daily treatments may be necessary to maintain sufficiently high blood levels. Doses
or formulations that require large volume administration to deliver the test article
may also justify the need for multiple daily treatments. Challenges associated with
drug candidates having short half-lives or limited oral bioavailability may be over-
come by considering administration by continuous infusion or the parenteral route,
respectively. Ultimately, the route and schedule of administration should be designed
keeping in mind that the hematopoietic tissue is the target of exposure and subse-
quent evaluation.

Acute Treatment Protocols and Tissue Sampling Studies of acute duration (i.e.,
1 or 2 days) are typically designed as independent protocols. The application of acute
treatment protocols in the mouse with assessment of MN induction in bone marrow
or peripheral blood has been widely utilized, as well as in the rat with MN induction
being evaluated in bone marrow. Due to early investigations in the rat demonstrat-
ing the ability of the spleen to capture and destroy micronucleated erythrocytes
from the peripheral blood [36], assay sensitivity in this tissue has been a concern.
Although the efforts of numerous investigators have resulted in the compilation of
a significant body of data demonstrating that rat peripheral blood is also sensitive
to the detection of aneugens and clastogens [18, 19, 25-27, 37] its use is not widely
accepted.

For 1 day treatment protocols, tissue samples (i.e., bone marrow and/or blood)
are typically collected and evaluated at two time points. For bone marrow, samples
should be collected at ~24 and 48 hours post-treatment, whereas blood samples
should be collected at ~48 and 72 hours post-treatment. In the case of 2 day treat-
ment, tissues are typically sampled at a single time point, with bone marrow and/or
blood collected at ~24 hours following the final administration.

Subchronic Treatment Protocol and Tissue Sampling The incorporation of MN
assessment into subchronic general toxicity studies is an attractive alternative to the
acute protocol, as it can reduce animal usage with genotoxicity data generated in
parallel with general toxicity and pharmacokinetic data. Treatment protocols that
specify up to 4 weeks of treatment are considered acceptable study designs for both
mouse and rat [12]. This is based on the outcome of studies in which repeated daily
treatments with subchronic duration of exposures were shown to produce similar
results (magnitude of response) in comparison to acute treatment in the majority
of cases [19, 23, 38-41]. The use of a subchronic versus acute treatment protocol
should be given special consideration for drug candidates that induce a positive
response in vitro. In such cases an acute protocol should be used if higher systemic
exposures can be achieved. As is the case for short duration studies, both bone
marrow and blood are acceptable tissues for MN assessment in mouse and bone
marrow for MN assessment in rat. For subchronic studies, tissue sampling (bone
marrow and/or blood) should take place at one time point, approximately 24 hours
following the last treatment.

Negative Controls A concurrent negative control group should be included for
each gender and for every sampling time. Negative control animals should be treated
with the solvent or vehicle formulation, delivered via the same route of administra-
tion as test article, with animals receiving a volume equivalent to the test-article-
treated animals. This control is used to help discriminate test-substance effects from
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effects of the solvent or vehicle alone (the vehicle should not produce toxicity at the
doses used to administer drug). In addition, inclusion of a concurrent untreated
control group should also be considered. In the absence of historical or published
data demonstrating lack of confounding or mutagenic effects of the solvent or
vehicle being used to deliver the test article, untreated control animals should be
included in the study. If MN induction is being assessed in peripheral blood, untreated
control data can be generated by collecting blood samples immediately prior to the
initiation of the study (i.e., prior to the first dose of test article).

Positive Controls The requirement for including a concurrent positive control
group is dependent on a number of other aspects of the study design. However, at
a minimum, positive control samples must be included as part of microscopic analy-
sis to control for staining and scoring procedures. Omission of a concurrent positive
control group may be considered acceptable if (1) verification of test article con-
centration and stability is conducted according to Good Laboratory Practice (GLP)
guidance, and (2) systemic exposure is demonstrated under the experimental condi-
tions used for the study, especially in the case of test articles that are expected to
be relatively nontoxic in vivo or have demonstrated clastogenicity in vitro. If these
conditions are not met, a concurrent positive control group should be included.
Several examples of positive control substances include cyclophosphamide, mito-
mycin C, ethyl methanesulfonate, ethyl nitrosourea, and triethylenemelamine. The
dose of positive control administered should create an increase in micronucleated
cells that is clearly elevated, but not immediately evident to a technician conducting
microscopic analysis. The route of administration of the positive control article may
differ from that of the test article and a single treatment is acceptable with cells
harvested at the appropriate time post-treatment. For example, in a bone marrow
MN study conducted with test article treatment for 14 days, positive control animals
may receive a single administration of cyclophosphamide on day 14, with cell harvest
conducted approximately 24 hours post-treatment, concurrently with the harvest of
samples from negative control and test-article-treated groups.

Dose Selection For drug candidates that induce toxicity, the highest dose selected
should be the maximum tolerated dose (MTD), that is, the dose that produces signs
of toxicity, such that higher doses would result in lethality. Bone marrow toxicity, as
evidenced by a reduction in the ratio of polychromatic erythrocytes (PCEs) to nor-
mochromatic erythrocytes (NCEs), can also be used to define the upper dose limit
and provides an excellent confirmation that the target cells were exposed to the test
article. In the absence of test compound toxicity, the highest dose may be limited to
the maximum practical dose (MPD), which is defined as 2000 mg/kg/day for studies
of acute duration (14 days or less) and 1000 mg/kg/day for studies greater than 14
days duration [11]. Three dose levels should be used and ideally cover a range from
clear toxicity to little or no toxicity. Twofold dose spacing [11, 42] and log-type dose
spacing [43] have been recommended. However, consideration should be given to
all available toxicity data in selection of doses.

Sample Preparation and Analysis Methodology for the preparation of hemato-
poietic tissue for microscopic analyses is detailed in the scientific literature [44, 45].
In brief, if MN assessment is to be conducted in bone marrow cells, the samples
should be collected from the femurs and/or tibia of rodents immediately following
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sacrifice. Cells from bone marrow are flushed out using fetal serum. Subsequently,
bone marrow samples are concentrated by centrifugation and then spread onto
standard microscope slides. A column filtration method may be used to concentrate
anucleated cells [46]. Once dry, the slides are fixed for several minutes in absolute
methanol. Peripheral blood samples can be obtained from the tail vein or any other
blood vessel.

Samples are then stained such that immature or polychromatic erythrocytes
(PCEs), which contain RNA, can be differentiated from mature or normochromatic
erythrocytes (NCEs), which are devoid of RNA. There are a number of staining
methods that differentiate these cell populations while also facilitating the visualiza-
tion of micronuclei. Blood samples may be stained supravitally by placing a small
sample of blood onto a slide that has been previously coated with acridine orange
[47]. Alternatively, blood smears may be prepared, air-dried, and fixed in absolute
methanol. Fixed samples of bone marrow and blood can be stained using DNA-
specific stains including acridine orange (Fig. 7.2) [48] or Hoechst 33258 and pyronin
Y [49]. The non-DNA-specific stain Giemsa may also be utilized; however, it is not
recommended for the preparation of bone marrow samples obtained from rat, due
to the presence of mast cell granules, which can be mistaken for micronuclei.

All slides including positive and negative controls are coded prior to microscopic
analysis. As a measure of toxicity to the hematopoietic tissue, the proportion of
immature or polychromatic erythrocytes (PCEs) among total erythrocytes is deter-
mined for each animal by scoring 200 erythrocytes in the bone marrow or 1000

FIGURE 7.2 Rat bone marrow smear stained with acridine orange. Immature erythrocytes
(PCEs) are anucleate, contain residual RNA, and appear bright red using fluorescent micro-
scopy. Mature erythrocytes (NCEs) contain no RNA and do not stain with acridine orange,
yet are readily visible. A micronucleated PCE appears as an anucleate red cell, containing a
small, round, yellow nuclear fragment (top center). Nucleated cells with large yellow nuclei
are also present in the bone marrow smear.
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erythrocytes in peripheral blood. Two thousand PCEs per animal are scored for the
frequency of micronucleated cells. In the mouse, supplementary information may
also be obtained by scoring micronuclei in the mature erythrocyte population, as
these cells have a relatively long lifetime and are not removed by the spleen.

Due to the tedious and time-consuming nature of microscopic analysis, a number
of automated methods for MN quantification have been developed, including auto-
mated microscope slide reading [28] or flow cytometry based approaches [29-34].
This is a significant advancement, as the high analysis rates of flow cytometry allow
tens of thousands of erythrocytes to be analyzed in several minutes. Both OECD
and ICH guidances indicate that automated methods of MN assessment are accept-
able as long as there is sufficient validation [1, 7]. The most widely investigated and
validated flow cytometric method available to date is that developed by Dertinger
et al. [31, 32]. This method uses anti-CD71-FITC labeling to differentiate immature
(CD71+) from mature (CD71-) erythrocytes. In addition, RNA degradation and
propidium iodide staining of DNA allows discrimination of erythrocytes with and
without micronuclei. By using a single laser to excite both fluorochromes, the imma-
ture and mature erythrocytes with and without micronuclei are then readily differ-
entiated into four discrete populations (Fig. 7.3). Typically, when flow cytometry is
used to quantify MN frequencies, 20,000 immature erythrocytes are evaluated for
the frequency of micronucleated cells. Similar to microscopic analysis, the propor-
tion of immature erythrocytes among total erythrocytes is also determined and uti-
lized as a measure of toxicity to the hematopoietic tissue.
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FIGURE 7.3 Dot plot from a rat treated with positive control article, demonstrating appli-
cation of MicroFlow® flow cytometric method for enumeration of micronucleated erthyro-
cytes. (a) Immature erythrocytes, without micronuclei (CD71+, no PI stain). (b) Immature
erythrocytes, with micronuclei (CD71+, containing PI stain). (c) Mature erythrocytes, without
micronuclei (CD71—, no PI stain). (d) Mature erythrocytes, with micronuclei (CD71-, con-
taining PT stain).
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Reporting of Data Details of study design, study conduct, tissue preparation,
sample analysis, and results should be reported in accordance with expectations
outlined in OECD guidance 474 [7]. Data obtained from microscopic or cytometric
analysis should be presented in tabular form and listed separately for each animal.
Data points should include the numbers of immature erythrocytes scored, the
numbers of micronucleated immature erythrocytes observed, and the numbers of
immature erythrocytes among total erythrocytes. If micronuclei are scored in the
mature erythrocyte population, then this data should be presented as well. Calcu-
lated values should also be presented, including the proportion of immature eryth-
rocytes among total erythrocytes, the percentage of micronucleated immature
erythrocytes, group mean values, and standard errors.

Data Analysis and Interpretation of Results Data should be analyzed using sta-
tistical methods [11, 50-53]; however, the biological relevance of statistically signifi-
cant results should be taken under consideration when interpreting data and making
a conclusion. Both trend tests and pairwise comparison tests are appropriate for the
statistical analysis of results obtained from in vivo MN assessment, with numerous
methods considered equally acceptable [50].

The use of negative historical control data in the evaluation and interpretation
of study results is also valuable. For example, concurrent negative control data can
be compared to the historical negative control data to confirm the acceptability of
the study. The historical data can also be used to understand the biological relevance
of statistically significant increases in micronuclei. For example, consider study
results in which all concurrent negative control and test-article-treated animals
generate MN frequencies within the historical control range, yet the trend test indi-
cates statistical significance (Tables 7.1 and 7.2). In this case, comparison of the study
data to the negative historical control data indicates that the statistically significant
result produced by the trend test is not indicative of a biologically relevant response
to drug treatment. With regard to biological relevance and interpretation of results,
it is also worth noting that a number of confounding factors have been demonstrated
to induce increases in micronucleated erythrocytes including hypothermia [54, 55],
induction of hematopoiesis [56], and malnutrition [57].

The criteria for a positive, negative, and equivocal response should be clearly
defined prior to initiation of the study (i.e., in the study protocol). A positive

TABLE 7.1 Representative Historical Control Data Compiled from Bone Marrow
Micronucleus Studies Conducted in Male Rats

% PCE Mean % MN-PCE
Control Type ~ Number* +SD? Range (%)° Mean +SDY  Range (%)"
Negative 412 64.8 £13.2 34.0-94.7 0.11 £ 0.09 0.00-0.60
Positive 115 544+ 15.6 16.4-89.0 418 £2.28 0.50-9.30

“The total number of animals evaluated.

"The mean percentage of PCEs among total erythrocytes observed in control animals * the standard
deviation.

“The range of percent PCE frequencies observed among control animals.

“The mean percentage of micronucleated PCEs observed in control animals * the standard deviation.
“The range of percent micronucleated-PCE frequencies observed among control animals.
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TABLE 7.2 Representative Example of Summary Study Data from Rat Micronucleus

Assay (Male Rat)

Compound Animal Number % PCE* % MN PCE’
Vehicle control 1 65.8 0.00
2 60.5 0.05
3 67.9 0.05
4 60.0 0.10
5 62.6 0.10
Mean 63.4 0.06
SD + 3.4 0.04
Positive control 7 39.3 3.95
8 514 3.45
9 46.9 3.15
10 42.0 3.90
11 58.6 4.40
Mean 47.6 3.77
SD + 7.7 0.48
Test article, 500mg/kg 19 66.0 0.00
20 54.6 0.00
21 51.8 0.05
22 61.4 0.15
23 422 0.00
Mean 55.2 0.04
SD £ 9.2 0.07
Test article, 1000 mg/kg 25 56.2 0.10
26 59.8 0.05
27 58.6 0.10
28 61.1 0.05
29 523 0.15
Mean 57.6 0.09
SD + 3.5 0.04
Test article, 2000 mg/kg 31 40.5 0.25
32 36.0 0.05
33 60.8 0.20
34 54.9 0.05
35 429 0.15
Mean 47.0 0.14
SD + 10.4 0.09

“Percentage of PCEs among total erythrocytes.

bPercentage of micronucleated PCEs.

response may be defined by a number of criteria. For example, test results may be
considered positive when statistical significance is observed from trend test analysis,
with concurrent observation of MN frequencies outside the historical control range
for at least one treatment group. Alternatively, a clear increase in micronucleated
cells in a single treatment group at a single sampling time may also define a positive
response. The observation of a positive response in the in vivo MN assay indicates
that the drug candidate has the potential to induce clastogenic or aneugenic effects
in the hematopoietic tissue. Negative results indicate that the drug candidate does
not induce such effects under the test conditions utilized. When the results of an
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in vivo MN assay are equivocal, conduct of a subsequent study to clarify the finding
should be considered, preferably using a modification to the original experimental
design (e.g., refined dose selection or treatment regimen).

7.2.2 In Vivo Rodent Bone Marrow Chromosomal Aberration Assay

An equally accepted [1, 5] but much less utilized method for identifying the poten-
tial of a drug candidate to induce clastogenicity in vivo is the evaluation of chro-
mosomal aberrations in rodent bone marrow metaphase cells. Bone marrow is the
target tissue for this assay as the cells are rapidly dividing, thereby making the tissue
susceptible to the genotoxic effects of chemical treatment. In contrast to the quan-
tification of micronuclei in erythrocytes, the assessment of chromosomal damage
via aberration analysis in metaphase cells is tedious and requires a highly skilled
experimenter to complete. In addition, chromosome analysis does not provide ready
analysis of aneugenic mechanisms, as in the case of the MNT recommendations
regarding major methodological aspects of study design, conduct, analysis, and
reporting published in OECD guidance 475 [8]. Additional detail regarding minimal
requirements for the design and conduct of scientifically valid and practical studies
has also been published [58]. The previous discussions regarding optimal study
design for in vivo MN assays are largely applicable to the design of bone marrow
aberration assays. Therefore, the following overview focuses on those aspects of the
aberration assay study design, conduct, analysis, and reporting that differ from the
MN assay or are unique to the chromosomal aberration assay.

Overview of the Study Design of theIn Vivo Chromosome Aberration Assay Mouse
and rat are the most commonly utilized rodent species for the conduct of the bone
marrow chromosome aberration assay, based on their widespread use in general
toxicity studies. Similar to the micronucleus (MN) assay, young adult animals should
be utilized with a minimum of 5 analyzable animals per treatment group. A single
sex may be tested unless data demonstrate differences in toxicity or pharmacokinet-
ics between male and female animals. Concurrent negative vehicle control groups
should be included for each sex and sampling time. A concurrent positive control
group should be included for each sex as well, but a single sampling time is accept-
able. The positive control substances suggested for use in the in vivo MN assay are
also applicable for the aberration assay.

Acute and Subchronic Treatment Protocols and Sampling Times Important con-
siderations for selecting route of administration and treatment regimen, such that
exposure to the hematopoietic tissue is optimized, were previously discussed for
in vivo MN study design and are applicable to the design of a bone marrow chromo-
some aberration assay. Both acute and subchronic treatment protocols can be uti-
lized. Acute treatment protocols of 1 day should be followed by two sample
collections. Sample collection is scheduled such that cells are in the first metaphase
after exposure to drug. Therefore, the first sample collection should occur between
12 and 18 hours following treatment, which corresponds to approximately 1.5 cell
cycles. The second collection should occur 24 hours following the first. The second
sampling collection is intended to account for treatment-related cell cycle delay or
slow rates of drug uptake and metabolism. In order to enrich the population of
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metaphase cells in the bone marrow prior to harvest, animals are administered a
metaphase arresting compound (e.g., colchicine) intraperitoneally about 3-5 hours
prior to sacrifice. For studies in which drug is administered for multiple days, only
one sample collection is necessary and should occur at 12-18 hours following the
final treatment.

Dose Selection The recommendations for dose selection are similar to those of
the in vivo MN assay. The highest dose tested should be the maximum tolerated
dose (MTD), or one that induces bone marrow toxicity, such that there is a signifi-
cant reduction of the mitotic index in test-article-treated animals in comparison to
the concurrent negative controls. Alternatively, for nontoxic drug candidates, the
maximum practical dose (MPD) can be used to define the upper dose limit (2000 mg/
kg/day for 1-14 days; 1000mg/kg/day for greater than 14 days). Three test-article-
treated groups should be included with twofold or log-type dose spacing.

Sample Preparation and Analysis Bone marrow is collected from the femur
and/or tibia immediately following sacrifice. Samples are prepared by exposure to
a hypotonic solution and then fixative. Fixed samples are dropped onto slides and
stained. Slides from all treatment groups are blind coded prior to microscopic evalu-
ation. Sample analysis includes determination of the mitotic index by scoring 1000
cells/animal for the frequency of metaphase cells, and quantification of chromosome
aberrations by scoring a minimum of 100 metaphase cells/animal. In selecting cells
for chromosome aberration analysis, it is considered acceptable to score metaphase
cells with a total centromer count of 2n + 2, where 7 is equal to the haploid number
of chromosomes for the species being tested. During analysis, the number and types
of aberrations observed in each cell should be recorded. The minimal classes of
aberrations that should be differentiated when collecting data include chromatid-
type and chromosome-type gaps, breaks, and rearrangements. It is also recom-
mended that a polyploidy index be determined for all bone marrow samples by
assessing 200 metaphase cells for the frequency of polyploidy and endoreduplicated
cells [58]. Increases in polyploid or endoreduplicated cells in treated animals may
be indicative of aneugenic potential.

Reporting of Data Details of study design, study conduct, tissue preparation,
sample analysis, and results should be reported in accordance with expectations
outlined in OECD guidance 475 [8]. Data should be reported in tabular form for
each animal including the number of cells scored, the number of aberrations per
cell, and the percentage of cells with structural aberrations. Structural chromosome
aberrations should be listed according to their classification with the number and
frequency for treated and control groups. Gaps should also be reported in tabular
form but not included in the tally of aberrant cells.

Data Analysis and Interpretation of Results The use of statistical analysis in the
evaluation and interpretation of chromosome aberration assay data is recom-
mended, along with consideration of historical control data and biological relevance
[58]. As with the in vivo MN assay, commonly utilized and acceptable methods
of statistical analysis include the application of trend and/or pairwise comparison
tests. For example, data can be analyzed to assess the occurrence of a statistically
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significant dose-response relationship by conducting a trend test such as the
Cochran—-Armitage trend test. Alternatively, or in addition, pairwise comparisons
may also be conducted (e.g., Fisher’s exact test) to assess significant increases at
each individual dose group. Historical control data is also valuable for evaluation
and interpretation of data in that it can be used to assess the acceptability of the
response observed in the concurrent control, and also for considering the biological
relevance of responses that are flagged as statistically significant.

Several criteria can be used for concluding a result is positive; a reasonable
example is observation of a dose-related increase in aberrant cells with a concurrent
statistically significant increase in at least one dose group. The observation of equiv-
ocal results should be clarified by conducting further testing, preferably using a
modification of the experimental conditions used in the first study. Positive results
in the chromosomal aberration assay indicate that the drug candidate induces clas-
togenic effects under the test conditions, whereas negative results indicate that the
drug candidate is not clastogenic. Finally, increases in polyploidy may be indicative
of aneugenic potential; however, polyploidy can also be the result of cytotoxicity.

7.3 SUPPLEMENTAL IN VIVO GENOTOXICITY ASSAYS

Supplemental in vivo genotoxicity studies are used (1) to follow up on positive find-
ings in one or more tests of the standard genotoxicity battery; (2) to elucidate a
potential contribution of genotoxicity to the induction of preneoplastic and/or neo-
plastic changes detected in long-term tests in rodents; and (3) to elucidate mecha-
nisms of micronucleus formation to differentiate clastogenic from aneugenic effects.
Since aneugenicity is well accepted to result from mechanisms of action for which
thresholds exist, demonstration that micronucleus formation is a result of chromo-
some loss should allow an acceptable level of human exposure to be defined [59].
No matter the trigger for conducting supplemental in vivo genotoxicity testing, it is
critical that the approach utilized—for example, the endpoint and target tissue
assessed—is scientifically valuable, such that the results will aid in interpreting the
relevance of the initial finding of concern. Ultimately, the goal of supplemental
genotoxicity testing is to determine if a genotoxic risk is posed to patients under
intended conditions of treatment.

Follow-up Testing of Drug Candidates Positive in the Standard Genotoxicity Test
Battery It has been reported that approximately 30% of pharmaceuticals produce
positive genotoxicity results in vitro [60]. In contrast, results from bone marrow
cytogenetic assays are frequently negative, even for those compounds that produce
positive results in vitro. This discrepancy may result from a number of major differ-
ences that exist when testing in cultured cells versus intact animals. For example,
differing metabolic pathways can exist in vitro and in vivo, metabolic inactivation
can occur in the intact animal, parent compound or active metabolite may not reach
the target cell in vivo, rapid detoxification and elimination may occur, or plasma
levels in vivo may not be comparable to concentrations that generate positive
responses in the in vitro assay, which is often accompanied by high levels of cyto-
toxicity. It is also worth noting that positive results generated in vitro may be sec-
ondary to effects, such as cytotoxicity, which may never be achieved under in vivo
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exposure conditions. Data from in vivo experiments are therefore essential before
definitive conclusions are drawn regarding the potential mutagenic hazard to humans
from chemicals that produce positive results in one or more in vitro tests.

Follow-up Testing of Tumorigenic Drug Candidates Negative in the Standard Geno-
toxicity Test Battery Carcinogenicity testing of pharmaceutical drug candidates
negative in the standard in vitro and in vivo genotoxicity assays may yield evidence
of a tumorigenic response in rodents. The ICH guidance S2B [1] stipulates that such
compounds shall be investigated further in supplemental genotoxicity tests, if rodent
tumorigenicity is not clearly based on a nongenotoxic mechanism. Typically, supple-
mental in vivo genotoxicity tests should be performed with cells of the respective
tumor target organ to distinguish between genotoxic and nongenotoxic mechanisms
of tumor induction.

Endpoints Assessed in Supplemental Assays In section 7.3.1, commonly applied
test systems are described that are used as supplemental genotoxicity assays. These
assays differ with respect to the endpoints assessed:

1. Induction of primary DNA lesions, that is, measurement of exposure, uptake,
and reactivity to DNA via the comet assay or *’P-postlabeling assay.

2. Measurement of the repair of DNA lesions using the unscheduled DNA syn-
thesis (UDS) test.

3. Measurement of induction of genetic changes using transgenic animal assays
for point mutations or the mouse spot test.

7.3.1 In Vivo Genotoxicity Tests for the Assessment of Primary DNA Lesions

Primary DNA lesions are detected with so-called indicator tests. These tests do not
directly measure consequences of DNA interaction (i.e., mutation) but do detect
effects related to the process of mutagenesis, such as DNA damage, recombination,
and repair. Results from indicator tests can provide additional useful information
in the context of extended genotoxicity testing. However, primary DNA lesions may
be repaired error-free and do not necessarily result in formation of mutations. The
most commonly utilized assays in pharmaceutical development are the **P-postla-
beling assay and the comet assay. Further methods such as the alkaline elution or
unwinding assays will not be described here. However, comprehensive data for these
tests and descriptions of the assays have been published [61, 62]. A comparison of
different aspects of the methods described in the text is depicted in Table 7.3. Basic
aspects regarding optimal study design for in vivo micronucleus assays are largely
applicable to the design of supplemental in vivo assays. Specific or unique aspects
on study protocols are described more extensively where appropriate.

Comet Assay for the Detection of DNA Damage The in vivo comet assay (single-
cell gel electrophoresis) is increasingly being used as a supplemental genotoxicity
test for drug candidates [63,64]. There are general review articles on the comet assay
[65, 66] and a general guideline for test conductance has been published as a result
of the International Workshop on Genotoxicity Test Procedures (IWGTP) [67].
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TABLE 7.3 Overview on Key Aspects of Exploratory In Vivo Genotoxicity Assays

UDS Test  Transgenic Gene

Aspect Comet Assay DNA Adducts (Liver) Mutation

Test definition Yes No Yes Yes
(accepted
protocol)

Regulatory Yes Yes Yes Yes
acceptance/use

Relevance of Moderate Moderate Moderate High
endpoint

Technical Low-moderate =~ Moderate-high ~ Moderate High
demands

Widespread use Yes No Yes No

Applicable to Yes Yes No Yes
most tissues?

Dependence of No No No Yes
cell turnover

Cost Low-moderate ~ Moderate-high ~ Low High

More specific recommendations with the goal of gaining more formal regulatory
acceptance of the comet assay were published following the 4th International Comet
Assay Workshop [68]. An updated position paper on specific aspects of test condi-
tions and data interpretation was prepared following the IWGT in 2005 [69].

Principle of the Method The basic principle of the comet assay is the migration of
DNA in an agarose matrix under electrophoretic conditions (Fig. 7.4). When viewed
through the microscope, a cell has the appearance of a comet, with a head (the
nuclear region) and a tail containing DNA fragments or strands migrating in the
direction of the anode (Fig. 7.5). Among the various versions of the comet assay,
the alkaline (pH of the unwinding and electrophoresis buffer >13) method enables
detection of the broadest spectrum of DNA damage and is therefore recommended
(in the first instance) for regulatory purposes [67, 68]. The alkaline version detects
DNA damage such as strand breaks, alkali-labile sites (ALS), and single strand
breaks associated with incomplete excision repair. Under certain conditions, the
assay can also detect DNA-DNA and DNA-protein crosslinking, which (in the
absence of other kinds of DNA lesions) appears as a relative decrease in DNA
migration compared to concurrent controls. In contrast to other DNA alterations,
crosslinks may stabilize chromosomal DNA and inhibit DNA migration [70, 71].
Thus, reduced DNA migration in comparison to the negative control (which should
show some degree of DNA migration) may indicate the induction of crosslinks,
which are relevant lesions with regard to mutagenesis and should be further inves-
tigated. Increased DNA migration indicates the induction of DNA strand breaks
and/or ALS.Furthermore,enhanced activity of excision repair may resultin increased
DNA migration. DNA excision repair can influence comet assay effects in a complex
way [72, 73]. While DNA repair generally reduces DNA migration by eliminating
DNA lesions, ongoing excision repair may increase DNA migration due to incision-
related DNA strand breaks. Thus, the contribution of excision repair to the DNA
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FIGURE 7.4 Flow diagram for performing a comet assay.

FIGURE 7.5 Photomicrographs of rat hepatocytes after processing in the comet assay: (a)
hepatocyte of vehicle control animal and (b) hepatocyte of rat dosed once orally with 40 mg/
kg methyl methanesulfonate, exhibiting increased DNA migration.



186 IN VIVO GENOTOXICITY ASSAYS

effects seen in the comet assay depends on the types of induced primary DNA
damage and the time point of analysis [73].

Test Procedure Aspects regarding test animals, test substance, use of concurrent
negative and positive control animals, as well as dose selection for the design of a
cytogenetic assay, as described in detail previously, are largely applicable to the
design of an in vivo comet assay. In addition, more specific details can be found in
an earlier publication [68]. A single treatment or repeated treatments (generally at
24 hour intervals) are equally acceptable. In both experimental designs, the study is
acceptable as long as a positive effect has been demonstrated or, for a negative
result, as long as an appropriate level of animal or tissue toxicity has been demon-
strated or the limit dose with appropriate tissue exposure has been used. For
repeated treatment schedules, dosing must be continued until the day of sampling.
On a daily basis, test substances may be administered as a split dose (i.e., two treat-
ments separated by no more than a few hours), to facilitate administering a large
volume of material. The test may be performed in two ways. If animals are treated
with the test substance once, then tissue/organ samples are obtained at 2—-6 hours
and 16-26 hours after dosing. The shorter sampling time is considered sufficient to
detect rapidly absorbed as well as unstable or direct acting compounds. In contrast,
the late sampling time is intended to detect compounds that are more slowly
absorbed, distributed, and metabolized. When a positive response is identified at
one sampling time, data from the other sample time need not be collected. Alter-
natively, if multiple treatments at 24 hour intervals are used, tissue/organ samples
need be collected only once. The sampling time should be 2-6 hours after the last
administration of the test substance. Alternative sampling times may be used when
justified on the basis of toxicokinetic data.

Selection of Tissues and Cell Preparation In principle, any tissue of the experimen-
tal animal, provided that a high quality single cell/nucleus suspension can be obtained,
can be used for a comet assay. Selection of the tissue(s) to be evaluated should be
based, wherever possible, on data from absorption, distribution, metabolism, excre-
tion studies, and/or other toxicological information. A tissue should not be evaluated
unless there is evidence of, or support for, exposure of the tissue to the test substance
and/or its metabolite(s). In the absence of such information and unless scientifically
justified, two tissues should be examined. Recommended tissues are liver, which is
the major organ for the metabolism of absorbed compounds, and a site of first
contact tissue—for example, gastrointestinal for orally administered substances,
respiratory tract for substances administered via inhalation, or skin for dermally
applied substances. Which tissue is evaluated first is at the discretion of the investi-
gator and both tissues need not be evaluated if a positive response is obtained in
the first tissue evaluated.

Single-cell suspensions can be obtained from solid tissue by mincing briefly with
a pair of fine scissors [74], incubation with digestive enzymes such as collagenase or
trypsin [75], or by pushing the tissue sample through a mesh membrane. In addition,
cell nuclei can be obtained by homogenization [76, 77]. During mincing or homog-
enization, EDTA can be added to the processing solution to chelate calcium/mag-
nesium and prevent endonuclease activation. In addition, radical scavengers (e.g.,
DMSO) can be added to prevent oxidant-induced DNA damage. Any cell dissocia-
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tion method is acceptable as long as it can be demonstrated that the process is not
associated with inappropriate background levels of DNA damage.

Cytotoxicity—A Potential Confounding Factor A general issue with DNA strand
break assays such as the comet assay is that indirect mechanisms related to cyto-
toxicity may lead to enhanced strand break formation. However, since DNA damage
in the comet assay is assessed on the level of individual cells, dead or dying cells
may be identified on microscopic slides by their specific image. Necrotic or apoptotic
cells can result in comets with small or nonexistent head and large, diffuse tails [78]
as observed in vitro upon treatment with cytotoxic, nongenotoxic articles [79-81].
However, such microscopic images are not uniquely diagnostic for apoptosis or
necrosis since they may also be detected after treatment with high doses of radiation
or high concentrations of strong mutagens [82]. For the in vivo comet assay, only
limited data are available to establish whether cytotoxicity results in increased
DNA migration in tissues of experimental animals. Despite necrosis or apoptosis
in target organs of rodents such as kidneys [83], testes [84], liver, or duodenum
[63], no elevated DNA migration was observed. However, enhanced DNA migra-
tion was seen in homogenized liver tissue of mice dosed with carbon tetrachloride
[85] when histopathological examination showed evidence of necrosis in the liver.
Therefore, to avoid potential false-positive effects resulting from cytotoxicity, rec-
ommendations regarding a concurrent assessment of target organ toxicity have been
made, including dye viability assays, histopathology, and a neutral diffusion assay
(67, 68].

Biological Significance of Lesions Detected DNA lesions leading to effects in the
comet assay can be strand breaks which may be relevant to the formation of chro-
mosome aberrations or DNA modifications such as abasic sites (AP sites) with rel-
evance to the induction of gene mutations. However, primary lesions detected by
the comet assay may also be correctly repaired without resulting in permanent
genetic alterations. Neither the magnitude of DNA migration in the comet assay
nor the shape of the comet can reveal the types of DNA damage causing the effect
or their biological significance, that is, their mutagenic potential. Therefore, conclu-
sions regarding the mutagenicity of a test compound cannot be made solely on the
basis of comet assay effects. There are a few limitations of the comet assay with
regard to its application and interpretation of test results. For example, short-lived
primary DNA lesions such as single strand breaks, which may undergo rapid DNA
repair, could be missed when using inadequate sampling times. However, an appro-
priate study design including one early preparation time point (i.e., at 3-6h) is con-
sidered sufficient to ensure that these lesions are captured—in particular at higher
dose levels, where DNA repair may be significantly delayed or even overwhelmed.
In any case, it should be kept in mind that a negative comet result can be considered
as a strong indicator for the absence of a mutagenic potential.

Advantages The advantages of this assay for use in genotoxicity testing of drug
candidates include its applicability to various tissues and/or special cell types, its
sensitivity for detecting low levels of DNA damage, its requirement for small
numbers of cells per sample, the general ease of test performance, the short time
needed to complete a study, and its relatively low cost. The comet assay can be
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applied to any tissue in the given in vivo model, provided that a single cell/nuclei
suspension can be obtained. Therefore, the comet assay has potential advantages
over other in vivo genotoxicity test methods, which are reliably applicable to rapidly
proliferating cells only or have been validated preferentially in a single tissue only.
The comet assay may detect a broader spectrum of primary DNA lesions, including
single strand breaks and oxidative base damage, which may not be detected in the
UDS test because they are not repaired by nucleotide excision repair [86]. The
advantages of the comet assay over the alkaline elution test include the detection
of DNA damage on a single-cell level and the requirement for only small numbers
of cells per sample. In contrast, when using the alkaline elution assay, large quanti-
ties of cells are necessary for the determination of genotoxic effects, and, therefore,
only a limited number of organs/tissues can be evaluated using this technique. In
particular, this seems important for investigation of suspected tissue-specific geno-
toxic activity, which includes “site-of-contact” genotoxicity (cases of high local
versus low systemic exposure).

Limitations Experimental variability is an important issue and should be kept to
a minimum to ensure reliable interpretation and comparability of the data obtained
with other in vivo comet experiments. Experimental variability may result from
shortcomings with regard to number of doses tested, number of animals per dose,
number of slides per animal, number of cells analyzed, lack of sufficient DNA migra-
tion in cells of concurrent controls, and deviation from minimum time for treatment
of slides with alkaline buffer. Shortcomings regarding technical details apply, for
example, to the most comprehensive overview on in vivo comet assay test results
published so far [87]. This paper provides data on more than 200 compounds tested
in rodents, all of which was produced before specific recommendations on assay
conduct [67] were available. Therefore, although a valuable resource with very rel-
evant data, the paper by Sasaki et al. [87] has areas where technical aspects of the
assay differ from the current minimal requirements recommended [67, 68]. Consid-
ering these discrepancies, the data of the comprehensive study [87], as well as other
study reports not in agreement with the current recommendations, should be inter-
preted with caution. This point was highlighted recently in a position paper on the
use and status of the in vivo comet assay in genotoxicity testing [64], which critically
assessed published data produced under test conditions not fully in agreement with
the minimal requirements for an acceptable test [67, 68]. For example, it was noted
that positive comet assay data were published for compounds that have been
assessed before to be neither genotoxic nor carcinogenic, such as food additives [88].
Such isolated positive comet assay results should be critically evaluated in the light
of current recommendations [67, 68] to exclude methodological shortcomings and
potential artifacts. In cases where negative carcinogenicity data are already available
and the in vivo comet assay result represents an isolated positive finding in the
context of existing genotoxicity data, the biological significance of the effect seen
in the comet assay should be assessed with caution.

Determination of DNA Adduct Formation The assessment of DNA adducts in
target organs of toxicity is an effective molecular dosimeter of genotoxic exposure
and may facilitate differentiation of genotoxic and nongenotoxic agents [89]. The
role of DNA adducts in mutagenesis is well documented [90]. However, the relation-
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ship between DNA adduct formation, mutagenesis, and subsequent carcinogenesis
is complex. For example, comparative investigations have shown that there is not
always a clear relationship between DNA adduct levels as an early event and the
induction of mutations in marker genes [91, 92]. Thus, some DNA adducts are of
greater significance with respect to mutagenesis or carcinogenesis with some adducts
being efficiently removed, while other types, or the same adducts at different DNA
locations, remain unrepaired. In some cases, the presence of unrepaired adducts may
lead to mutations via mispairing during replication. Alternatively, the removal of
adducts, particularly if DNA resynthesis is involved, may not be error-free and may
lead to mutations. Attempts to elucidate the relationship between specific primary
DNA alterations and mutations are limited and influenced by confounding factors
[93, 94].

The ¥P-Postlabeling Assay The **P-postlabeling assay has widely been used to
measure covalent DNA—xenobiotic adducts [95-97]. In the **P-postlabeling assay,
DNA is hydrolyzed enzymatically to 3’-monophosphates and DNA adducts are
enriched by the selective removal of normal nucleotides [98]. The DNA adducts
are then labeled with [**P]phosphate and the resulting **P-labeled DNA adducts
are usually separated by thin-layer chromatography or high performance liquid
chromatography (HPLC). Radioactivity of DNA adducts is detected by autoradi-
ography and liquid scintillation counting, imaging analysis, or a liquid scintillation
analyzer.

Advantages and Limitation The 32P-postlabeling technique is the most sensitive
method for the detection of a wide range of large hydrophobic compounds bound
to DNA and can potentially detect one DNA adduct, such as those derived from
polycyclic aromatic compounds in 10°~10'° bases. As a result of an IWGTP confer-
ence in 1999, recommendations on the use of the postlabeling assay have been
issued [96]. The assay allows the detection of adducts from different chemicals with
diverse chemical structures, such as polycyclic aromatic hydrocarbons, aromatic
amines, heterocyclic amines, alkenylbenzene derivatives, benzene and its metabo-
lites, styrene, mycotoxins, simple alkylating agents, unsaturated aldehydes from lipid
peroxidation, pharmaceuticals, reactive oxygen species, and UV radiation. One
unique strength of the assay is that it has been useful for the detection of adducts
from complex mixtures [99, 100]. The assay can be applied to measure adducts after
multiple dosing in any tissue or to examine the removal of adducts after cessation
of exposure. However, one of the major challenges or limitations of using the post-
labeling assay for investigating new drug candidates is selection of appropriate
methods in the absence of knowing what adducts are or are not formed. The chances
of adduct detection may be severely limited as applied methods of chromatography
may not be appropriate for the adduct being formed [96]. The assay could give
false-negative results due to loss of adducts. In addition, false-negative results are
more likely to occur with nonaromatic versus aromatic adducts due to the lower
sensitivity of the assay for nonaromatic adducts. Furthermore, polynucleotide kinase
can label non-nucleic-acid components, such as some hydroxylated metabolites,
leading to false-positive results [101]. Finally, endogenous DNA adducts called I-
compounds [102] can interfere with the detection of adducts formed from a test
compound exposure. Some I-compounds are present at levels of 1 adduct in 107 or
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more DNA nucleotides and migrate on chromatography plates similar to adducts
derived from aromatic carcinogens [102].

Mass Spectrometry Mass spectrometry methods for measuring DNA adducts have
been introduced more recently. Of the physicochemical methods used to detect
DNA binding, mass spectrometry has the greatest potential because of its high
chemical specificity that allows for unequivocal characterization of the DNA binding
products [103]. Thus, genuine DNA adducts derived from the chemical being tested
may be distinguished from unrelated adducts and from products of endogenous
DNA damage, which is not possible with the postlabeling assay. Detailed structural
information on DNA adducts may also be obtained. Accelerator mass spectrometry
(AMS) has been used to measure radiocarbon isotope with attomole (10™*mol)
sensitivity [104]. Because of the extraordinary sensitivity of AMS, only trace levels
of radioactivity are required. However, this technique requires that the isolated
DNA be devoid of noncovalently bound radioactivity to assure accurate estimates
of DNA adduct levels. Although structural information is not provided by this
technique, the use of HPLC in combination with AMS provides a greater degree
of confidence in analyte identity. Soft ionization techniques such as matrix-
assisted laser desorption ionization (MALDI) and electrospray ionization (ESI)
have emerged as techniques to detect nonvolatile and thermally labile compounds
[105]. The online coupling of HPLC with tandem mass spectrometry provides
structural information of the adducts, and the incorporation of stable, isotopically
labeled internal standards into the assay assures precision and accurate quantifica-
tion of the DNA adducts [106]. Although tandem mass spectrometry is not as
sensitive as those of *P-postlabeling or AMS, DNA adduct detection limits
have been reported to range from 1 adduct per 107 to 10° bases using 100-500 ug of
DNA [107].

7.3.2 Unscheduled DNA Synthsis (UDS) Assay for the Detection of
DNA Repair

The unscheduled DNA synthesis assay is a widely used method to investigate chemi-
cally induced DNA excision repair. The induction of repair mechanisms is presumed
to have been preceded by DNA damage. Measuring the extent to which DNA syn-
thesis occurs offers indirect evidence of the DNA damaging ability of a test chemi-
cal. The recommended methodology is described in OECD test guideline 486
[108].

Principle of the Method The UDS assay measures DNA synthesis induced for the
purposes of repairing an excised segment of DNA containing a region damaged by
a test chemical. DNA synthesis is measured by detecting tritium-labeled thymidine
(*H-TdR) incorporation into DNA, preferably using autoradiography. The liver is
generally used for analysis because, under normal circumstances, there is a low
proportion of primary hepatocytes in the S phase of the cell cycle. Therefore, an
increase in DNA synthesis can readily be attributed to repair of induced DNA
damage, rather than DNA synthesis supporting normal cell division. The liver is also
the site of first-pass metabolism for chemicals administered orally or by intraperi-
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toneal injection. The larger the number of nucleotides excised and repaired, the
greater is the amount of detectible *H-TdR incorporated into DNA. For this reason,
the UDS assay is more sensitive in detecting DNA damage that is repaired through
nucleotide excision repair (removal of up to 100 nucleotides) as compared to base
excision repair (removal of 1-3 nucleotides) [108]. Test chemicals more prone to
inducing nucleotide excision repair, such as those that form bulky DNA adducts,
have a greater potential to cause detectible UDS. However, the UDS assay does
not, in itself, indicate if a test chemical is mutagenic because it provides no informa-
tion regarding the fidelity of DNA repair, and it does not identify DNA lesions
repaired by mechanisms other than excision repair. The UDS assay is usually con-
ducted using rats, although other species may be used if justified. Two dose levels
are selected on the basis of preliminary toxicity testing, with the highest dose defined
as that causing toxicity such that higher levels would be expected to produce lethal-
ity. At least three animals per group (typically males only) are administered the test
chemical once by gavage. Intraperitoneal injection is not recommended because it
could potentially expose the liver directly to the chemical. A group of animals is
sacrificed at 2-4h and another at 12-16h after treatment. Cultures of hepatocytes
are prepared and incubated for 3-8 h in *H-TdR. Slides are prepared and processed
for autoradiography using standard techniques. At least 100 cells per animal are
examined and both nuclear and cytoplasmic grains should be counted to determine
the net nuclear grain count (cytoplasmic grains subtracted from nuclear grains).
Chemicals inducing a significant increase in net nuclear grain count for at least one
treatment group are considered to have induced UDS [109].

Advantages and Limitations Basically, any tissue with a low proportion of cells in
the S phase can be used for analysis. However, the in vivo UDS test has been vali-
dated only in the liver, whereas alternative tissues have been investigated to a
limited extent [110]. Because UDS is measured in the whole genome, it is potentially
much more sensitive than assays examining only specific loci. However, the extent
of UDS gives no indication of the fidelity of the repair process. For that reason,
UDS does not provide specific information on the mutagenic potential of a test
chemical, but only information suggesting it does or does not induce excision repair.
Despite this limitation, a positive response in the in vivo liver UDS assay has very
high correlation with rodent hepatocarcinogenicity. However, an important limita-
tion of the UDS test is the comparatively low sensitivity for DNA lesions being
repaired by base excision repair [108].

7.3.3 In Vivo Gene Mutation Assays

Transgenic Rodents for the Analysis of Somatic Mutations Few endogenous
genes lend themselves to the analysis of gene mutations in vivo. Due to the fact that
vertebrates are diploid organisms, only hemizygous genes are amenable to the
detection of mutations occurring in one chromosome, which normally is only the
case with genes residing on sex chromosomes. Furthermore, to detect mutations,
which are rare events, the necessity exists to propagate cells in order to select phe-
notypically for mutants among a vast excess of unmutated cells. This limits the use
of endogenous genes to only a few cell types or developmental stages, such as color
coat genes in the case of the mouse spot test, or the Aprt gene of lymphoid cells.
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Finally,endogenous genes generally serve a biological purpose, so that in many cases
the mutation of such a gene may result in a selective disadvantage for the affected
cells, leading to the risk of elimination of mutations with an obvious probability to
underestimation of true mutation frequencies.

The use of shuttle vectors as mammalian mutagenesis test systems was first pro-
posed in vitro by Glazer et al. [111], and later by Malling and Burkhart [112],
in vivo, where they described the use of AsufF and ®X174 or shuttle vectors, respec-
tively, as mammalian mutation systems. The first assay that came into wider use was
that of Gossen et al. [113], who placed the bacterial lacZ gene, encoding for 3-galac-
tosidase, in a Agtl0 vector. This model is now commercially available as Muta™-
Mouse (Covance, www.covance.com). Shortly thereafter, similar transgenic mice
were introduced by Kohler et al. [114, 115], utilizing the bacterial lacl gene embed-
ded in a ALIZ vector, which codes for the repressor of the lacZ gene, as the muta-
tional target in vivo. This model, which is now commercially available as BigBlue®,
can also be obtained on a rat background (Stratagene www.stratagene.com). Those
novel lambda vectors share the advantages of being forward mutation systems with
hundreds of inactivating target sequences, which, in contrast to the reverse mutation
DX174 type, allows the detection of many kinds of different mutagenic events.

All these models utilize the so-called shuttle vector principle for mutation analy-
sis, which describes a method in which the transgenes are mutated in the animal
body, whereas mutation analysis occurs after specific retrieval of the transgene and
subsequent transfer of the mutational target gene into suitable bacterial hosts.
Mutation analysis is carried out by extracting high molecular weight genomic DNA
from the tissue of interest, packaging the lambda shuttle vector in vitro into lambda
phage heads, and testing for mutations that arise in the transgene sequences follow-
ing infection of an appropriate bacterial strain. Packaging extract, which contains
the catalytic and structural proteins needed for excising single transgene copies from
the genomic DNA and packaging them individually into phage heads, can either be
obtained commercially or prepared with standard laboratory methods. A key pre-
requisite of those systems has been the use of methylation-restriction-deficient host
strains such as E. coli C, which allow the rescue of the nontranscribed and therefore
highly methylated transgenic DNA without any host defense [116].

Later, accumulating evidence indicated that those lacZ or lacl bacteriophage
lambda models are insufficiently sensitive for events that involve large genomic
rearrangements such as deletions, insertions, or recombinations [117, 118]. There-
fore, models were developed to overcome these limitations, such as the pUR288 or
the gpt-delta mouse. Those models are described later in more detail.

One key assumption in this approach is that the bacterial target gene behaves
similar with respect to mutation induction to endogenous genes, which are causally
related to tumor initiation. Several differences between transgenes and native genes
can be assumed or have been experimentally demonstrated, which have the poten-
tial to affect the relative magnitude of the mutagenic response observed. Thus, pro-
karyotic transgenes possess attributes that differ from most mammalian genes,
which include higher GC content, higher density of the dinucleotide “CpG” and
associated 5-methylcytosine, which is a mutation hotspot after spontaneous desami-
nation [119], and existence of the transgenic cluster as a nontranscribed multicopy,
head-to-tail concatemer, which is hypermethylated and lacks transcription-coupled
repair. While these differences do not preclude the utility of transgenic assays as
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general mutation analysis tools, they should be taken into consideration when inter-
preting assay results. On the other hand, it should be kept in mind that every muta-
tion assay, whether transgenic or not, has its own spectrum of detectable mutations,
and, accordingly, some differences are to be expected between any two assays com-
pared. For the transgenic systems, a large body of evidence has been accumulated,
which demonstrates that mutation induction in those transgenes strongly resembles
the one in endogenous genes [120] and that those models therefore will deliver rel-
evant and valid results.

A number of transgenic systems have been generated and used for mutation
experiments in vivo, which are described in detail later. Generally, these systems
offer the opportunity to study gene mutations, which is considered to be a relevant
toxicological endpoint indicative of a tumorigenic potential, in all organs or tissues
of mice and rats from which high molecular weight genomic DNA can be obtained.
A huge body of experimental data exists that demonstrates the suitability of these
systems to study mutation induction in vivo, and that shows the relevance of the
results obtained (for a detailed review see Ref. 121). However, of the models
available, mostly the two commercially available bacteriophage lambda models
Muta™Mouse and Big Blue®, and with restrictions the pUR288 and the gpt-delta
mouse, can be considered sufficiently validated to be recommended for regulatory
purposes. Commercial models have the advantage that there is professional support
in the case of experimental problems, and that there is a high quality supply of all
necessary material, which may be a problem for the less frequently used systems.
Standards for the conductance of transgenic assays for regulatory purposes have
been defined in international workshops [122, 123]. Generally, repeated dosing of
at least 28 days is advised in order to allow for the detection of weak effects. Dif-
ferent tissues should be analyzed, guided by information such as metabolism or
distribution of the test compound and also known biological mechanisms or toxicity
target organs. Generally, it can be concluded that at present those systems represent
the most reliable method of analyzing in vivo gene mutations and therefore can be
considered to be the systems of choice for the in vivo clarification of gene mutagenic
effects observed in other (in vitro) systems.

Bacteriophage Lambda-Based Models (lacZ or lacl) The two most popular and
widely used transgenic models are Muta™Mouse and Big Blue®, employing the
bacterial lacZ and lacl genes, respectively, as mutational targets [131, 114, 122, 123].
In those animals a recombinant bacteriophage lambda is used as the transgenic
shuttle vector. Genomic DNA is extracted from any organ or tissue of interest by
proteinase K digestion, followed by phenol/chloroform extraction, ethanol precipi-
tation of the total genomic DNA, and subsequent resuspension in the appropriate
buffer. For all bacteriophage lambda models, highly intact unfragmented genomic
DNA is an essential element for a sufficiently high rescue efficiency, so that alterna-
tive DNA extraction methods such as columns have not been shown to be feasible
so far. However, dialysis procedures have been described to yield good quality
genomic DNA [124]. Subsequently, bacteriophage particles containing single copies
of the recombinant phages are produced by in vitro lambda packaging using a com-
mercial or self-made packaging extract. Phage DNA is brought into suitable host
bacteria by infection with the reconstituted lambda particles, after which the cells
are plated either on plates containing a chromogenic substrate (lacl or the earlier
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lacZ method) or using a P-Gal selection system (lacZ). Advantages of both methods
are the robustness of the experimental procedure, the vendor support that is pro-
vided as for other commercially available systems, which can be very helpful in the
case of experimental problems, and the extensive body of experimental data and
experience in the literature and the scientific community. Disadvantages of the
models are that experiments are relatively expensive and laborious to perform,
which is, however, the case for all gene mutation assays in vivo. Furthermore, in all
lambda models a relatively high quality high molecular genomic DNA is essential
for an efficient rescue of the transgenic phage, and both have shown to be not very
sensitive for mutations involving large DNA rearrangements, such as deletions.

Muta™Mouse Transgenic lacZ mice were produced by microinjection of ~150
copies of the monomeric AgtlOlacZ vector into the male pronucleus of fertilized
eggs of (BALB/c x DBA/2) CD2F1 mice [113]. From the offspring, strain 40.6 was
used to generate the commercially available Muta™Mouse model. In this strain,
~40 copies of the transgene per haploid genome are integrated at a single site on
chromosome 3 [125]. As basically always, the transgene is integrated as a concate-
meric cluster, in a head-to-tail fashion. The lacZ gene, which serves as the mutational
target, has a size of ~3100 base pairs, whereas the lambda vector is about 47kb large.
To assess mutation, the Agtl0lacZ shuttle vectors are excised from genomic DNA
and packaged into phage heads by using an in vitro packaging extract, as described
earlier. The resultant reconstituted phage particles are used to infect E. coli C
(lacZ") cells. Originally, bacteria were plated onto agar plates containing the chro-
mogenic X-Gal (a substrate for B-galactosidase that yields an insoluble blue reaction
product). Blue plaques containing wild-type lacZ genes were distinguished visually
from white plaques containing mutant /acZ genes. Subsequently, a simpler and faster
selective system was developed in which an E. coli C (galElacZ") host is used for
phage infection [126]. In this system, a small proportion of the bacterial suspension
is on nonselective titer plates, whereas the majority is seeded on selection plates
containing P-Gal medium. Phospho-P-Gal accumulates to toxic concentrations in
galE™ cells that express a functional lacZ gene; thus, only phage that harbors a
mutated lacZ will be able to form plaques on P-Gal medium. The /acZ mutant fre-
quency is determined by calculating the proportion of plaques on both plate types
[127]. As usual, genomic DNA is isolated from the tissue of interest by phenol/chlo-
roform extraction of proteinase K-digested tissue followed by ethanol precipitation,
and as for all bacteriophage lambda models, it is critical to obtain high molecular
DNA, which has not been overly sheared during preparation. One major advantage
of the lacZ model over the lacl model lies in the availability of a functional selection
system, which allows the analysis of a high number of rescued copies with relative
ease, whereas the lacl system needs a visual identification of colored plaques among
the excess of colorless plaques (see later discussion). On the other hand, if sequenc-
ing of mutants is a goal, the ~3kb lacZ gene is more laborious to sequence than the
lacl gene, which is roughly one-third in size.

Big Blue® The Big Blue mouse and rat transgenic systems are based on the bacte-
rial lacl gene. The ALIZo. shuttle vector, which carries the bacterial lacl gene
(1080bp) as a mutational target, together with the lacO operator sequences and
lacZ gene, was injected into a fertilized oocyte of C57BL/6 mice. The transgenic
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C57Bl1/6 Al line was also crossed with an animal of the C3H line to produce a
transgenic B6OC3F1 mouse with the same genetic background as the National Toxi-
cology Program bioassay test strain. The 45.6kb Alacl construct is integrated as
approximately 40 copies per genome, with integration occurring at a single locus on
chromosome 4, in a head-to-tail arrangement. In the meantime, a lacl transgenic rat
was produced in a Fisher 344 background [128]. Mutations arising in the rodent
genome in vivo are scored in E. coli SCS-8 cells (lacZAM15) following in vitro
packaging of the ALIZo phage. As the BigBlue vector utilizes the lac repressor (lacl)
gene as the mutational target, white (colorless) plaques will arise from phage bearing
wild-type lacl when the SCS-8 host is plated on X-Gal medium. Mutations inactivat-
ing lacl will produce a lac repressor that is unable to bind to the lac operator so
that lacZ transcription is derepressed and (3-galactosidase will cleave X-Gal, produc-
ing a blue plaque. The proportion of blue plaques among the total number of
plaques is a measure of mutant frequency. To date, there has not been an effective
positive selection method for /acI- mutants developed for the Big Blue mouse or
rat systems. Due to its smaller size, the lacl gene is easier to sequence than the three
times bigger lacZ gene.

cll System For all bacteriophage lambda models, an assay has been developed that
utilizes the cII gene within the lambda molecule. As discussed, both the /acl and
lacZ genes are of considerable size (~1 and 3 kb, respectively), which makes sequenc-
ing in order to obtain molecular information on mutagenic events relatively labori-
ous. The cII gene is a component of the lysogenic life cycle of bacteriophage lambda,
and phages containing an inactivating forward mutation in this gene are selected
for in Afl” bacterial host strains [129, 130], which are commercially available. This
gene, with a size of 294 base pairs, is substantially easier to sequence than lacl or
lacZ, so that this model shows advantage over the traditional MutaMouse or Big
Blue when sequencing is an experimental goal. However, this target gene has not
been as extensively validated as lacl or lacZ.

Conductance of a Transgenic Study Of the previously described models, Muta-
Mouse, Big Blue mouse and rat, and, with some restrictions, the lacZ plasmid mouse
and the gpt-delta mouse have a sufficient quantity of experimental data associated
with them to refer to them as sufficiently validated for drug safety objectives. Com-
prehensive recommendations for transgenic studies for regulatory purposes were
formulated during the IWGT (International Workshops on Genotoxicity Tests) held
1999 in Washington, DC, and 2001 in Plymouth, UK. In these workshops, advice was
given on how a transgenic mutation study should be designed in order to provi