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Preface

With the completion of gene sequencing projects, scientific interest is shifting to
the investigation of the proteome and metabolome. Broadly speaking, the
metabolome can be considered as the dynamic complement of metabolites
formed by, or found within, a cell type, tissue, body fluid, or organism; and the
study of the metabolome can be viewed as metabonomics or metabolomics,
both of which are applications of metabolite profiling. Metabolite profiling is
not a new concept, and has been successfully used for the diagnosis of specific
diseases for many years. However, with the advent of high-throughput tech-
nology, metabolite profiling is now being used extensively in the quest for the
discovery of markers for a wide range of diseases.

In this volume, we draw together experts in the fields of metabolite profiling
and identification. The main techniques used in metabolite profiling are mass
spectrometry and NMR, and an introduction to these techniques is covered.
There follow chapters on the current application of metabolite profiling for the
diagnosis of disease. Specific classes of metabolites are the subject of further
chapters, and these are followed by chapters on plant metabolomics and
metabolite data mining. Finally, we conclude with a chapter on global systems
biology.
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CHAPTER 1

Mass Spectrometry for
Metabolite Identification

YUQIN WANG AND WILLIAM J. GRIFFITHS

The School of Pharmacy, University of London, 29–39 Brunswick Square,
London WC1N 1AX, UK

1.1 Introduction

Mass spectrometry (MS) and nuclear magnetic resonance (NMR) constitute the
two major pillars upon which the disciplines of metabolomics and metabolite
profiling are built. Both these techniques have their advantages and disadvant-
ages, but the fundamental difference in the nature of their spectroscopy means
that they provide complementary information to the analytical scientist. NMR
spectroscopy is discussed in detail in Chapter 2, while this chapter will concen-
trate on mass spectrometry and associated methodologies appropriate in met-
abolomics research. The principles of mass spectrometry will be described and
examples of metabolite analysis given. As the range of metabolite structures
present in biology (almost) exceeds the imagination, we will take many examples
from the class of biomolecules that we have been most intimately involved with,
i.e. sterols and steroids. However, many of the references quoted are equally
applicable to other area of metabolite profiling and metabolomics.

1.2 Mass Spectrometry

1.2.1 Principles

Simplistically, a mass spectrometer consists of an ion source, a mass analyser, a
detector and a data system (Figure 1.1). Sample molecules are admitted to the
ion source, where they become ionised. The ions, which are now in the gas
phase, are separated according to their mass-to-charge ratio (m/z) in the mass
analyser and are then detected. The resulting signals are transmitted to the data
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system and a plot of ion abundance against m/z corresponds to a mass spec-
trum. In many cases, a separating inlet device precedes the ion source, so that
complex mixtures can be separated prior to admission to the mass spectro-
meter. Today, the separating inlet device is usually either a capillary gas
chromatography (GC) column or a high-performance liquid chromatography
(HPLC) column, although capillary electrophoresis and thin-layer chromatog-
raphy can be interfaced with mass spectrometry.

For metabolite analysis a number of different types of ionisation methods are
used to generate gas-phase ions and these include: electron ionisation (EI),
chemical ionisation (CI), electrospray (ES), atmospheric pressure chemical ion-
isation (APCI), atmospheric pressure photoionisation (APPI), and the recently
introduced, desorption electrospray ionisation (DESI) technique. Other ionisa-
tion techniques used, but to a lesser extent, are liquid secondary ion mass
spectrometry (LSIMS) and fast atom bombardment (FAB), or for more specific
applications, matrix-assisted laser desorption/ionisation (MALDI) (see Chapter
9) and desorption ionisation on silicon (DIOS). The most widely used ionisation
modes are discussed below, as are the chromatographic devices to which they are
interfaced.

1.2.2 Ionisation

1.2.2.1 Electron Ionisation (EI) and Chemical Ionisation (CI)

Historically, the most important method of ionisation of small biomolecules
(o B500Da) is EI. The effluent from a GC column is readily transferred to an
EI source, thereby allowing the combination of the high separating power of a
GC column with mass analysis. EI involves the bombardment of gas-phase
sample molecules (M) with high-energy electrons ðe�Þ, usually of 70 eV energy;

Ion Source
m/z

Analyser
Detector

Inlet

Data
System

Figure 1.1 Simplistic view of a mass spectrometer. The ion source may be under
vacuum or at atmospheric pressure. The analyser and detector are under
vacuum. The acceptable pressure in the analyser region depends on the
analyser, ranging from 10�3 mbar to 10�11 mbar for quadrupole and ion
cyclotron resonance (ICR) analysers respectively.
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the result is the generation of [M]1� ions which are usually radical cations, and
thermal energy free electrons (e�) (eqn 1).

MðgÞ þ e� ! Mþ�ðgÞ þ 2e� ð1Þ

In many cases the molecular ions, [M]1�, are unstable and fragment to generate
more stable products (eqn 2).

Mþ�ðgÞ ! AþðgÞ þ B�ðgÞ ð2Þ

Fragmentation upon EI can be seen as both advantageous and disadvantageous.
On the plus side, the fragmentation pattern resulting from decomposition of a
molecular ion can provide structural information, allowing its identification. On
the negative side, however, fragmentation may be so extensive that the mole-
cular ion may not be observed, and thus the molecular weight of the compound
of interest not determined. EI can be used to generate either positive ions [M]1�

or negative ions [M]��. Negative ions are generated via an electron capture
event, which involves the capture of secondary low-energy electrons generated
by ionisation of a bath gas (e.g. Ar, N2) (eqn 3).

ArðgÞ þ e� ! Arþ�ðgÞ þ 2e� ð3aÞ

MðgÞ þ e� ! M��ðgÞ ð3bÞ

A prerequisite of EI is that the sample to be ionised must be in the gas phase;
this is also true for GC and has led to the extensive development of derivati-
sation chemistry to allow the vaporisation of many small biomolecules without
their decomposition.1–9

CI is a close relative of EI. It differs in that analyte ionisation is achieved via
proton attachment rather than electron ejection (positive ion).10 In CI the ion
source contains a reagent gas, often methane, which becomes ionised by EI and
acts as a proton donor to the analyte (eqn 4).

CH4ðgÞ þ e� ! CHþ�
4 ðgÞ þ 2e� ð4aÞ

CHþ�
4 ðgÞ þ CH4ðgÞ ! CHþ

5 ðgÞ þ CH�
3ðgÞ ð4bÞ

CHþ
5 ðgÞ þMðgÞ ! MHþðgÞ þ CH4ðgÞ ð4cÞ

The resulting ion, [M+H]1, is an even-electron protonated molecule, which is
more stable than the equivalent odd-electron molecular ion, [M]1�, formed by
EI, and thus fragments to only a minor extent.

Electron-capture negative ionisation (ECNI), also called electron-capture neg-
ative chemical ionisation (EC-NCI), exploits the electron capturing properties of
groups with high electron affinities (eqn 5).11 The method often utilises fluori-
nated agents in the preparation of volatile derivatives with high electron affinities.
For example, trifluoroacetic, pentafluoropropionic or heptafluorobutyric anhy-
drides can be used to prepare acyl derivatives of amines and hydroxyl groups,
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perfluorinated alcohols can be used to generate esters of carboxylic acids, while
carbonyl groups can be converted to oximes which can then be converted
to pentafluorobenzyl oximes12 or pentafluorobenzylcarboxymethoximes,13 for
example (Scheme 1.1). Ionisation proceeds with the capture of a secondary
low-energy electron generated under CI conditions, by the high-electron affinity

HO O

Si

(a)

O N
O

H3C

(b)

C

O

OH

C

O

O CH3

(d)

O N

(f)

O

F

F

F F

F

O N

(g)

O

O O

F

F

F

F

F

O N
O

(c)

Si

HO O

(e)

C
F2

O

F2
C

CF3

Scheme 1.1 Common derivatisation reactions exploited in metabolite analysis by
GC-EI-MS and GC-EC-NCI. Reactions (a)–(c) and (e)–(g) are illus-
trated on the A-ring of a steroid.
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fluorinated groups. Ionisation may lead to the formation of stable [M]�� ions, or
it may be dissociative,12,13 depending on the analyte and the derivative used. The
major advantage of EC-NCI is that ionisation is specific to compounds contain-
ing the electron capturing tag and provides excellent sensitivity in terms of signal
to noise ratio when either the stable [M]�� ion or a negatively charged fragment
ion is monitored.

MðgÞ þ e� ! M��ðgÞ þ e� ð5aÞ

M��ðgÞ ! A�ðgÞ þ B�ðgÞ ð5bÞ

M��ðgÞ ! A��ðgÞ þ BðgÞ ð5cÞ

It is of historical interest that HPLC has been combined with EI and CI, but as
both of these ionisation modes require high vacuum, the necessary removal of
HPLC solvent has made this combination difficult. The natural marriage for
HPLC is with atmospheric ionisation (API) methods discussed later.

1.2.2.2 Liquid Secondary Ion Mass Spectrometry (LSIMS)
and Fast Atom Bombardment (FAB) Ionisation

It can be argued that the introduction of the FABmethod of ionisation by Barber
and colleagues in 1981 initiated the revolution in biological mass spectrometry.14

Although rarely used today,15 FAB was widely used for metabolite analysis
throughout the 1980’s and into the early 1990’s, for example in bile acid16–20 and
steroid21–23 analysis, and protocols developed for metabolite analysis during this
era are easily incorporated into analytical procedures using API methods.24–26

FAB is most suitable for the ionisation of polar or ionic biomolecules. FAB
ionisation is achieved by the generation of a fast atom beam of neutral atoms
(6–8 keV kinetic energy, usually Ar or Xe atoms) in the FAB gun by a process
of ionisation, acceleration and neutralisation, which impinges on a viscous
solution of sample dissolved in a matrix, usually of glycerol. In the positive-ion
mode proton transfer reactions result in the formation of protonated mole-
cules, [M+H]1, while in the negative-ion mode deprotonated molecules are
formed, [M�H]�. Usually, both protonated and deprotonated molecules are
stable, and little fragmentation occurs in the ion source. LSIMS is very similar
to FAB; however, a beam of Cs1 ions (20–30 keV), rather than a beam of
neutral atoms, is used to bombard the matrix. LSIMS spectra are essentially
identical to those generated by FAB, and in this chapter, for simplicity, both
ionisation modes will be referred to as FAB.

Negative-ion FAB was found to be particularly suitable for the ionisation of
bile acids and steroid sulphates, alleviating the need for hydrolysis, solvolysis
and derivatisation reactions necessary for GC-MS analysis.16,17,21–23 Urine
and plasma samples can be analysed by FAB following a simple C18 solid-
phase extraction step, allowing the rapid diagnosis of certain liver diseases,
e.g. cerebrotendinous xanthomatosis (CTX),18 and 7a-hydroxylase deficiency.15

5Mass Spectrometry for Metabolite Identification



FAB is a vacuum ionisation method and is not suitable for combination with
regular HPLC. However, capillary column HPLC (250 mm i.d., 2mL/min flow-
rate) has been successfully interfaced with FAB.26

1.2.2.3 Atmospheric Pressure Ionisation (API)

(a) Electrospray (ES). Like FAB, ES is suitable for the analysis of polar
and ionic biomolecules. ES occurs at atmospheric pressure and is readily

Sample solution

Capillary

Atmospheric pressure

To rotary pump

High vacuum

To MS analyser

SkimmersCounter electrode

Potential gradient
Pressure gradient

+HV

a)

a)

b)
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coupled with HPLC. Fenn and colleagues were the first practitioners of ES
mass spectrometry27–29 and by the turn of the last century, ES had almost
completely replaced FAB for the analysis of polar and ionic metabolites.

In ES, the analyte is dissolved in a solvent (very often methanol, ethanol,
aqueous methanol or ethanol, a mixture of acetonitrile and water, or of
chloroform and alcohol), and sprayed from a metal or fused silica capillary
(needle) of 20–100 mm i.d. at a flow rate of 1–500 mL/min (Figures 1.2 and 1.3).
An electrospray is achieved by raising the potential on the spray capillary to
B4 kV (+4 kV in the positive-ion mode, and �4 kV in the negative-ion mode)
and applying a back pressure to the contents of the capillary (e.g. via a syringe
pump or HPLC pump). The resulting spray of charged droplets is directed
toward a counter electrode which is at a lower electrical potential (Figure 1.2).
As the spray of fine droplets travels towards the counter electrode, the droplets
lose solvent, shrink and break up into smaller droplets. The small offspring
droplets are derived from the surface of their predecessors, which contain the
highest concentration of charge, and hence the offspring droplets are generated
with an enhanced charge-to-mass ratio. Eventually, the droplets become so
small that the charge density on the droplets exceeds the surface tension and
gas-phase ions are desorbed (ion evaporation model),30,31 or alternatively very
small droplets containing a single charged species completely lose solvent
leaving the residual charged species free (charge residue model).32 Surface
active compounds tend to be enhanced in the small droplets, and hence are
preferentially brought into the gas phase. The counter electrode contains a
circular orifice through which ions are transmitted into the vacuum chamber of

Figure 1.2 (a) Features of the ES interface and (b) schematic representation of the ES
process. In the positive-ion mode a high positive potential is applied to the
capillary (anode), causing positive ions in solution to drift towards the
meniscus. Destabilisation of the meniscus occurs, leading to the formation
of a cone43 and a fine jet, emitting droplets with excess positive charge. Gas
phase ions are formed from charged droplets in a series of solvent
evaporation–Coulomb fission cycles. With the continual emission of pos-
itively charged droplets from the capillary, to maintain charge balance
oxidation occurs within the capillary.44 If the capillary is metal, oxidation
of the metal may occur at the liquid/metal interface:

MðsÞ ! MnþðaqÞ þ ne�ðin metalÞ
Alternatively, negative ions may be removed from solution by electro-
chemical oxidation:

4OH�ðaqÞ ! O2ðgÞ þ 2H2OðlÞ þ 4e�ðin metalÞ
When the interface is operated in the negative-ion mode, potentials are
reversed, and to maintain charge balance cations or neutral molecules in
solution may become reduced at the walls of the capillary.

CnþðaqÞ þ ne� ! Cðg=sÞ

H2OðlÞ þ 2e� ! H2ðgÞ þO2�ðaqÞ
(Reproduced from Griffiths et al.,45 with permission.)
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the mass spectrometer. By traversing differentially pumped regions via skimmer
lenses, the ions are transmitted to the high vacuum region of the mass spectro-
meter for subsequent analysis (Figure 1.2). Early ES experiments were per-
formed at flow rates of 5–50 mL/min, compatible with microbore HPLC
columns,33 although today ES interfaces are compatible with 4.2 mm columns
operating at 500 mL/min flow rates. It should, however, be remembered that ES
is a concentration rather than a mass dependent process, which effectively
means that maximum sensitivity is achieved with high concentration, low
volume samples, analysed at low flow rates (e.g. 1 pmol/mL, 1 mL, 1 mL/min)
rather with dilute, high volume samples, analysed at high flow rates (cf. 0.02
pmol/mL, 50 mL, 50 mL/min). So, theoretically, a combination of low flow rate
HPLC with ES should provide better sensitivity than conventional flow HPLC
with ES. This has been particularly exploited by the proteomics community,
who combine low flow rate HPLC with micro-ES or nano-ES. For a more
detailed discussion on the electrospray process the reader is directed to the
excellent volume edited by Cole,34 and series of articles published in the Journal
of Mass Spectrometry35–40 and Mass Spectrometry Reviews.41,42

Decomposing droplet

Offspring droplet

Figure 1.3 The ES process viewed through a high-powered microscope (left panel). In
the positive-ion mode a high positive potential is applied to the capillary
(anode), and as the liquid exits the capillary it becomes charged and
assumes a conical shape, known as the Taylor cone.43 At the tip of the
cone, the liquid is drawn into a filament, which then becomes unstable,
breaking up into a mist of charged droplets. As the droplets are charged
they repel each other and fly apart, becoming dispersed. Gas-phase ions are
formed from charged droplets in a series of solvent evaporation–Coulomb
fission cycles. Photograph of a decomposing droplet in an ES source (right
panel). The droplet distorts, creating a miniature Taylor cone, and when
the parent droplet reaches the Rayleigh limit, fission occurs leading to a
string of multiple, small, highly charged offspring droplets. The critical
point at which the surface tension of the droplet is overcome by the
electrostatic repulsion of the surface charges is known as the Rayleigh
stability limit. (Left panel reproduced from www.newobjective.com/
electrospray/ with permission. Right panel from ref. 46, with permission.)
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Today, the terms ‘‘micro-ES’’ and ‘‘nano-ES’’ are interchangeable, although
the terms were originally coined to discriminate between two slightly different
forms of ES. The term micro-ES was initially coined by Emmett and Caprioli47

and used to refer to a miniaturised form of pressure-driven ES (i.e. pumped
flow) operated at sub mL/min flow rate. Alternatively, nano-ES was invented by
Wilm and Mann48 and differs from micro-ES in that it is a pure form of ES,
where sample flow is at nL/min rates and initiated by the electrical potential
between the capillary tip and counter electrode (Figure 1.2), rather than being
pressure driven. We prefer the term low flow rate ES to either micro-ES or nano-
ES, and use it here to refer to ES operated at flow rates of 1 mL/min and below.

(b) Thermospray (TS). TS mass spectrometry predates ES.49 TS, like ES,
is a technique which involves the spraying of analyte dissolved in solvent from a
capillary into an ion source at atmospheric pressure. But TS differs from ES in
that vaporisation and ionisation are a result of thermally heating the spray, as
opposed to raising the sprayer to a high potential. TS performs best with
buffered aqueous mobile phase (0.1–0.01M ammonium acetate), and droplets
become charged by an uneven distribution of cations and anions between
droplets, with the result that gaseous [M+H]1, [M+NH4]

1 or [M+Na]1 ions
are formed in the positive-ion mode in an ion evaporation process similar to
that occurring in ES (ion evaporation). In the negative-ion mode [M�H]� ions
are formed, and this is the ionisation mode of choice for the analysis of acidic
metabolites. TS can be operated in two modes: ‘‘filament-on’’ mode or ‘‘fila-
ment-off’’ mode (direct ion evaporation). By the incorporation of a filament in
the ion source, analytes which are not readily ionised by direct ion evaporation
can be ionised via a chemical ionisation process in the ‘‘filament-on’’ mode.
Spectra of biomolecules, e.g. steroids and bile acids, generated by ES and TS
are similar; however, dehydration of the protonated or deprotonated molecule
tends to occur to a much greater extent in TS than in ES.50

(c) Atmospheric Pressure Chemical Ionisation (APCI). APCI is a tech-
nique that has become popular for the ionisation of neutral biomolecules. It is
very similar to TS described above.51,52 Analyte dissolved in solvent is sprayed
into an atmospheric pressure ion source. Vaporisation of sample and solvent is
achieved by the application of heat, and ionisation of analyte is achieved by a
chemical ionisation event. The APCI source differs from the ES source in that it
additionally contains a corona discharge needle. Analyte ionisation can be
achieved by two processes.

(i) The first is a primary CI process. The nebulised spray results in small
droplets of differing charge formed as a result of statistical random sampling of
buffer ions (cf. TS). The charged droplets will shrink, as in the ES process, with
the eventual formation of gas phase buffer ions, analyte molecules (M) and
solvent molecules (Sv). If ammonium acetate (NH4

1 CH3CO2
�) is the buffer

gas phase, [NH4]
1 and [CH3CO2]

� ions will be generated. The buffer gas ions
will be free to react with analyte molecules in a CI event to generate analyte ions
(eqns 6 and 7).
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NHþ
4 ðgÞ þMðgÞ ! NH3ðgÞ þMHþðgÞ ð6aÞ

NHþ
4 ðgÞ þMðgÞ ! ½MþNH4�þðgÞ ð6bÞ

NHþ
4 ðgÞ þ SvðgÞ ! NH3ðgÞ þ SvHþðgÞ ð6cÞ

SvHþðgÞ þMðgÞ ! ½Mþ SvH�þðgÞ ð6dÞ

In the positive-ion mode the exact products of the CI event will depend on the
gas-phase basicity of the analyte, solvent and buffer. Adduct ions can also be
formed (e.g. [M+NH4]

1 and [M+CH3CN+H]1 in aqueous acetonitrile
buffered with ammonium acetate). When the ion source is operated in the
negative-ion mode, the products of the CI event will depend on the gas-phase
acidity of the sprayed components.

CH3CO
�
2 ðgÞ þMðgÞ ! CH3CO2HðgÞ þ ½M�H��ðgÞ ð7aÞ

CH3CO
�
2 ðgÞ þMðgÞ ! ½Mþ CH3CO2��ðgÞ ð7bÞ

(ii) APCI can also be achieved in a secondary process, in which electrons
from the corona discharge ionise nitrogen gas in the APCI source, leading to
the eventual CI of the analyte. In the positive-ion mode, again the eventual
products depend on the proton affinity of the components (eqn 8), while in the
negative-ion mode the gas phase acidity of the components will define which
deprotonated molecules are generated.

Nþ�
2 ðgÞ þ SvðgÞ ! Svþ�ðgÞ þN2ðgÞ ð8aÞ

Svþ�ðgÞ þ SvðgÞ ! SvHþðgÞ þ ½Sv�H��ðgÞ ð8bÞ

SvHþðgÞ þMðgÞ ! MHþðgÞ þ SvðgÞ ð8cÞ

SvHþðgÞ þMðgÞ ! ½Mþ SvH�þðgÞ ð8dÞ

Both primary and secondary processes can operate simultaneously, although
by turning the filament off only the primary processes proceed.

APCI has been extensively used for the ionisation of neutral metabolites, e.g.
steroids,53–64 oxysterols,65 and bile acid acyl glucosides,66 and also ionic met-
abolites, e.g. bile acid glucuronides,67 free bile acids68 and steroid glucuronides.64

It is compatibility with HPLC operated at high flow rates (100–500mL/min), and
this makes it a favoured mode of ionisation for high-throughput analysis.69

(d) Electron Capture Atmospheric Pressure Chemical Ionisation
(ECAPCI). ECAPCI is suitable for the ionisation of molecules which con-
tain a group with high electron affinity, and it can be regarded as the atmospheric
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pressure equivalent of EC-NCI. For steroid analysis, for example, it is necessary
to derivatise the analyte so as to introduce an electron-capturing group, e.g.
pentafluorobenzyl moiety70 or 2-nitro-4-trifluoromethylphenylhydrazone moi-
ety71 (Scheme 1.2). The resultant derivative is then introduced into a conven-
tional APCI source operated in the negative-ion mode with the corona discharge
needle ‘‘on’’. Low-energy secondary electrons are generated as a side-product of
N2 ionisation (eqn 9), and are captured by the electron capturing group tagged to
the analyte to generate [M]�� ions. When the pentafluorobenzyl derivatising
group is employed, dissociative electron capture occurs with the loss of the
pentafluorobenzyl radical and formation of a negative ion, [A]�, which reflects
the structure of the original analyte. Alternatively, 2-nitro-4-trifluoromethylphe-
nylhydrazones give stable [M]�� ions which can be fragmented in a tandem mass
spectrometry (MS/MS) experiment (see below) to give product ions [A]�, and
neutral fragments [B]�, which reflect the structure of the analyte or are charac-
teristic of the derivatising agent.

N2ðgÞ þ e� ! Nþ�
2 ðgÞ þ 2e� ð9aÞ

e� þMðgÞ ! M��ðgÞ ð9bÞ

M�� ! A�ðgÞ þ B�ðgÞ ð9cÞ

ECAPCI is specific to molecules containing an electron-capturing group, and
hence provides high specificity, and has been shown to provide enhancement in
sensitivity compared to APCI of 20-fold72 to 200-fold.70

(e) Atmospheric Pressure Photoionisation (APPI). APPI was intro-
duced in 2000 by Robb, Covey and Bruins.73 Photons (10 or 10.6 eV) are
provided by a krypton lamp, and dopant molecules, e.g. toluene BzH, intro-
duced into the ion source in combination with analyte (M) and mobile phase,

HO

(a)

(b)

O

HO

O

O

O

HO

N

F

F
F

F

F

N
H

CF3

O2N

Scheme 1.2 Useful derivatisation reactions exploited for metabolite analysis by
ECAPCI-MS. Reactions are illustrated on the A-ring of estrone and
the side-chain of pregnenolone.
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are vaporised and photoionised. This results in the formation of radical cations,
e.g. [BzH]1� (eqn 10).

BzHðgÞ þ hn ð10 or 10:6 eVÞ ! BzHþ�ðgÞ ð10aÞ

BzHþ�ðgÞ þ SvðgÞ ! Bz�ðgÞ þ SvHþðgÞ ð10bÞ

MðgÞ þ SvHþðgÞ ! MHþðgÞ þ SvðgÞ ð10cÞ

BzHþ�ðgÞ þMðgÞ ! Mþ�ðgÞ þ BzHðgÞ ð10dÞ

The radical cations, e.g. [BzH]1�, react with solvent molecules (Sv) producing
protonated solvent molecules [SvH]1 if the proton affinity of the solvent
molecule is higher than that of the benzyl radical (Bz)�. The analyte is then
ionised by proton transfer if the proton affinity of the analyte is higher than that
of the solvent molecule. Alternatively, if the proton affinity of the solvent
molecule is lower than that of the benzyl radical (Bz)�, a charge exchange
reaction between the radical cation [BzH]1� and the analyte can take place if
the ionisation energy of the analyte is lower than that of the radical cation; the
result is the formation of an analyte radical cation [M]1�.63 APPI has been used
for the analysis of biomolecules including sterols,74,75 steroids63,76–78 and other
neutral lipids (see Chapter 6). A disadvantage of the technique, as illustrated in
the study of Greig et al. on corticosteroids, is the formation of overlapping
[M+1]1� (due to the 13C isotope) and [M+H]1 ions.76 This can cause confu-
sion in molecular weight determination.

(f) Desorption Electrospray IonisationMass Spectrometry (DESI). While
the discovery in 1981 of FAB ionisation by Barber and colleagues14 started the
revolution in biomedical mass spectrometry, the next breakthrough that has
the potential to lift mass spectrometry into a new dimension is DESI, introduced
in 2004 by Cooks and colleagues.79–83 DESI bears features of both classical
desorption ionisation (i.e. FAB, MALDI) and spray ionisation (i.e. ES). Sample is
deposited on a solid surface, e.g. urine or blood on paper,80 solid tumour slice on a
glass plate, or is the solid surface itself, e.g. heart tissue or pharmaceutical
tablet,81,82 and is ionised at ambient temperature and atmospheric pressure by
electrospraying a nebulised beam of charged droplets onto the surface. Molecules
at the surface become ionised and vaporised and are collected at the sampling
orifice of an API source (Figure 1.4). No sample pre-treatment is required,
although selective ionisation can be achieved by altering the angle of incidence
of the incoming beam (a), the angle of collection of the desorbed ions (b), the
distance of the sprayer tip from the sample (d1), the distance of the mass
spectrometer inlet from the sample (d2) and the composition of the solvent.
Sensitivity is on the fmol level, and by rastering the sample plate, samples (e.g.
tissues) can be imaged as sampling spot size can be decreased to a diameter of
50mm by using nano-ES. Methanol/water/acetic acid provides a good spraying
solvent, but can also include reactive reagents (e.g. HCl, trifluoroacetic acid) to
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provide selective ionisation. Alternatively, conductive organic solvents can
be used. Flow rates are of the order of 0.05–5mL/min, and in the positive ion
mode [M+H]1, [M+nH]n1 or [M]1� ions are formed. The ionisation source can
also be operated in the negative-ion mode and [M�H]�, [M+Cl]� or [M]�� ions
may be observed depending on the analyte and operating conditions. For
metabolite analysis this new ionisation is particularly exciting as ionisation can
be achieved off paper, and one can easily imagine that by altering the properties of
the paper, selective ionisation can be achieved. The optimal instrument settings for
the analysis of neutral biomolecules are rather different from those of charged
analytes and this can allow selective ionisation. Ion formation by DESI has been
suggested to occur via three different mechanisms.79 The first is thought to occur
via charge transfer between gaseous projectile ions, [PH]1(g), in the electrospray
beam and the analyte compound, M(sur), on the surface (eqn 11). The second
mechanism is the ‘‘droplet pickup mechanism’’ and involves impact of electro-
sprayed droplets, [PHn]

n1(g), on the surface, dissolution of the analyte, M(sur), at
the surface onto or into the droplets and then release of ‘‘electrospray-like’’
droplets from the surface. Subsequent solvent evaporation and Coulomb fission
generates ions in a process similar to that thought to occur in ES. The third
mechanism of ion formation involves volatilisation/desorption of neutral species
from the surface, M(sur-g), followed by gas phase ionisation through proton
transfer/electron transfer or other ion molecule reactions at atmospheric pressure.
This third mechanism is very similar to APCI and has been called DAPCI.

PHþðgÞ þMðsurÞ ! MHþðgÞ þ Pðg or surÞ ð11aÞ

½PHn�nþðg ! surÞ þMðsurÞ ! ½MHm�mþ

ðsur ! gÞ þ ½PHn�m�n�mþðsur or gÞ
ð11bÞ

PHþðgÞ þMðsur ! gÞ ! MHþðgÞ þ PðgÞ ð11cÞ

Figure 1.4 Schematic diagram of DESI source, from www.prosolia.com/ with
permission.
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1.2.2.4 Matrix Assisted Laser Desorption/Ionisation (MALDI)

MALDI is extensively used in imaging (see Chapter 9). It is also popular in
lipidomics,84–86 particularly for phospholipids analysis,87–90 and to a lesser
extent steroid and bile acid analysis.91–95 MALDI is usually combined with
time-of-flight (TOF) analysers, and its major advantages are robustness and ease
of use. Sample is mixed with a solution of matrix, often a-cyano-4-hydroxycin-
namic acid (or 3,5-dimethoxy-4-hydroxycinnamic acid or 2,5-dihydroxybenzoic
acid) in aqueous acetonitrile containing 0.1% trifluoroacetic acid, and spotted
on a stainless steel target plate and allowed to co-crystallise in air. The MALDI
plate is then admitted to the high vacuum system of a mass spectrometer, and
irradiated with laser light, usually of 337 nm from a N2 laser. The matrix
absorbs the light energy with the result that sample and matrix become ionised
and vaporised. In the positive-ion mode [M+H]1 ions are usually formed, while
[M�H]� ions are formed in the negative-ion mode. The exact mechanism of
ionisation is not fully understood and will not be speculated on here.96 For
steroid analysis, the most promising MALDI studies have been performed on
steroids which have been derivatised so as to posess a preformed charge.97–99

A relative of MALDI is DIOS, an acronym for desorption ionisation on
silicon, and as the name suggests, a silicon support is used as an alternative to
matrix. Suizdak and colleagues have demonstrated the use of DIOS for the
analysis of steroids in plasma.100

1.2.3 Mass Analysers

Once a sample has been ionised, it is transported from the ion source to the
mass analyser (Figure 1.1). Trapping mass analysers can be an exception in that
ionisation and mass analysis can be achieved in the trap itself (e.g. EI). Mass
analysers operate by separating ions according to their m/z. Historically, early
mass analysers used in metabolite research were based on magnetic sector
fields,101–103 but such analysers are less widely used for biological applications
today. However, ion cyclotron resonance (ICR) analysers also use magnetic
fields and are currently gaining popularity in biological mass spectrometry.
Rather than using a magnetic field to separate ions according to their m/z most
of today’s mass analysers separate ions by their behaviour in electrical fields.

1.2.3.1 Magnetic Sector Analysers

Like all other mass analysers, magnetic sector analysers separate ions according
to their m/z. Usually, the magnetic sector (B) is arranged in series with an
electric sector (E) and the combination (either EB or BE) can give resolutions in
excess of 100 000 (10% valley definition) for ions in the usual metabolite mass
range.104 Modern magnetic sector instruments are most commonly interfaced
with an EI source, with or without a GC inlet, although in the past they have
been coupled to TS, FAB, MALDI and ES ion sources. Magnetic sectors are
still used today for accurate (exact) mass measurements (o5 ppm) at high
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resolution (410 000, 10% valley), and these instruments offer excellent dynamic
range, important in isotope abundance measurements. Magnetic sector analy-
sers operate with keV ion beams. This can be seen as a disadvantage, as the ion
source must be raised to high potential relative to the rest of the instrument,
and was initially problematic with API sources. However, a major advantage of
keV ion beams is seen when the instrument is operated as a tandem mass
spectrometer, allowing collision-induced dissociation (CID) reactions to occur
at high collision energy (keV).

The figures of merit of typical magnetic sector instruments can be viewed as
follows, but naturally, the exact characteristics vary depending on model and
design.105,106

� Mass resolving power: 103–105 (10% valley)
� Mass accuracy: 1–5 ppm
� m/z range: 104

� Linear dynamic range: 109

� Scan speed: Bs
� Efficiency (transmission� duty cycle): o1% (scanning)
� Compatible with ionisation: API/vacuum (continuous)
� MS/MS: keV CID
� Cost: moderate to high
� Size/weight/laboratory requirements: MS laboratory

1.2.3.2 Linear Quadrupole Mass Filters

The quadrupole mass filter provides a much smaller and lower cost analyser
than the magnetic sector. It consists of four parallel rods arranged equidistant
from a central axis (Figure 1.5). By the application of a combination of radio
frequency (rf) alternating current (ac) and direct current (dc) voltage compo-
nents to the rods, ions of one particular m/z can be transmitted along the
central axis between the rods, and conveyed to the detector. Others are

Ion-Source

V(t) = +Vdc+Vrfcosωt

Detector

V(t) = -Vdc -Vrfcosωt

Figure 1.5 Schematic diagram of a quadrupole mass filter, showing the direction of
ion travel and the equations for the potentials applied to the rods.
V(t)¼ voltage at time t; Vdc¼ direct current voltage component; Vrf cos
ot¼ radio frequency voltage component.
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deflected from the central axis and are not transmitted. By scanning the
voltages applied to the rods an m/z range can be scanned (usually up to 2000
or 4000 m/z). For metabolite analysis, quadrupole mass filters are usually
operated at a unit mass resolution (i.e. 0.7Da, full width at half maximum
height, FWHM), they are most often interfaced with EI or API sources, and
offer the advantages of fast scanning (Bs) and stability. Quadrupole mass
filters are additionally compatible with both GC and LC interfaces. Quadru-
pole mass filters can be used for accurate mass measurements,107 but are rarely
used for such applications. Some of the performance characteristics of quad-
rupole mass filters can be enhanced at the expense of others. For example,
Smith and colleagues extended the mass range of their quadrupole to 45 000 m/
z by reducing the operating frequency from 1.2–1.5MHz to 262Hz, but this
was at the expense of resolving power and sensitivity.108 Collings and Douglas
were able to obtain a resolving power of 8500 (FWHM) at m/z 5000 by
incorporating a high-pressure collision quadrupole between the ion source and
quadrupole mass filter so as to collisionally focus the ions into a narrow beam
for injection into the mass filter;109 this gave relatively little loss in ion
transmission as operating frequency was reduced to extend the mass range.
Quadrupole mass filters can be arranged in series to give tandem quadrupole
instruments,110 and have also been coupled in series with magnetic sector111

and orthogonally arranged TOF analysers112–114 to give hybrid tandem mass
spectrometers. The figures of merit of quadrupole mass filters can be summa-
rised as follows.

� Mass resolving power: 102–104 (FWMH)
� Mass accuracy: 100 ppm
� m/z range: 104

� Linear dynamic range: 107

� Scan speed: Bs
� Efficiency (transmission � duty cycle): o1% (scanning) to 95%
� Compatible with ionisation: API/vacuum (continuous)
� MS/MS: eV CID
� Cost: low to moderate (MS/MS)
� Size/weight/laboratory requirements: bench top

1.2.3.3 Quadrupole Ion Trap

A cylindrical, or three dimensional quadrupole ion trap can be imagined as a
quadrupole bent around on itself to form a closed loop. The inner rod is reduced
to a point at the centre of the trap; the outer rod is a circular ring electrode, and
the top and bottom rods become two end cap electrodes (Figure 1.6). Ions can
be formed by EI within the trap or can be introduced from an external source
(e.g. ES, MALDI). In the case of EI, electrons are admitted through a small
central hole in one of the end caps; alternatively, ions formed in an external
source can be transported to the trap and similarly admitted through the end
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cap. Initially ions of all m/z values are confined in the trap, and are expelled and
detected according to their m/z, by ramping linearly the amplitude of the radio
frequency potential applied to the ring electrode. Each ion species is ejected
from the potential well at a specific radio frequency amplitude and, because the
initial amplitude and ramping rate are known, the m/z can be determined for
each ion species upon ejection. This method for measuring the m/z of confined
ions was developed by Stafford et al. and is known as the ‘‘mass-selective axial
instability scan-mode’’.115

Commercial ion traps have m/z ranges up to 6000 depending on their
application; they are fast scanning (1000 m/z units/s); and are capable of
‘‘zoom scans’’ or enhanced resolution scans offering resolutions of 10 000
(FWHM) by scanning a short m/z range slowly. Unfortunately, as a result of
space charging within the trap, mass accuracy is considerably lower than that
achievable on beam instruments. Like the quadrupole mass filter, the ion trap
can be used as a tandem mass spectrometer, but has the additional capability of
multiple stages of fragmentation or MSn. The cylindrical ion trap is now being
replaced by a new generation of linear ion traps, where ions are trapped within

Figure 1.6 Schematic diagram of the LCQ ion trap manufactured by Thermo Electron.
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a quadrupole mass analyser by potentials applied to end plates. This allows
better mass accuracy as a result of reduced space charging provided by the
greater cell volume. Linear ion traps (LITs) are combined with quadrupole (e.g.
QTrap, Applied Biosystems), Fourier Transform (FT)ICR (e.g. LTQFT,
Thermo Electron) and Orbitrap (e.g. LTQ-Orbitrap, Thermo Electron) mass
analysers to give tandem instruments. Many excellent books and reviews have
been written describing the principles and application of ion-trap mass spec-
trometers and the interested reader is directed to these.116,117 Some of the
figures of merit of ion-trap instruments are as follows.

� Mass resolving power: 103–104 (FWMH)
� Mass accuracy: 100 ppm
� m/z range: 104

� Linear dynamic range: 102–105

� Scan speed: Bs
� Efficiency (transmission� duty cycle): o1% (scanning) to 95%
� Compatible with ionisation: API/vacuum (continuous/pulsed)
� MS/MS: eV CID, MSn

� Cost: low
� Size/weight/laboratory requirements: bench top

1.2.3.4 Time-of-Flight (TOF) Analysers

The first generation of TOF mass analysers were coupled to EI sources,118 but it
was not until the advent of MALDI that the modern era of TOF mass
spectrometry was initiated. The pulsed nature of the MALDI source comple-
ments the necessity for time measurements in TOF. Simply, in the TOF mass
spectrometer, ionisation occurs in the ion source and ions are pulsed into the
TOF drift tube, and the time taken for the ions to traverse the drift tube to the
detector is a measure of their m/z (Figure 1.7).

The TOF analyser is based on the following: ions formed in the ion source
are accelerated through a potential V, and will gain a kinetic energy mv2/2, so
that:

mv2=2 ¼ zeV ð12Þ

+

+

+

Ionisation and acceleration

+ 20kV

Detector
Drift tube

Figure 1.7 Main components of a linear TOF mass spectrometer.
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where m is the mass of the ion, z the number of charges on the ion, and e the
charge of an electron.

Then:

m=z ¼ 2eV=v2 ð13Þ

ðm=zÞ1=2 ¼ ð2eVÞ1=2:t=d ð14Þ

where t is the time the ion takes to travel down the drift tube of length d and
reach the detector. For a given instrument operated at constant accelerating
potential, d and V are constants, then:

t / ðm=zÞ1=2 ð15Þ

TOF analysers can also be interfaced to API or EI sources,113 in which case
the source is arranged at right angles to the TOF drift tube and ions are pulsed
orthogonally into the TOF analyser. The combination of API and orthogonal
TOF is currently gaining popularity in metabolomic research,119,120 as TOF
analysers are fast ‘‘scanning’’, theoretically have unlimited mass range, and
when combined with delayed extraction and a reflectron or ion mirror offer
resolutions of up to 20 000 (FWHM). TOF analysers can be coupled to
quadrupole mass filters to give Q-TOF tandem instruments112,114 (Figure 1.8),
ion traps to give QIT-TOF,121 or arranged in series to give TOF-TOF instru-
ments.122,123 The figures of merit for TOF analysers are as follows.

� Mass resolving power: 104 (FWMH)
� Mass accuracy: 2–50 ppm
� m/z range: 4105

� Linear dynamic range: 102–106

� Scan speed: ms
� Efficiency (transmission � duty cycle): 1–95%
� Compatible with ionisation: API/vacuum (continuous/pulsed)
� MS/MS: eV or keV CID
� Cost: low to high
� Size/weight/laboratory requirements: bench top or floor standing

1.2.3.5 Fourier Transform Ion Cyclotron Resonance (FTICR)
Mass Spectrometers

FTICR mass spectrometers124 are ion trapping instruments. However, unlike
the quadrupole ion trap, the trapping field is magnetic rather than electrostatic.
Ionisation occurs in an external source and ions are transported into the high
vacuum ICR cell. Within the cell ions move with cyclotron motion governed by
their cyclotron frequency. Ions of differing m/z values have different cyclotron
frequencies, which are detected as an induced- or image-current as ions pass
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receiver plates, and can be converted into m/z values by application of Fourier
transform (FT). FTICR mass spectrometry is unlike most other forms of mass
spectrometry in that it is non-destructive and signal enhancement can be
achieved by signal averaging many ion cycles (this is also true of the Orbitrap
mass analyser). FTICR provides exceptionally high resolution in the mass
range of metabolites (4100 000 FWHM), and additionally provides high
accuracy of mass measurement (o2 ppm).76 Like quadrupole ion traps, FTICR
instruments can be used as tandem mass spectrometers, and have MSn capa-
bility. The cost of the high performance of FTICR instruments is in time, as
FTICR is based on frequency measurements. This can have significant impli-
cations when FTICR instruments are interfaced to LC.125 Many excellent
reviews have been published on the technology and application of FTICR and

REFLECTRON

SKIMMERSAMPLING CONE

ZSPRAY TM Ion Source

QUADRUPOLE IN NARROW BANDPASS MODE

Q - TOF
MS/MS MODE 

HEXAPOLE GAS COLLISION CELL

DETECTORPUSHER
TOF

RF  HEXAPOLE

RF HEXAPOLE

Figure 1.8 Layout of Waters Q-TOF MS/MS system. Ionisation is achieved by API.
The quadrupole can be operated in the narrow bandpass mode to transmit
a defined precursor-ion for fragmentation in the collision cell and the
recording of an MS/MS spectrum, or in the wide bandpass mode for the
recording of a first dimension mass spectrum in the TOF. The ion optics
make the beam ‘‘more parallel’’ before it enters the orthogonal accelerator
or pusher. The beam ‘‘fills’’ the first stage of the orthogonal accelerator
until a pushout pulse is applied. A packet of ions is thus sampled and
accelerated through grids to enter the drift region of the TOF. Reflecting
TOF optics are used to bring the ions to a space-time focus on the
detector. In this case the ion mirror shown has one stage (V-mode),
though two stages can also be used (W-optics). During the time that the
ions are in the drift-region (and ion mirror) the orthogonal accelerator is
‘‘refilled’’ with new beam.
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the interested reader is referred publications by Amster,126 Page127 and Heeren.128

Some of the performance merits of the FTICR are as follows.

� Mass resolving power: 104–106 (FWMH)
� Mass accuracy: 1–5 ppm
� m/z range: 4104

� Linear dynamic range: 102–105

� Scan speed: Bs
� Efficiency (transmission� duty cycle): 1–95%
� Compatible with ionisation: API/vacuum (continuous/pulsed)
� MS/MS: eV, MSn

� Cost: high
� Size/weight/laboratory requirements: floor standing

1.2.3.6 Linear Ion Trap – Orbitrap Mass Spectrometer
(LIT-Orbitrap)

A new type of electrostatic ion trap is the Orbitrap analyser manufactured by
Thermo Electron as part of a LIT-Orbitrap hybrid MS/MS instrument. This
instrument provides resolution of up to 100 000 (FWHM) and mass accuracy of
better than 5 ppm. MS/MS can be performed in the LIT and fragment ions
formed analysed by the Orbitrap (Figure 1.9). The instrument offers the sensi-
tivity advantages of a LIT, with high resolution and exact mass analysis of the
Orbitrap. Ions from the ion source are initially stored in the LIT and analysed in
either MS or MSn modes. Ions can be detected at the LIT detector, or ejected
axially and trapped in an intermediate C-trap from which they are ‘‘squeezed’’

API Ion source Linear Ion Trap C-Trap

Finnigan LTQ™ Linear Ion Trap

Differential pumping Orbitrap

Figure 1.9 Schematic representation of the Thermo Electron LIT-Orbitrap.
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into the Orbitrap. Trapped ions in the Orbitrap assume circular trajectories
around the central electrode and perform axial oscillation. The oscillating ions
induce an image current into the two halves of the Orbitrap, which can be
detected. The axial oscillation frequency of an ion (o) is proportional to the
square root of the inverse ofm/z [o¼ k/(m/z)1/2], and the frequencies of complex
signals derived from many ions can be determined using a Fourier transforma-
tion.129,130 This instrument has already gained popularity for metabolite anal-
ysis,131 in lipidomics132 and for steroid and sterol analysis.133–135 Some of the
performance merits of the LIT-Orbitrap are as follows.

� Mass resolving power: 104–105 (FWMH)
� Mass accuracy: 1–5 ppm
� m/z range: 4000
� Scan speed: Bs
� Efficiency (transmission � duty cycle): 1–95%
� Compatible with ionisation: API
� MS/MS: eV, MSn

� Cost: moderate to high
� Size/weight/laboratory requirements: floor standing

1.2.4 Gas Chromatography/Mass Spectrometry (GC-MS)

The earliest GC analyses of biological molecules were performed in the 1960’s.
VandenHeuvel et al. were the first practitioner in steroid analysis,136 and it was
the combination of GC with mass spectrometry that opened the door to the
analysis of complex mixtures of metabolites. GC is ideally compatible with EI
and CI as both rely upon gas-phase samples. A pre-requisite of GC-MS is
sample vaporisation, and to achieve this without thermal decomposition, sample
derivatisation is often required. Derivatives should be easy to prepare, be
thermally stable and provide structurally informative mass spectra. Numerous
reviews on derivatisation of metabolites for GC-MS have been published.3–9

Generally, the most useful derivatives of hydroxyl groups are trialkylsilyl ethers,
of carboxyl groups are methyl esters, and of carbonyl groups are alkyl oximes
(Scheme 1.3).

1.2.4.1 Derivatisation for GC-MS

The analysis of metabolite mixtures by GC-MS often requires derivatisation
because many naturally occurring metabolites are polar and thermally labile.
Additionally, increased structural information is usually obtained by prepara-
tion of suitable derivatives which help to direct the charge localisation and thus
the fragmentation. Pioneering work on methods to derivatise steroids, for
example, was performed by Horning and co-workers102 who also pioneered the
use of GC in steroid analysis by developing methods for coating of supports
with thin layers of stationary phase.136
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As the range of metabolite structures present in biology (almost) exceeds the
imagination, in the following section we will exemplify chemical derivatisation
for GC-MS by taking examples from just one class of biomolecules, i.e. sterols
and steroids.
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Scheme 1.3 Some derivatisation reactions useful for GC-MS analysis of steroids.
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(a) Derivatisation of Sterols and Steroids. For the derivatisation of
hydroxyl groups trimethylsilyl (TMS) ethers are most commonly used because
of their ease of preparation (Scheme 1.3) and the commercial availability of
deuterated versions of many reagents.137 Numerous methods and reagents have
been described since the first report of their use in steroid analysis.138 Refer-
ences to reaction conditions useful in analyses of steroids are given in Table 1.1.
Depending on their position and orientation, hydroxyl groups will react at
different rates.139,140 This can be advantageous in structure determinations, but
normally conditions giving complete silylation are desired. Side reactions giving
rise to artefacts are not common but should be kept in mind, especially when
steroids containing an oxo group are reacted under forceful conditions.141–143 It
is a drawback that the molecular ion of polyhydroxysteroid TMS ethers may

Table 1.1 Convenient methods for partial or complete conversion of hydroxyl
and oxo groups into silyl derivatives. See Scheme 3 for chemical
structures. Modified from Griffiths et al.137

Hydroxyl/oxo groups Reagent mixturea Reference

i Primary, equatorial
secondary

HMDS/DMF Eneroth et al.146

ii Most secondary HMDS/TMCS/Pyr Makita and Wells147

iii Some tertiary, ketones
partiallyb

BSTFA/TMCS Poole148

iv All hydroxyls TMSIMc Evershed149

v As for TMSIM but
slower

EDMSIM and
n-PDMSIMc

Evershed,149 Miyazaki
et al.150

vi All hydroxyls, ketones
partiallyb

TMSIM/TMCSc Evershed149

vii Most ketones, all
hydroxyls

MO �HCl/Pyr/
TMSIMcd

Thenot and
Horning151,152

viii Most hydroxyls and
ketonesb

MSTFA/NH4I/ET Evershed,149 Donike,153

Thevis et al.154

ix Unhindered hydroxyls TBDMCS/IM/DMFc Evershed,149 Kelly and
Taylor,155 Phillipou
et al.156

x Unhindered hydroxyls MTBSTFA/TBDMCS Evershed,149 Donike
and Zimmerman157

a The possibility of side reactions under certain conditions should be considered. Temperatures,
heating times and reagent proportions determine extent of reaction. Unless indicated by c, the
reagents can be removed under a stream of nitrogen.
b Ketones form enol ethers.
c Following the reaction, the nonvolatile reagents and by-products are rapidly removed on a
minicolumn of Lipidex 5000 in hexane.158
d The oxo groups are first converted into methyl oximes.
Abbreviations: HMDS, hexamethyldisilazane; TMCS, trimethylchlorosilane; BSTFA, N,O-
bis(trimethylsilyl)trifluoroacetamide; TMSIM, trimethylsilylimidazole; EDMSIM, ethyldi-
methylsilylimidazole; n-PDMSIM, n-propyldimethylsilylimidazole; MO �HCl, methoxyammonium
chloride; MSTFA, N-methyl-N-trimethylsilyltrifluoroacetamide; TBDMCS, t-butyldimethyl-
chlorosilane; MTBSTFA, N-methyl-N-t-butyldimethylsilyltrifluoroacetamide; IM, imadazole; ET,
ethanethiol; DMF, dimethylformamide; Pyr, pyridine.
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not be seen because of extensive loss of trimethylsilanol to give [M� 90]1� ions.
Steric hindrance may prevent reaction of bulky alkylsilyl reagents with hydro-
xyl groups in many positions. This can be used to an advantage for preparation
of mixed TMS-alkyldimethylsilyl derivatives as an aid in the interpretation of
spectra and in quantitative analytical work. Sterically crowded alkylsilyl ethers
are more stable than TMS ethers and can be purified by conventional chro-
matographic methods without undergoing hydrolysis.144,145

Depending on reagent and conditions, oxo groups may react to form enol
ethers. This has found special applications since molecular ions of enol-TMS
ethers are usually abundant and fragmentation may be characteristic.159 How-
ever, it is often difficult to obtain single derivatives quantitatively, which
complicates analyses of mixtures. Oxo groups are therefore usually converted
into methyl oximes (MO) when biological mixtures are analysed, as first
described by Fales and Luukkainen.160 Thenot and Horning performed
detailed studies of the preparation of MO-TMS derivatives of natural and
synthetic steroid hormone metabolites.151,152 Except for the formation of E-Z
isomers, which may separate in GC-MS analyses depending on the stationary
phase, their methods usually provide single derivatives.

For GC-MS analyses, conversion of carboxyl groups into methyl esters is
most commonly used (Scheme 1.1). Many methods have been described, but
side reactions depending on the steroid structure are often neglected. The
mildest methylation is achieved with diazomethane. By using the commercially
available trimethylsilyldiazomethane reagent, the preparation of diazomethane
from toxic precursors can be avoided. Artefactual formation of ethyl and/or
trimethylsilyl esters is sometimes seen due to transesterification or incomplete
methylation, respectively. Using these methods of derivatisation it is also
possible to analyse steroid conjugates with neutral and acidic sugars by
GC-MS as first shown by Hornings group.161

Derivatisation can also be a means of introducing a functional group with
special mass spectrometric properties into molecules, e.g. suitable for detection
by ECNI (EC-NCI). Hydroxyl groups may be converted into perfluoroacyl
esters and carbonyl groups into perfluorobenzyl oximes (Scheme 1.1).12 These
have found use in quantitative GC-MS analysis but are not suitable for
polyfunctional steroids because of partial reactions.

In addition to derivatisation (complete or partial), microchemical or enzyma-
tic reactions can aid in structure determinations, or be used to give desirable
mass spectrometric properties. Simple reactions include conversion of vicinal
hydroxyl groups into acetonides (isopropylidene derivatives)162 or boron-
ates,163,164 periodate oxidation of vicinal hydroxyl groups, oxidation with
sodium bismuthate, selective or complete oxidation of hydroxyl groups with
chromic acid in acetone,146 reduction of carbonyl groups with sodium borohyd-
ride or lithium aluminium hydride. One advantage with the cyclic alkaneboron-
ates is that they give prominent molecular ions, this is usually not the case for the
TMS ether derivatives of the same steroids. Cholesterol oxidase oxidises most
3b-hydroxy-5a- and 3b-hydroxy-D5-steroids165 and alcohol dehydrogenases are
available that have defined substrate specificities.
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1.2.5 Tandem Mass Spectrometry (MS/MS)

While most biomolecules fragment in the ion source upon EI to give structur-
ally informative fragment ions, in-source fragmentation with MALDI or API is
usually only minor. To obtain detailed fragmentation information on mole-
cules ionised byMALDI or API (or CI methods) it is usual to performMS/MS.
MS/MS is usually performed by incorporating a CID step, although other
methods to induce fragmentation exist. CID is regarded to occur within two
different collision energy regimes, i.e. high collision energy (41000 eV) or at
low collision energy (o200 eV). The spectra recorded under these two regimes
may be very different in appearance. For example, cholesterol sulphate
[M�H]� ions fragment under high collision energy conditions by cleavages
within the steroid ring system, while under low collision energy conditions the
[HSO4]

� ion at m/z 97 is the only significant fragment ion observed.166 When
spectra are recorded at intermediate collision energy (e.g. 400–800 eV) the
nature of the collision gas dictates whether the spectra appear more like high or
low collision energy spectra. Heavy collision gas atoms (e.g. Xe) promote high
collision energy like CID, while light gas atoms (e.g. He) promote low collision
energy like CID.

High collision energy spectra are only recorded on magnetic sector instru-
ments or on TOF/TOF instruments, while all other tandem mass spectrometers
give low-energy CID spectra. Low-energy CID spectra recorded on beam
instruments (e.g. tandem quadrupole, Q-TOF instruments) often differ in
appearance to those recorded on trapping instruments (quadrupole ion trap,
FTICR, LIT-Orbitrap). With ion-beam instruments, fragmentation occurs in a
multiple collision process and a broad distribution of energy is imparted into
the fragmenting ion. Initially formed fragment ions may decompose further,
resulting in a mix of different fragment ions eventually reaching the detector.
With an ion trap, the ion of interest is selected while all others are expelled from
the trap. In the conventional quadrupole ion trap collisional activation involves
a competition between ion excitation and ion ejection. Poor efficiencies are
obtained at low trapping levels due to precursor ion ejection. This is avoided by
using higher trapping levels during excitation, but this can result in the loss of
information if some of the product ions fall below the low mass cut-off. The low
mass cut-off corresponds to the bottom third of the MS/MS spectrum recorded
on an ion trap where ions are not detected, and is perhaps the biggest
disadvantage of the ion trap. With a quadrupole ion trap, the product ion
current is usually concentrated into a single or just a few fragmentation
channels, i.e. those with the lowest activation energy. This results in the
formation of only few different fragment ions, but those that are formed are
of high abundance. The MS/MS spectrum is obtained by sequentially ejecting
the ions out of the trap towards the detector. Alternatively, one fragment ion
can be maintained in the trap while the others are ejected, this fragment can
then be activated to give a MS3 spectrum. This process can be repeated to give
up to MS6. The advantages provided by MSn scans for metabolite identification
is illustrated by examples given in Chapters 3 and 6.
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FTICR instruments can also be used for MS/MS experiments; again the ion
of interest is trapped while all others are expelled, the ion is then activated and
the fragment ions detected. Many different methods of ion activation can be
employed in an FTICR instrument, e.g. sustained off-resonance irradiation
(SORI),126,167 infrared multiphoton dissociation (IRMPD),168 black body
infrared dissociation (BIRD),169 each giving collision energies in the low-energy
regime. The FTICR instruments offers the highest performance characteristics
of all MS/MS instruments (except a capacity to perform high-energy CID).
Precursor ions can be selected at high resolution, and fragment ions measured
with high mass accuracies and at high resolution. Additionally, the non-
destructive nature of the FTICR ion detection system allows ion re-measure-
ment with the accompanied gain in signal to noise ratio. The non-destructive
nature of the FTICR also allows MSn on a single population of ions, with out
the necessity of re-populating the trap between MSn steps. The down side to the
high performance of FTICR is the cost in time, which introduces severe
limitations when the mass spectrometer is combined with a chromatography
inlet. To counteract this problem, many of the current generation of FTICR
instruments are quadrupole ion trap–FTICR hybrids, where the FTICR can be
used as a high resolution, high mass accuracy analyser and detector, and the
quadrupole ion trap can perform the MS/MS and MSn process.170 The Orbi-
trap which is also a FT-based mass analyser is also used as a high resolution,
high mass accuracy analyser and detector when combined with a quadrupole
ion trap in the LIT-Orbitrap hybrid instrument.129,130

Despite being unable to perform MSn, beam instruments offer a major
advantage over trapping instruments in that they are able to perform multiple
different types of scan. In addition to product ion scans, magnetic sector,
tandem quadrupole, and to a lesser extent Q-TOF type instruments can
perform precursor ion and neutral loss scans (Figure 1.10). Tandem quadru-
pole instruments can also perform single reaction monitoring (SRM) or mul-
tiple reaction monitoring (MRM) ‘‘scans’’, where the precursor ion and
fragment ion(s) are predefined, alleviating the need to scan the quadrupoles,
thus achieving maximum ion transmission and sensitivity.

1.2.6 Liquid Chromatography–Mass Spectrometry (LC-MS)

The decision on what form of LC to couple with mass spectrometry depends on
the desired application, and it may in fact be preferable to negate an LC
separation step all together (see Chapters 4 and 5). Conventional LC encom-
passes both normal bore (3–4.6 mm i.d., 0.5–3mL/min) and narrow bore
(1–2mm i.d., 20–300 mL/min) columns, while capillary LC includes micro bore
(150–800 mm i.d., 2–20 mL/min) and nano bore columns (20–100 mm i.d., 100–
1000 nL/min). The earliest generation of ES interface (which is still in use
today) is well matched with flow rates of the order of 5–100 mL/min, with
maximum sensitivity being achieved at the lower end of this flow rate range,
and is most compatible with narrow bore or micro-bore columns. It is possible
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to interface normal bore LC columns to such ES interfaces, but with the
requirement of a post-column split. Pneumatically assisted ES, sometimes
called ion spray or turbo ion spray, has been developed to allow the direct
coupling of normal bore columns with the ES interface which is modified to
receive flow rates of up to 1mL/min. APCI interfaces are also capable of
operating at this flow rate and receiving eluate from normal bore columns.

Theoretically, a reduction in column diameter produces a higher concentration
of sample in an eluting peak.171 As ES is also a concentration-dependent process,
this dictates that maximum sensitivity can be achieved by using miniaturised LC,
and has led to the increasing popularity of capillary LC-MS and capillary
LC-MS/MS in biological mass spectrometry. A new generation of micro-ES
interface has been developed which perform optimally at low flow rate (o1mL/
min) and thereby provide maximum sensitivity when coupled with capillary
column LC. Despite providing maximum sensitivity, capillary LC performed at
low flow rate has its limitations. Although the concentration of sample in an
eluting peak is dependent on the reciprocal square of column i.d., the column
loading capacity and optimum injection volume also follow a similar relation
(with respect to column i.d). This creates a problems in terms of sample injection
and column overloading, particularly for columns of i.d.o300 mm where opti-
mum injection volumes are less than 1mL.172 The problem of low injection
volume can be simply overcome by on-line sample pre-concentration on a trap
column arranged in series with the analytical column. Sample pre-concentration
is performed at mL/min flow rate on the trap column, which is then flushed, and
sample separated on the analytical column.173 However, the problem of column
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Figure 1.10 MS/MS experiments on spatially separated mass analysers.
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loading capacity still exists. The best solution to column overloading is to include
a group separation step prior to capillary LC. This is illustrated in work
performed by Yang et al.,26 in which a urine extract from a child with cholestatic
liver disease was separated into four fractions according to acidity on an anion
exchange column. Each fraction was analysed by capillary-LC-ES-MS and MS/
MS in a 1 hour run, allowing the partial characterisation of over 150 bile acids
and conjugated bile alcohols. The remaining drawback with capillary column LC
is one of analysis time. For example in the study performed by Yang et al.,26 each
LC run took 60 min precluding the possibility of high throughput analysis.
However, with the development of ultra high pressure (performance) liquid
chromatography (UPLC, 15000 psi) using smaller particles (o2mm), or alter-
natively monolithic columns operated at lower pressure, it is likely that the time
constraint associated with capillary chromatography will be overcome.

While capillary column LC combined with micro-ES will provide the maxi-
mum sensitivity for metabolite analysis, many screening and quantitative
studies require high throughput as their main priority, in which case narrow-
bore chromatography combined with ES or APCI is the method of choice.
High speed separations using UPLC offer an attractive alternative to HPLC,
and the additional high reproducibility of retention time provided by UPLC
marks this as a technique for the future.119,120,174,175

1.3 Future Perspectives

Mass spectrometry, along with NMR, is the key analytical techniques in
metabolomics, metabonomics and metabolite profiling. Over the last 50 years
mass spectrometry has been continually used for metabolite identification and
metabolite profiling,101,102 but with the advent of the ‘‘omic’’ revolution has
become metamorphosised from an analytical technique mainly practised by
chemists into one widely exploited in mainstream biology! Even as recently as
the early 1980’s it would not be unfair to quote Curt Brunnée’s description of a
mass spectrometer as ‘‘an instrument that only just doesn’t quite work’’;
however, the concurrent development in API, TOF, FTMS, fast and reliable
electronics and computer power, has, as we write (January 2007), made mass
spectrometry a reliable tool routinely capable of unattended acquisition of high
quality data over many days.

The future is bright in many directions of metabolite research. GC-MS
instruments range from low-cost units where a quadrupole filter operated at unit
mass resolution acts as a mass sensitive detector, through moderately expensive
instruments employing a double-focusing magnetic sector or orthogonal TOF as
the mass analyser, to true high resolution (60 000–100000 10% valley) instru-
ments. The GC-TOF and small GC-double focussing instruments are currently
gaining popularity as they offer moderately high resolutions (B5000, 10% valley;
B10000, FWHM), exact mass measurements (o5 ppm), fast scan times (1–0.1 s)
and occupy a small footprint.
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The exact mass capability of small moderately priced instruments has revived
the use of this measurement in the structural determination of metabolites by
GC-MS. As far back as 1954, Beynon in his classic paper in the journalNature176

reported the use of exact mass measurements to determine the elemental com-
position of ions. The fact that masses of all the isotopes of the elements have
non-integer values (with the exception of 12C), results in polyatomic ions having
non-integer masses. In the mass range below 500Da unique elemental compo-
sitions are separated by at least 1 ppm, and in many cases determination of mass
to an accuracy of 5 ppm allows elemental compositions to be determined when
valence rules and complementary information are considered.177

The ability of the modern generation of API–orthogonal TOF instruments to
record mass spectra at moderate to high resolution (5000–20 000 FWHM) is
now also being exploited for exact mass measurements in metabolomics.178 As
discussed above, the combination of UPLC with API–orthogonal TOF instru-
ments offers fast chromatography at high performance with reproducibility in
retention time and exact mass measurement. This combination will be of great
value in the comparison of a metabolome under different conditions.

UPLC will offer further advantages when interfaced with tandem mass
spectrometers. One exciting development is the combination of UPLC with
the so-called MS(E) scan,179 where full mass spectra are acquired on a Q-TOF
instrument operated at low (5 eV) and ‘‘high’’ collision energy (25 eV) in con-
secutive scans. At low collision energy, the spectrum recorded is essentially a
‘‘normal’’ mass spectrum, while at ‘‘high’’ collision energy all precursor ions are
simultaneously fragmented and the mass spectrum recorded is effectively a
composite CID spectrum of all precursor components in the previous low energy
scan. By taking advantage of exact mass and chromatographic peak shape for
each component, the ‘‘high’’ energy scan can be de-convoluted to allow iden-
tification of the precursor ions. Conceptually the ‘‘high’’ energy scan and its de-
convolution is very reminiscent of GC-MS performed at 70 eV. Note the rather
loose usage of the term ‘‘high’’ collision energy to refer to B25 eV, which is
distinct from the accepted meaning of high collision energy which is 41 keV.

While UPLC is performed at very high pressure (15 000 psi) on columns
packed with 1.7mm particles,119 and HPLC is usually performed at pressures
below 6000 psi on columns packed with 3–5 mm particles, high speed chroma-
tography can also be performed at HPLC pressures using particles of interme-
diate size (i.e. 1.9 mm).135 To take full advantage of high speed chromatography
requires sensitive and fast scanning mass spectrometers. Hybrid ion trap–FTMS
instruments offer such an example, whether in the FTICR or FT-Orbitap format.
Using these instruments the FTMS can be used to record a mass spectrum at
high resolution with exact mass, while in parallel the ion trap can be used to
perform MSn on ions identified in the previous FTMS scan.

Although for global metabolite analysis fast chromatography is advanta-
geous, for deep mining experiments on low abundance analytes low flow rate
chromatography is the way forward (as demonstrated by the proteomics
community) and the introduction of nano-UPLC is expected to expedite this
process.
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ment mass spectrometry in the diagnosis of cerebrotendinous xanthoma-
tosis, Scand. J. Lab. Invest., 1985, 45, 443–446.

19. P. T. Clayton, J. V. Leonard, A. M. Lawson, K. D. R. Setchell,
S. Andersson, B. Egestad and J. Sjövall, Familial giant cell hepatitis
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1D and 2D NMR Spectroscopy:
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2.1 Introduction

Metabolomics has in the past few years become a versatile approach which is
broadly used by industry and academia in the medical, biological and envi-
ronmental sciences. The analysis of the small molecule composition of a tissue
or biofluid sample enables an unprejudiced investigation of changes in an
organism’s metabolic status as a consequence of disease, toxic insult, genetic
manipulation or environmental stress, and as a response to clinical intervention
with drugs or other therapies.1–6 This wealth of metabolic information can be
used to interpret hypothesis-driven research, as well as to support discovery-
driven research and the detection of novel biomarkers of disease. NMR
spectroscopy is one of the leading technologies used to measure metabolite
levels and its use currently dominates the metabolomics scientific literature.5,7–9

It is a versatile approach that can be applied to solid10 or liquid samples that are
either in vivo or in vitro. Here we focus on the application of 1H NMR
spectroscopy to the in vitro studies of biofluids and tissue extracts. Although
the use of NMR to measure metabolite levels considerably pre-dates the term
metabolomics,11 a significant advance in the field occurred when spectral
processing and multivariate methods were applied to NMR spectra, an
approach pioneered by researchers at Imperial College.3,4,7. During the past
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few years the field has exploded with further significant advances in NMR
method development, spectral processing and multivariate analyses.

1H NMR spectroscopy has several benefits for measuring metabolite levels,
including:

� rapid, simple sample preparation;
� observation of all high abundance metabolites that contain non-

exchangeable H-atoms;
� it does not require chromatographic separation or the ionisation of

metabolites;
� potentially quantitative metabolic measurements with a high degree of

reproducibility;
� capable of relatively high throughput and automated analyses (4100

samples/day);
� inexpensive on a consumables basis.

Undoubtedly the largest disadvantage of NMR spectroscopy is its relatively
poor sensitivity, which limits the observation to an estimated hundred or so
metabolites per sample. This number of metabolites most likely accounts for
less than 10% of an organism’s metabolome. The high degree of connectivity
within metabolic networks, however, somewhat reduces this problem as
changes in low concentration (invisible to NMR) metabolites may lead to
indirect changes in higher concentration (visible) metabolites. A considerable
challenge in NMR studies is the unambiguous identification and quantification
of metabolites. Although one-dimensional (1D) 1H NMR has formed the
bedrock of metabolomics studies to date, this approach has a significant
problem of severe spectral overlap of the resonances. This reduces our ability
to identify and quantify metabolites, in particular those at low concentration.
State-of-the-art two-dimensional (2D) NMR methods, however, potentially
offer a solution to this problem.

Two related strategies have evolved for the analysis of NMR metabolic data.
The traditional method, termed ‘fingerprinting’, is based upon the analysis of
an intact NMR spectrum that can be considered a ‘fingerprint’ of unassigned
signals arising from low molecular weight metabolites. This requires an initial
processing of the NMR fingerprint to convert it into a format for multivariate
analysis. Multivariate methods such as principal components analysis (PCA) or
partial least squares regression (PLS) can be conducted to identify similarities
and differences between the NMR fingerprints. A plethora of other algorithms
exist for multivariate analyses,12–14 but most have the common goals of
constructing classification models that help to visualise variation between data
sets. The second strategy for analysing NMR data, termed ‘profiling’, uses
computational methods to deconvolute each NMR spectrum into a list of
metabolites and their concentrations. Although this approach provides con-
siderably more meaningful data from a biochemical perspective, the spectral
processing that is required is extremely challenging, in particular for 1D NMR
spectra with a large number of overlapping signals. Following spectral
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deconvolution, multivariate methods of analysis can be applied directly to the
list of metabolites and their concentrations.

Here we describe traditional NMR fingerprinting approaches that are used in
metabolite studies, including the application of 1D NMR pulse sequences,
water suppression methods, spectral processing and multivariate analyses.
Although such methods have proved relatively successful to date, we will
highlight their limitations in terms of the difficulty of unambiguous metabolite
identification and quantification. To address this problem we also describe
the recent application of 2D NMR in metabolomics, including homonuclear
J-resolved spectroscopy and Hadamard encoded TOCSY (total correlation
spectroscopy). These methods have considerable potential to advance NMR
spectroscopy from a fingerprinting to a profiling tool, which is critical if NMR
is to achieve its full potential. Throughout the chapter we provide examples of
the application of these NMR methods to disease diagnosis.

2.2 NMR Methods in Metabolomics

2.2.1 Sample Preparation

The majority of NMR metabolomics studies have investigated the metabolic
fingerprints of biofluids, in particular plasma and urine.7 Biofluids are easier to
collect than tissue samples and facilitate time-course studies of metabolism. The
metabolic information obtained from a biofluid has the advantage that it is
effectively an integration of the individual metabolic changes occurring within
different compartments of a multi-organ animal and therefore represents a
useful sample for diagnostic screening. This can also be a disadvantage in that
biofluid metabolite concentrations can vary so dramatically between individuals
that significant differences between groups can be hard to achieve with realistic
numbers of samples. This is less of a problem with plasma (versus urine) as it is
under greater homeostatic regulation. Tissues are in general under even greater
homeostatic regulation than plasma and can therefore provide highly consistent
metabolic measurements between individuals, but have the disadvantage that
they are more difficult to collect. Tissue-specific metabolic fingerprints are of
interest when investigating certain diseases2,15 or sites of toxicity.16

Since high resolution NMR spectroscopy requires samples in a liquid state
(with the exception of magic angle spinning NMR),10 biofluids require consid-
erably less preparation than tissues. The preparation of a generic sample
involves three steps.

� The first is to rapidly collect and freeze the sample to quench metabolism
and preserve the metabolites. Samples are typically stored at –801C to
prevent any decay.17

� The second step involves de-proteinising the sample to permanently halt
metabolism and to extract the metabolites of interest. Although this is
mandatory for tissue samples (using a homogeniser), it is an optional
procedure for preparing biofluids. Several extraction methods can be
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used, the choice depends on the polarity of the metabolites that are
required. Solvents to extract only polar metabolites include perchloric
acid, methanol or acetonitrile. If both polar and lipophilic metabolites
are desired then extraction using methanol and chloroform can be used
to fractionate the metabolite classes.18,19

� The third step is to optimise the solution for high resolution NMR
spectroscopy. This typically entails buffering the sample pH to minimise
variation in the chemical shifts of the NMR resonances (e.g. 100 mM
phosphate buffer, pH 7.0), adding D2O to provide a frequency lock for
the spectrometer, and adding an internal chemical shift (and intensity)
standard such as sodium 3-(trimethylsilyl)proprionate-2,2,3,3-d4 (TMSP).

2.2.2 1D NMR Methods

Until recently, 1H NMR metabolomics has almost always employed one-
dimensional (1D) NMR methods at spectrometer frequencies of either 500 or
600 MHz. The primary advantage of this approach is that a metabolic finger-
print can be acquired rapidly in 3–15 min with relatively good sensitivity. The
acquisition time will depend on the sample size, with some studies reporting 1D
acquisition times of more than 2 hours per sample.20 The 1D 1H NMR
spectrum of a complex biological sample will typically be composed of several
hundred or even a thousand resonances with chemical shifts between 0–10 ppm
which are estimated to arise from a hundred or more metabolites. This large
number of signals will always result in a highly congested spectrum.

2.2.2.1 Standard 1D 1H NMR Experiment

A standard 1D 1H NMR experiment with water suppression (discussed below)
is commonly used in metabolomics and comprises [recovery delay–excite–
acquire]. 1D spectra are composed of highly congested signals and, depending
on the origin of the sample, the baseline may contain several broad resonances
from high molecular weight macromolecules. Typical acquisition parameters
include a 601 hard pulse (enabling a shorter recovery delay than if a 901 pulse
was used), 12 ppm spectral width, 2.5 s recovery delay, and 40–160 transients
collected into 32k data points. The resulting free induction decay (FID) is
typically processed by zero-filling to 64k data points, applying an exponential
line broadening of 0.5 Hz, Fourier transformation, phasing of the spectrum,
baseline correction and calibration of the spectrum by setting the TMSP signal
to 0.0 ppm. Examples of 1D NMR spectra recorded at 600, 500 and 800 MHz
are shown in Figures 2.1a, 2.2a and 2.2b, respectively. Figure 2.1a shows the
metabolic fingerprint of a medaka fish egg and illustrates the high line density
typical of 1D spectra. Figures 2.2a and 2.2b each show two narrow chemical
shift ranges within the NMR spectra of dab liver extracts (a flatfish), which
clearly highlights the extent of signal overlap in 1D spectra and also the
increased spectral resolution at 800 MHz versus 500 MHz.
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2.2.2.2 1D 1H CPMG Spin-Echo NMR Experiment

The 1D 1H Carr-Purcell-Meiboom-Gill (CPMG) spin-echo pulse sequence
enables T2-spectral editing and is often used to study plasma samples.21 The

Figure 2.1 Representative 600 MHz NMR spectra of the polar metabolite extracts of
8-day-old medaka fish embryos: (a) 1D 1H NMR spectrum and (b) 1D
projection of a 2D 1H,1H J-resolved NMR spectrum (p-JRES). The lower
line density in the projected JRES spectrum results in improved metabolite
specificity. For both spectra the aromatic region has been vertically expanded
by a factor of 7 to enable better comparison with the aliphatic region.
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Figure 2.2 Sections of the NMR spectra of the polar metabolite extracts of flatfish
liver: (a) 500 MHz 1D NMR spectrum, (b) 800 MHz 1D NMR spectrum
and (c) 1D projection of an 800 MHz 2D 1H,1H J-resolved NMR
spectrum. The improved spectral resolution of the 800 MHz spectra are
readily apparent, as is the considerably reduced spectral congestion in the
projected JRES spectrum.
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pulse sequence comprises [recovery delay–901–(t–1801–t)n–acquire], where t is
the spin-echo delay (typically t¼ 400 ms, overall CPMG length¼ 80 ms). This
method helps to remove the broad resonances associated with high molecular
weight macromolecules and motionally constrained compounds, facilitating the
observation of low molecular weight metabolites. The acquisition time is
slightly longer than for the standard 1D NMR sequence and yields spectra
with fewer baseline distortions but still with a large number of overlapping
signals.

2.2.2.3 Water Suppression Methods

Suppression of the water resonance using a weak irradiation during the
relaxation delay (termed pre-saturation) has been a standard approach in
metabolomics. With the development of probes with high sensitivity (e.g.
cryogenic probes) where radiation damping can present a major problem,
pre-saturation is no longer sufficient. Better water suppression is achieved
by combining pre-saturation with a 1D NOESY experiment.22 The pulse
sequence comprises [recovery delay with pre-saturation of the water reso-
nance–901–901–t–901–acquire], where t is the NOESY mixing time which is
usually set to 100 ms. Application of a B0-gradient during the mixing time
improves the water suppression. Usually problems with the water resonance
arise from regions of the sample where the B1-field of the coil is not homoge-
neous. Those parts of the sample do not contribute to the acquired signal. But
even a partial excitation of the solvent resonance in those parts can result in
severe problems with water suppression. A solution is to replace the final 901
proton pulse by a composite pulse (e.g. a 901x pulse is replaced by 901y–901–x–
901–y–901x). This reduces the strength of signals from outside the homogeneous
centre of the coil.

An inherent disadvantage of all pre-saturation based sequences is the loss of
signal intensity for all proton resonances which are in fast chemical exchange
with water protons. Several water suppression schemes have been proposed
where fast exchanging proton resonances can be observed (e.g. jump return and
binomial sequences, WATERGATE,23 etc.). A particularly powerful water
suppression method is the excitation sculpting scheme24 which comprises
[recovery delay–901–G1–1801x,soft–1801–x,hard–G1–G2–1801x,soft–1801–x,hard–G2–
acquire], where G1 and G2 are B0-gradient pulses. Excitation sculpting can
achieve water suppression factors of 430 000 and the resulting spectrum shows
a perfectly flat baseline with no phase distortions. The width and shape of the
suppressed region can be manipulated by a careful choice of shape and length of
the 1801 soft pulses. Furthermore, multiple solvent lines can be suppressed
simultaneously by using polychromatic pulses. This method can be easily
incorporated into other pulse sequences (e.g. the 2D J-resolved experiment
discussed below) and is therefore an excellent choice for metabolomics exper-
iments. Typical acquisition parameters include a 3 ms soft pulse with Gaussian
shape and gradient pulse lengths between 0.5 and 1 ms.
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2.2.3 2D NMR Methods

Although 1D 1H NMR has formed the bedrock of metabolomics studies to
date, severe overlap of the resonances creates a serious limitation. This hinders
the unambiguous identification and quantification of metabolites, especially for
metabolites with small signals underlying intense resonances. Peak congestion
is a particularly significant problem for metabolic profiling where concentra-
tions of pre-selected metabolites need to be determined. The full potential of
NMR in metabolomics, in particular its ability to quantify all metabolites in a
spectrum using a single internal standard (which is a major advantage over
mass spectrometry) will not be achieved until appropriate data collection
methods have been developed. The use of 2D NMR spectroscopy to spread
the overlapping resonances into a second dimension could solve this problem.
To date, the limited implementation of 2D NMR in metabolomics is a conse-
quence of the long acquisition times needed. For example, a typical 2D TOCSY
spectrum of a biological sample25 requires 16–20 hours to provide the same
sensitivity as a comparable 1D spectrum obtained in only 15 minutes. This is
clearly not a feasible approach when hundreds or thousands of samples must be
analysed. State-of-the-art fast 2D NMR methods, however, have the potential
to acquire a 2D spectrum of metabolites with little overlap of signals in 20
minutes or less. These methods have the potential to identify and quantify
metabolites including small signals superimposed by larger resonances, and will
significantly improve the scope of NMR metabolomics applications.

2.2.3.1 2D 1H,1H J-Resolved NMR Methods

The 2D 1H,1H J-resolved (JRES) experiment, first reported by Ernst and
co-workers,26 yields a spectrum that separates the chemical shift and spin-spin
coupling data onto different axes (see Figure 2.3a). The projection of the 2D
dataset onto the chemical shift axis yields a considerably less congested ‘pro-
ton-decoupled’ 1D 1H spectrum (termed p-JRES; Figure 2.3b). Note that
although the p-JRES spectrum contains far fewer resonances than a standard
1D NMR spectrum, there is no loss of metabolic information as the same
number of metabolites are detected. The benefit of this spectral simplification
for analysing a complex metabolite sample was reported in 1993,27 but another
10 years passed before this approach was first used in a metabolomics investi-
gation.28 Since then, we and others have utilised this approach for unbiased
biomarker discovery and the characterisation of metabolic phenotype.29,30

The 2D JRES pulse sequence comprises [recovery delay–901–(t1/2)–1801–
(t1/2)–acquire], where t1 is an incremented time delay. Typical acquisition
parameters for a 500 MHz spectrometer include 7 kHz spectral width in F2
(chemical shift axis) and 50 Hz in F1 (spin-spin coupling constant axis), 3.5 s
recovery delay, and 8 transients per 32 increments collected into 8k or 16k data
points. To save acquisition time the incremented dimension is usually incre-
mented to obtain real rather than complex data points. The processing of 2D
JRES spectra includes zero-filling to 128 points in F1 and to 16k or 32k points
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in F2, multiplying both dimensions by sine-bell window functions, applying a
Fourier transformation, and calibration of the spectrum (TMSP, 0.0 ppm).
This results in a 2D JRES spectrum (Figure 2.3a) that can then be processed
further to obtain a simplified 1D p-JRES projection (Figure 2.3b), which
requires tilting the 2D spectrum by 451, symmetrising about F1, and then
calculating the 1D projection of the 2D spectrum.

The reduced congestion in the p-JRES spectrum increases the likelihood that
a specific metabolite will appear as a well resolved and identifiable line, thereby
improving the extraction of metabolic information. This is demonstrated by
comparing the 1D and p-JRES spectra within Figures 2.1 and 2.2. Many weak

Figure 2.3 Representative 500 MHz 1H,1H J-resolved NMR spectra of extracts of
medaka fish embryos, including (a) original 2D 1H,1H J-resolved spec-
trum, (b) 1D projection of this 2D spectrum termed p-JRES and (c)
p-JRES spectrum after application of the generalised log transformation.
The most striking beneficial effect of the transformation includes an
increased weighting of the less intense signals.
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resonances that are partially or completely buried in the 1D spectra become
fully resolved in the p-JRES spectra (Figure 2.2c). In terms of metabolite
identification, the 2D JRES spectrum provides spin-spin coupling data that can
greatly aid identification. Furthermore, due to the removal of spin-spin cou-
plings in the 1D p-JRES dataset, the pattern of signals arising from a specific
metabolite should be almost identical at all NMR spectrometer frequencies
which will also aid metabolite identification (and reduce the number of
metabolite libraries that need to be constructed for different spectrometer
frequencies). The primary disadvantage of the 2D JRES approach is that it
requires longer acquisition times than the corresponding 1D experiment, typ-
ically 20 minutes per sample. Also, strong coupling artefacts can arise in JRES
spectra.22,27 However, Keeler and co-workers have recently reported improve-
ments in the 2D JRES pulse sequence to suppress these artifacts.31

2.2.3.2 2D Hadamard Encoded TOCSY

Whilst 2D TOCSY is a perfectly suitable method to reduce overlap between
signals in different spin systems in spectra of biofluids or tissue extracts, its
prohibitively long acquisition time is a major limitation. There have been several
approaches to record NMR spectra in a more rapid way, including projection-
reconstruction techniques,32 covariance spectroscopy,33 Hadamard encoding,34,35

and Frydman’s ultra-fast method to obtain 2D spectra.36 Although all of these
methods have the potential to acquire multi-dimensional NMR spectra in a
relatively short time, they are also prone to introduce artefacts, suffer from low
signal intensity, or are unsuitable to obtain homonuclear 2D spectra. Hadamard
encoding has the additional limitation that the frequencies of the resonances must
be known in advance. While this may seem to be a major limitation, this is not the
case for most metabolomics applications where the frequencies are in fact known.
Figure 2.4 shows TOCSY spectra recorded in 18 hours using conventional
frequency encoding and in 20 minutes using Hadamard encoding for 93 signals
which were picked from a 1D spectrum of the same sample.

The principle of Hadamard encoding for NMR spectroscopy dates back to
1962 when Ernst and Anderson built a multi-channel NMR spectrometer to
excite multiple frequencies in an NMR spectrum. The electronic technology
available at this time made this a rather cumbersome device which was soon
superseded by pulse-excited Fourier transform spectroscopy. More recently,
Hadamard encoded NMR methods were reintroduced by Kupce for applica-
tions in NMR spectroscopy of proteins.37 On modern spectrometers polychro-
matic pulses can excite multiple frequencies over a broad frequency range at the
same time and the width for individual bands can be adjusted to select
individual signals or signal groups in a spectrum. The speed advantage arises
from the fact that all of the selected frequencies are excited in every single sub-
spectrum and therefore each sub-spectrum contributes to all signals. Therefore,
for a limited number of increments, spectra can be recorded with a smaller
number of scans compared to a conventional frequency encoded TOCSY.
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Figure 2.4 (a) TOCSY spectrum of a plasma sample recorded at 800 MHz proton
frequency, requiring an 18-hour acquisition time. (b) Hadamard encoded
TOCSY spectrum of the same sample with 93 signals selected and
obtained in only 20 minutes.
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The Hadamard principle is illustrated in Figure 2.5, which shows a schematic
spectrum with four lines which are encoded by inverting individual signals in four
different ways. Sub-spectra of individual lines can be obtained simply by adding
and subtracting different sub-spectra. Hadamard-TOCSY excites all resonances
of one spin system by selecting only one line for excitation, ideally a line which is
isolated in the spectrum. The final spectrum after applying the Hadamard
transformation will consist of a series of 1D sub-spectra each representing one
spin system (Figure 2.6) which can be presented as a 2D TOCSY spectrum, as
shown in Figure 2.4b. The advantage of selecting individual lines can be
significant when the intensity of those lines is corrupted by overlapping signals.
Figure 2.7a shows a typical example where the signal of lactate overlaps with that
of LDL2 (red spectrum), whereas it is nicely separated in the Hadamard-TOCSY
(blue spectrum). Since the concentrations of glucose and lactate are often altered
in tumour patients due to an increased glycolytic energy metabolism (Warburg
hypothesis) we would expect their signals to be anti-correlated. Figures 2.7b and
2.7c show the correlations between the NMR signals of glucose and lactate in a
series of plasma samples from colon cancer patients. For the integrated peak
intensities from Hadamard encoded TOCSY spectra, a clear anti-correlation
(cyan) between the two signal sets is observed. The same result could not be
achieved using 1D NMR spectra due to severe signal overlap.

Since all transients contribute to all signals there is also a risk of introducing
artefacts by subtraction of signals. For this reason the quality of Hadamard
encoded spectra requires a highly stable spectrometer, complete absence of
vibrations and perfect temperature control. Another limitation is the size of
memory for polychromatic pulses which is crucial to achieve artefact free
excitation with relatively narrow excitation bands. Recent implementations of
polychromatic pulses allow different widths of excitation profiles for individual
flanks of the pulse. Since selection pulses can become very long (up to 40 ms)

Figure 2.5 Principle of Hadamard encoding: For a spectrum of 4 lines Hadamard
encoding is achieved by selectively inverting groups of lines in the spec-
trum using a polychromatic pulse. By adding (+) and subtracting (–) the
four sub-spectra we obtain four linear combinations which each represent
a spectrum with one single line.
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relaxation optimised pulses may improve the sensitivity of the experiment.
Although some challenges still remain, Hadamard encoded TOCSY has the
potential to provide considerably more specific metabolic information than can
be achieved using 1D NMR, which would address one of the most major
limitations of the traditional NMR approach.

2.3 NMR Data Analysis

2.3.1 NMR Fingerprinting

Fingerprinting is the most commonly used method in NMR metabolomics and
is based upon the multivariate analysis of groups of whole NMR spectra, where
each spectrum can be considered a ‘fingerprint’ of unassigned signals. The
typical goal of such an analysis is to classify groups of samples according to
similarities and/or differences between their NMR fingerprints. If differences
between the spectra are discovered then further methods are used in an attempt
to assign those lines within the NMR fingerprint which are responsible for the
discrimination. NMR fingerprinting can be broken into three phases:

� spectral processing;
� multivariate analysis;
� identification of biomarkers.

Each of these is discussed below.

Figure 2.6 Hadamard encoded TOCSY for a spectrum consisting of three spin
systems (labelled 1–3, top left), two of which consist of more than one
line. The resonances displayed in red are selected for Hadamard encoding
in order to obtain four Hadamard encoded spectra (labelled a–d). After
Hadamard transformation three sub-spectra representing three separate
spin systems (i.e. three separate metabolites) are obtained.
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2.3.1.1 Spectral Processing

Several spectral processing algorithms are used to convert 1D NMR spectra (or
1D p-JRES projections of 2D JRES spectra) into a matrix format for multi-
variate analysis. A number of commercial packages (e.g. AMIX from Bruker
BioSpin, ACD/1D NMR Processor from ACD, Inc.) and free software (e.g.
ProMetab28) can be used for spectral processing. Although a range of algo-
rithms have been reported,12,38 many include the following four steps.

� First unwanted spectral features such as the residual water resonance are
removed.

� Second, the intensities of the spectra are normalised to enable compari-
son across all spectra. This is often achieved by setting the total signal
intensity of every spectrum to one (often referred to as total spectral area
scaling), although other methods based upon normalising to sample mass
or volume have been reported.2,29

� The third step typically incorporates a binning (or bucketing) algorithm
that reduces the 32k or 64k data points comprising each spectrum into a
much smaller number of segments each of a defined width (discussed
further below). The spectral area within each bin is then integrated to yield
a vector that contains intensity based descriptors of the original spectrum.

Figure 2.7 (a) Superimposed 1D CPMG spectrum of a plasma sample (red) and a
Hadamard-TOCSY subspectrum of lactate from the same plasma sample
(blue). Correlation plots are shown for the signals arising from glucose
(peaks 1–3, 6–10) and lactate (peaks 4, 5) in plasma samples from colon
cancer patients derived from (b) 1D spectra and (c) Hadamard-TOCSY
spectra. The 1D data shows correlations between the glucose signals (red)
but no clear correlations between the two lactate signals. The Hadamard-
TOCSY data shows positive correlation between the glucose signals,
positive correlation between the lactate signals and also anti-correlation
between the lactate and glucose (cyan).
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� Finally, binned spectra are scaled (or transformed) using one of a range
of methods that include mean centring, auto-scaling, Pareto scaling39 or a
generalised logarithmic (glog) transformation.40 The glog transformation
has the effect of increasing the intensity of the weaker signals relative to
the strong ones and of producing more similar variances (of the spectral
intensities) across all the bins, as illustrated in Figure 2.3c. Overall, the
input matrix for the multivariate analysis consists of N rows of samples
with M columns of bin intensities.

The primary advantages of binning are: (i) the localisation of signals that show
small variations in chemical shift (e.g. due to pH) into single bins, and (ii) an up
to 200-fold decrease in the number of parameters that describe each NMR
spectrum (enabling faster computation). The major disadvantages are the loss of
spectral resolution, artefacts caused by signals on the border of bin boundaries,
and compensation of intensities within individual bins. The majority of studies
to date have employed a bin width of 0.04 ppm which reduces the 32k or 64k
data points comprising the spectrum into only 256 segments. In this case each
bin corresponds to typically 16 line widths and consequently many signals can be
grouped within each bin, reducing the resolution of the subsequent multivariate
analysis. Although NMR spectra are typically recorded at 500 or 600 MHz, the
resolution of 0.04 ppm binned data is no better than could be obtained using a
low field NMR spectrometer. This loss of resolution can be largely avoided with
a 0.005 ppm bin that corresponds to only twice a typical line width.28

2.3.1.2 Multivariate Analyses

A series of tools are available for multivariate analyses,12–14 including unsu-
pervised methods that do not assign class identities to the samples (e.g. PCA)
and supervised methods that do use class identifiers (e.g. PLS). In general, the
primary goals of these methods are to identify differences between NMR
fingerprints, to construct classification models, and/or to discover biomarkers.
Although a detailed discussion of these multivariate analyses is beyond the
scope of this chapter, we will introduce the most commonly used method of
PCA. This method reduces the dimensionality of the binned data from typically
256–2000 bins down to just a few principal components (PCs) which account
for a large amount of the total variance between all the NMR fingerprints. The
results of a PCA are presented in terms of scores and loadings plots. A scores
plot summarises the similarities and differences between each of the NMR
fingerprints, where each data point corresponds to one sample and two closely
spaced data points indicate a high degree of metabolic similarity between those
two samples. Each PC is a weighted linear combination of the original chemical
shift bins, and this information is shown in a loadings plot. If two groups of
samples were shown to differ along the PC1 axis then the loadings plot for PC1
can be used to determine which signals in the NMR spectra are producing this
metabolic difference.
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Examples of PCA scores and loadings plots are shown in Figure 2.8, which is
from a study of the biochemical changes that occur throughout the 8 days-
post-fertilisation (dpf) of medaka fish embryos.28 2D JRES spectra were re-
corded for several replicates of embryos on each day of development, processed
using ProMetab, and then subject to PCA. The scores plot (Figure 2.8a) shows
groupings of the biological replicates for each dpf, indicating that on any single
day of development all the metabolic fingerprints of the embryos were very
similar. Considering all the samples, there is a clear trajectory from day 1 to day
8, indicating a continual change in metabolism as the embryos develop. This is
termed a metabolic developmental trajectory that provides a succinct descrip-
tion of changes in the NMR-visible metabolome throughout embryogenesis,
and has been used to examine the effects of toxicants on embryogenesis.29 The
metabolites that contribute to the changes along PC1 (in particular from 3–6

Figure 2.8 (a) Scores plot from a PCA of 1D projections of 2D JRES NMR spectra of
several replicates of 1-, 2-, 3-, 4-, 5-, 6-, 7- and 8-day-old medaka fish
embryos (age in days indicated on plot), illustrating the concept of a
metabolic developmental trajectory. (b) Corresponding PC1 loadings plot
which indicates some of the metabolic differences between the early and
late stage embryos in terms of unidentified NMR peaks.
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dpf) are summarised in the loadings plot (Figure 2.8b). Peaks with positive PC1
loadings correspond to metabolites that are at elevated concentration at 6 dpf
(i.e. with positive PC1 scores) compared to 3 dpf, and vice versa.

The metabolic interpretation of differences identified between samples in a
scores plot is typically of major importance. Only by identifying the metabolites
that differentiate, for example, a diseased phenotype from the normal popula-
tion, can useful biomarkers be determined. Attempts to identify these metabolites
from a loadings plot again highlights the serious limitations of existing 1D NMR
approaches. Figure 2.9 shows narrow regions of three loadings plots from three
PCAs of NMR spectra of healthy and cancerous flatfish liver. The analyses were
conducted using 1D NMR spectra recorded at 500 and 800 MHz and also using
2D JRES spectroscopy at 800 MHz. Comparison of the loadings plots from the
1D spectra (Figures 2.9a and 2.9b) and p-JRES spectra (Figure 2.9c) again
demonstrates the vastly reduced congestion in the p-JRES data. The removal of
J-couplings from the p-JRES loadings data, such that all resonances appear as
singlets, substantially increases its interpretability. A complete interpretation of
the 1D loadings data would be impossible.

A further example of disease diagnosis using NMR fingerprinting is illus-
trated in Figure 2.10. The approach was used to diagnose a muscle wasting
disease called withering syndrome in red abalone, a shellfish species of com-
mercial importance.2,41 Three groups of animals were included in the study:
healthy abalone, diseased animals and abalone showing stunted growth. The
PCA scores plot from analysing the metabolites extracted from the foot muscle
could distinguish each of the three groups (Figure 2.10a), whereas the meta-
bolic fingerprints of the haemolymph (i.e. invertebrate ‘blood’) were under less
homeostatic control and exhibited much greater variability (Figure 2.10b).
Interestingly, it was discovered that changes in the concentration of a metabo-
lite called homarine (1-methyl-2-pyridine carboxylic acid) could be associated
with the disease status. This highlights the discovery driven nature of meta-
bolomics, which identified a potential biomarker for the disease as a result of a
non-targeted metabolic ‘fishing expedition’.

2.3.1.3 Identification of Metabolic Biomarkers

Having determined from the loadings plot which signals in the NMR spectra
appear to differentiate various groups of samples, the next task is to identify
which metabolites give rise to these signals. To date, metabolites have typically
been identified via comparison of resonance positions to tabulated chemical
shifts (see references42,43) and then confirmed by 2D NMR experiments such as
1H,1H correlation spectroscopy (COSY) and/or 1H,13C heteronuclear single
quantum coherence (HSQC). Although this process is time consuming, until
the NMR signals are identified the interpretation lacks biochemical meaning
and is therefore of limited value. The desire to achieve a more complete
biochemical interpretation of NMR data has recently motivated a number of
efforts to construct NMR spectral libraries of metabolites. These include
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Figure 2.9 Sections of PCA loadings plots which indicate the metabolic differences
between healthy and cancerous liver biopsies from dab, a marine flatfish.
The NMR data used in the analyses were derived from (a) 500 MHz 1D
spectra, (b) 800 MHz 1D spectra and (c) 1D projections of 800 MHz 2D
J-resolved spectra, and clearly illustrate the reduced spectral complexity of
the p-JRES approach.
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(existing and planned) commercial libraries by Chenomx Inc. and Bruker
BioSpin, as well as libraries in the public sector (e.g. the Human Metabolome
Project44 and by The University of Birmingham, UK). When integrated with
the appropriate software tools for (semi-)automated peak identification
these libraries promise a significant advance in the interpretability of NMR
metabolomics data.

In summary, NMR fingerprinting is a proven approach for discovering
metabolic changes in organisms associated with disease in humans1,45–47 and
wildlife,2,48 toxicant exposure in mammals,3,5,49,50 fish29,51,52 and terrestrial
invertebrates,53,54 as well as genetic manipulation in yeast.6 The advantages of
the approach are that it uses established procedures, can identify overall
similarities and differences between metabolite compositions of samples, and

Figure 2.10 PCA scores plots from a 1D NMR fingerprinting study of withering
syndrome in abalone using metabolites extracted from (a) foot muscle
and (b) haemolymph. Three groups of animals were included, compris-
ing healthy (m) and diseased abalone (’) and animals showing stunted
growth (K). The ellipses represent the mean� SD (along PC1 and PC2)
of each of these three groups and show clear discrimination between
healthy, stunted and diseased.
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can determine which lines in the NMR spectra discriminate between these
samples. Major disadvantages arise because much of the data typically remains
as unidentified NMR signals. This locks the data into an instrument-dependent
format (i.e. it cannot be compared to mass spectrometry data), and it limits the
metabolic knowledge that is gained (i.e. this approach is of little value for
characterising metabolic pathways). Below we consider methods that address
the limitations of fingerprinting, and also present alternative analyses of multi-
dimensional NMR data.

2.3.2 Multi-dimensional Analysis of 2D NMR Spectra

2D J-resolved spectra are usually processed by tilting by 451 and then ‘folding’,
which takes the minimum signal value of both halves of the spectrum in the
frequency dimension. A 1D projection of the 2D spectrum can then be generated
that has narrow lines with no J-couplings. If PCA is employed for multivariate
analysis it can either be applied to a series of 1D projected spectra or to an array
of the concatenated 2D spectra. The latter method has the advantage that it
preserves the full information of the 2D data set (in particular the J-couplings)
but without the associated signal congestion that occurs in 1D spectra. In many
cases better clustering is achieved in a PCA scores plot when the 2D spectra are
used rather than 1D projections. This is illustrated in Figure 2.11, where PCA
has been applied to extracts from KG1a cancer cells which were treated with
two different inhibitors. Better clustering is achieved when PCA is applied to the
2D dataset (Figure 2.11b), in particular for the control data.

2.3.3 NMR Profiling

Profiling is a more challenging but ultimately more meaningful approach for
analysing NMR spectra and is based on the deconvolution of the resonances in
each NMR spectrum into a list of metabolites and their associated concentra-
tions. This deconvolution is conducted on every NMR spectrum such that the
input matrix for multivariate analysis consists of N rows of samples with M
columns of identified and quantified metabolites. The same PCA and PLS
multivariate methods of analysis as used in NMR fingerprinting can then be
applied. The advantage of this approach is that the results of these analyses are
considerably more meaningful to the biochemist as the variables that poten-
tially discriminate two groups are reported as identified metabolites rather than
unassigned lines. This data can be transformed into knowledge much more
easily and can be used for biomarker discovery, characterising effects on
specific metabolic pathways, and for instrument-independent data archiving.
Although this approach addresses many of the disadvantages of NMR finger-
printing, the spectral deconvolution that is required is extremely challenging, in
particular considering the high chemical shift degeneracy of signals in 1D NMR
spectra. In fact, since the chemical shift of a signal is subject to fluctuate
somewhat, dependent upon the pH, temperature and other properties of the
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Figure 2.11 PCA of 2D JRES spectra obtained from KG1a cell extracts treated with
different inhibitors (I and M, 3 samples each) compared to control
spectra (D). (a) PCA was applied to a series of 1D projected spectra.
(b) PCA was applied to a series of 2D JRES spectra. In both cases spectra
were tilted and a symmetrisation using the minimum signal from both
sides of the incremented dimension was applied.
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sample matrix, it is currently infeasible to accurately identify and quantify the
metabolites in a 1D NMR spectrum using fully automated methods. Consid-
erable human intervention is required to guide the deconvolution process, and
even then the most highly congested spectral regions are almost impossible to
deconvolute accurately. One of the leading tools for NMR profiling using 1D
NMR spectra is the Chenomx NMR Suite, which currently uses a library of 240
1D NMR spectra of pure metabolites to aid in both the identification and
quantification of metabolites. In addition, Bruker BioSpin offers a module for
AMIX which can identify individual metabolites by fitting spectra of known
metabolites. The Chenomx NMR Suite software was recently applied to 800
MHz 1D NMR spectra of metabolites extracted from healthy and cancerous
flatfish liver (unpublished). Over 30 metabolites were identified in every sample
including acetate, adenine, adenosine, alanine, arginine, choline, creatine,
formate, fumarate, glucose, glutamate, glutamine, glutarate, glycerol, histidine,
isoleucine, lactate, leucine, lysine, malate, malonate, phosphocholine, oxalac-
etate, proline, propionate, serine, succinate, taurine, threonine, trimethylamine
N-oxide, valine and myo-inositol. Statistical tests revealed that eight of these
metabolites were significantly different between cancer and controls, which
immediately provides metabolic information on the disease process. Identifi-
cation of further compounds requires the construction of NMR spectral
libraries containing metabolites that are found in tissues (as opposed to
biofluids). Furthermore, NMR profiling is likely to take a significant step
forward when fast 2D approaches such as JRES and Hadamard-TOCSY
become more accepted and widely implemented, and in particular when
NMR spectral libraries are developed for such considerably more metabolite-
specific 2D methods.

2.3.4 Reporting Requirements for NMR Metabolomics

NMR metabolomic experiments are complex and large in size, and conse-
quently the development of standardised ‘reporting’ requirements for data
storage and data exchange within the scientific community presents an impor-
tant (and urgent) challenge. The key components for a metabolomics reporting
requirement includes the biological metadata (including a description of the
biological sample, its origin, collection protocol and preparation), the analy-
tical instrument (including acquisition parameters and the raw data), and data
analysis (including data processing parameters, validation protocols and the
processed data). Ideally this should re-use existing designs from related omics
standardisation projects, both to avoid re-inventing the wheel and to maximise
overlap between developing sets of standards.

To date, the most comprehensive description of what data to capture in
experimental investigations of metabolism (not specifically how to capture it)
has been developed and published by the Standard Metabolic Reporting
Structure (SMRS) group.55 In addition, a data model called ArMet (Architec-
ture for Metabolomics) for the description of plant metabolomics experiments
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and their results was reported by Jenkins et al.56 Neither of these publications
describes the specific requirements for an NMR metabolomics data capture
object model, which recently has been the subject of considerable effort.
Recommended reporting requirements have now been prepared based upon
the merging of the draft NMR data models from the universities of Cambridge
and Aberystwyth as well as the instrument parameter and data processing
parameter models developed at The University of Birmingham.57 The Cam-
bridge model is based on experience from both Cambridge and Imperial
College London (based upon the SMRS policy document), whilst the Aber-
ystwyth model is based on requirements for the UK Centre for Plant and
Microbial Metabolomics based at Rothamsted Research. The new NMR data
model has been developed to handle 1D and 2D NMR data as well as to be
compatible with NMR fingerprinting and NMR profiling approaches.57 An-
other important advance in data standardisation includes the effort by the
Metabolomics Society to become an acknowledged authoritative body and a
facilitator for the development of data standards for metabolic studies.

2.4 Conclusions and Future Developments

The use of NMR spectroscopy in metabolomics has grown rapidly in the past
few years in a wide range of disciplines including medicine, basic biological
research, and in the environmental sciences. The traditional NMR fingerprint-
ing approach has been accepted as a useful tool for the classification of samples
according to metabolic phenotype, but increasingly there is recognition that
poor peak annotation is restraining the value of this NMR data. This recog-
nition is emerging now since the tools are becoming more established and so
they are moving from the hands of chemists towards those of biochemists and
biologists who, not surprisingly, place a greater importance on the interpreta-
tion of the data than the art of the initial measurement. This transition,
however, is a necessary step in the growth of NMR metabolomics and only
when accepted as a valuable tool in the biochemists arsenal will the full benefits
of metabolomics with its functional, phenotypically relevant measurements be
revealed. We believe, however, that there are three crucial areas that the
chemists and bioinformaticians must address as a priority.

� First is the further development of NMR as a profiling tool such that
unambiguous identification and quantification of metabolites is readily
achievable, and for which 2D NMRmethods have considerable potential
for high-throughout profiling analyses while maintaining minimal sample
preparation and handling.

� Second is the construction of NMRmetabolite libraries that are available
in the public domain for identification of metabolites within these 1D and
2D NMR spectra.

� And finally the standards and reporting requirements for NMR-based
metabolomic studies need to be accepted by the research community and
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industry so that public domain databases can be set up to manage the
large numbers of datasets being produced. This is a necessary route if
measurements from NMR metabolomic studies are to be integrated with
metabolic measurements by other tools such as mass spectrometry and
furthermore if they are to be combined with genomic, transcriptomic and
proteomic data, which is one of the goals of Systems Biology.
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CHAPTER 3

Steroids, Sterols and the
Nervous System

YUQIN WANG AND WILLIAM J. GRIFFITHS

The School of Pharmacy, University of London, 29–39 Brunswick Square,
London WC1N 1AX, UK

3.1 Introduction

In this chapter we will concentrate on the analysis of steroids derived from
cholesterol and found in mammalian systems; however, the interested reader is
directed to a number of excellent articles discussing steroids in other systems.1

Steroids are based on the cyclopentanoperhydrophenanthrene structure (see
the appendix at the end of this chapter) and belong to the family of isoprenoids
derived from mevalonic acid, and abnormalities in their synthesis and meta-
bolism are related to a number of diseases (Schemes 3.1–3.4).2 The classical
steroid hormones are ligands to nuclear receptors, and recently a variety of
steroid metabolites have been found to be ligands to ‘‘orphan’’ nuclear recep-
tors, e.g. liver X receptor (LXR), farnesoid X receptor (FXR), steroid xeno-
biotic receptor (SXR), vitamin D receptor (VDR) and pregnane X receptor
(PXR), and to exert important regulatory functions.3 Mutations of a receptor
may change its ligand specificity and allow the binding of other steroids, with
resulting physiological changes.4 Steroids can occur in the free form, or in
covalent linkage to other molecules such as fatty acids, sulfuric acid, glucuronic
acid, sugars and amino acids.

In humans, cholesterol (C5-3b-ol) can be synthesised by most cells, but the
main site of cholesterol synthesis is the liver. Cholesterol is also available from
the diet, but one organ in which cholesterol is obtained almost exclusively by
de novo synthesis is the brain, as the blood–brain barrier prevents the exchange
of cholesterol between the circulation and the brain. The rate limiting step in de
novo cholesterol synthesis is the conversion of 3-hydroxy-3-methylglutaryl-CoA
(HMG-CoA) to mevalonate catalysed by the enzyme HMG-CoA reductase
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(Scheme 3.1). This step is responsive to a negative feedback mechanism, and is
also the target of cholesterol-lowering drugs.5 Defects in cholesterol biosynthe-
sis lead to disease, for example mutations in the enzyme 7-dehydrocholesterol
reductase can lead to its malfunction and a build up of 7- and 8-dehydro-
cholesterol (C5,7-3b-ol, C5,8-3b-ol) characteristic of Smith-Lemli-Opitz (SLO)
syndrome, a devastating disorder characterised by severe physical anomaly and
mental retardation.6

Cholesterol is removed from the body by oxidation to bile acids (Scheme
3.4). The primary bile acids are synthesised in the liver, amidated with either
glycine or taurine, and excreted into the small intestine via the gallbladder. In
the intestine bile acids play an important role in the absorption of lipids
and are themselves efficiently reabsorbed (95%) and transported back to the
liver as part of the enterohepatic circulation. Bile acid metabolism during the

Glucose

Acetyl-CoA

FattyAcids

HMG-CoA

Acetoacetyl-CoA

Mevalonic Acid

HMG-CoA Reductase

Isopentylpyrophosphate

Farnesylpyrophosphate Dolichol

Haem A

UbiquinoneSqualene

Lanosterol

32-Hydroxylanosterol

Desmosterol

Cholesterol

24,25-Dihydrolanosterol

7-Dehydrocholesterol

Desmosterol
Reductase

7-Dehydrocholesterol
Reductase

negative feed back

HMG-CoA Synthase

24S-Hydroxycholesterol

negative feed back

a)

Scheme 3.1 Simplified view of cholesterol biosynthesis in humans. (Modified from
Ref. 9.)

72 Chapter 3



enterohepatic circulation is extensive and includes 7a-dehydroxylation [cholic
acid (BA-3a,7a,12a-triol) - deoxycholic acid (BA-3a,12a-diol)], oxidoreduc-
tions, epimerisation and hydrolysis of conjugates. Under normal conditions
only small amounts of bile acids are excreted in the urine; however, many
liver diseases are characterised by the excretion of large quantities of bile
acids.7

Defects in steroid biosynthesis and metabolism can be reflected by unusual
profiles in body fluids, and as such provide a marker of disease. Mass spectro-
metry (MS) provides an ideal method for steroid profile analysis and has been
extensively used in this role.8

HO
Lanosterol

HO

32-Hydroxylanosterol

OH
HO

24,25-Dihydrolanosterol

HO
Lathosterol

HO
7-Dehydrocholesterol

HO
7-Dehydrodesmosterol

HO
Desmosterol

HO
Cholesterol

7-Dehydrocholesterol
ReductaseDesmosterol

Reductase

b)

Scheme 3.1 (Continued ).
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Scheme 3.2 Simplified view of neurosteroid biosynthesis in rat brain. Enzymes
are shown in italics. P450SCC,mitochondrial side-chain cleavage enzyme
(CYP11A1); P450c17, mitochondrial 17-hydroxylase (CYP17A1);
P450aro, aromatase (CYP19A1); P450c21, mitochondrial 21-hydro-
xylase (CYP21A1); P450c11, mitochondrial 11-hydroxylase (CYP11B);
HST, hydroxysteroid sulfotransferase; STS, steroid sulfatase
sulfohydrolase; HSD, hydroxysteroid dehydrogenase. (Modified from
Ref. 14.)
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a)

Scheme 3.3 Oxysterols found in human and rodent. (a) Enzymes and subcellular
locations are shown. Autoxidation reactions indicated by [O], ozonolysis
reactions indicated by [O3]. Additional oxysterols found in cell cultures
of HEK 293 cells transfected with human CYP46A1 cDNA, and cultures
of rat astrocytes are also shown. (b) Further metabolites found in rat
brain and cultured cells from rat brain. The metabolic pathway of
cholesterol in astrocytes suggested by Zhang et al.30 is shown by green
arrows. Some confusion can arise concerning the nomenclature used to
describe 27-hydroxycholesterol, which was previously denoted as
26-hydroxycholesterol. According to rules of priority of numbering the
correct description is of 27-hydroxycholesterol is 25R,26-hydroxycho-
lesterol, however, as the medical community uses the name 27-hydroxy-
cholesterol, we will use this name in this chapter.
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Scheme 3.4 The role of oxysterols in the biosynthesis of bile acids in man. Some
enzymes, their distribution, and subcellular location are indicated.
Endoplasmic reticulum, ER: Mitochondria, Mit: Peroxisome, Pos.
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3.2 Steroids, Neurosteroids, Oxysterols and

Neurosterols

3.2.1 Steroids

Steroid hormones are biosynthesised in the adrenal and gonadal glands from
cholesterol. The first step involves the formation of pregnenolone (P5-3b-ol-20-
one) catalysed by the mitochondrial cholesterol side-chain cleavage enzyme P450scc
(CYP11A1). Steroid hormones exert their influence in biological systems by
binding to nuclear receptors which results in subsequent target gene transcription.

3.2.2 Neurosteroids

Steroids have also been shown to be formed in the nervous system.10,11 Baulieu
and colleagues showed that some steroids (e.g. allopregnanolone, 3a-hydroxy-
5a-pregnane-20-one, 5a-P-3a-ol-20-one) could be detected in rodent brain up
to 15 days after removal of steroidogenic glands, suggesting that steroids could
be biosynthesised in brain.12 Further, steroids have been shown to have an
effect on the nervous system by acting on neurotransmitter-gated ion channels,
hence the term neurosteroid has been coined. As neurosteroids synthesised in
the nervous system are indistinguishable from those synthesised else where, the
terms neurosteroid or neuroactive steroid are now used to describe steroids
which have an effect in the nervous system. A neurosteroid biosynthesis
pathway has been proposed (Scheme 3.2), although some of the routes have
yet to be confirmed.13,14 Early work on neurosteroids indicated that sulfate
esters of pregnenolone and dehydroepiandrosterone (DHEA, A5-3b-ol-17-one)
were present in rat brain.15,16 However, recent work by Baulieu’s group in Paris
and Sjövall’s laboratory in Stockholm suggest that pregnenolone and DHEA
are present in an unknown bound form in rat brain,17 not as sulfate esters,18 at
concentrations much higher than those of the unconjugated steroids. Neuro-
steroids have been shown to act on the g-aminobutyric acid A (GABAA)
receptor and the N-methyl-D-aspartate (NMDA) receptor. Allopregnanolone
enhances GABAergic transmission and decreases NMDA transmission, while
pregnenolone sulfate inhibits GABA-mediated currents but enhances NMDA-
activated currents in rat hippocampal neurons.19–21 Neurosteroids are present
in brain at low levels (ng/g brain wet weight, Table 3.1), hence, sensitive
methods are required for their analysis. Further, the observation that neuro-
steroid effects on neurotransmitter receptors are isomer specific defines the need
for highly specific steroid analysis.

3.2.3 Oxysterols

Oxysterols are oxygenated derivatives of cholesterol, they are usually found
in association with cholesterol but at far lower levels (10�3–10�6, Table 3.2).
Oxysterols found in biological systems may be formed enzymatically, by
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autoxidation, or by reaction with ozone (Schemes 3.3 and 3.4). Interestingly,
Wentworth and colleagues recently demonstrated that ozone is formed by
antibody-catalysed oxidation of water22 and can react with cholesterol to form
oxysterols.23–26 Additionally, oxysterols are products of environmental expo-
sure to ozone.27 The sites in cholesterol most susceptible to autoxidation are the
allylic C-7 carbon and the tertiary C-25 carbon, leading to the formation of a
mixture of 7a-hydroxycholesterol (C5-3b,7a-diol), 7b-hydroxycholesterol (C5-
3b,7b-diol) and 7-oxocholesterol (C5-3b-ol-7-one) or 25-hydroxycholesterol
(C5-3b,25-diol) (Scheme 3.3). In humans, oxysterols are formed enzymatically
from cholesterol by the action of cytochrome P450 (CYP) enzymes or by a
cholesterol 25-hydroxylase (Schemes 3.3 and 3.4). CYP7A1 is a hepatic micro-
somal enzyme responsible for 7a-hydroxylation of cholesterol; CYP27A1 is
mitochondrial, is expressed in most tissues and hydroxylates C-27; CYP46A1 is
microsomal and is only present in brain, it hydroxylates C-24, and to a lesser
extent C-25 and C-27; CYP3A4 is a hepatic microsomal enzyme and catalyses
4b-hydroxylation of cholesterol. Cholesterol 25-hydroxylase is responsible for
25-hydroxylation of cholesterol but is not a P450 enzyme. 7a-hydroxylation of
cholesterol and 27-hydroxyation of cholesterol represent the initial steps in the
‘‘neutral’’ and ‘‘acidic’’ pathways in bile acid biosynthesis, respectively (Scheme
3.4). While the ‘‘neutral’’ pathway operates in the liver, the first step of the
acidic pathway may be extrahepatic. Oxysterols with a 3b,7a-dihydroxy-5-ene
structure can be oxidised to the corresponding 7a-hydroxy-4-en-3-ones by
3b-hydroxy-D5-C27 steroid dehydrogenase/isomerase present in both endoplas-
mic reticulum and mitochondria; and 27-hydroxylated oxysterols can be con-
verted to 27-carboxylic acids by the action of CYP27A1 or by an alcohol
dehydrogenase both in the liver and extrahepatically. Examples of such meta-
bolites occurring in human circulation are 7a-hydroxycholest-4-en-3-one
(C4-7a-ol-3-one), 3b-hydroxycholest-5-en-27-oic acid (CA5-3b-ol), 3b,7a-di-
hydroxycholest-5-en-27-oic acid (CA5-3b,7a-diol), and 7a-hydroxy-3-oxocho-
lest-4-en-27-oic acid (CA4-7a-ol-3-one). It should be noted that the enzyme
responsible for 7a-hydroxylation of 3b-hydroxycholest-5-en-27-oic acid, and
27-hydroxycholesterol (C5-3b,27-diol), CYP7B1, is distinct from that respon-
sible for 7a-hydroxylation of cholesterol, i.e. CYP7A1. Because of their struc-
tures and since some of them have regulatory properties similar to those of the
conventional oxysterols, it is logical to extend the term oxysterol to include
cholestenoic acids (i.e. C27 acids) and bile alcohols (i.e. C27 alcohols). For
example, oxysterols with regulatory properties include 7a-hydroxycholest-4-
en-3-one, 7a,27-dihydroxycholest-4-en-3-one (C4-7a,27-diol-3-one) and 27-
hydroxycholesterol which have been found to inhibit HMG-CoA reductase and
have been ascribed a regulatory role in cholesterol homeostasis.28

3.2.4 Neurosterols

The increased hydrophilicity of oxysterols compared to cholesterol facilitates
their ability to cross membranes and move between cells and their intracellular
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compartments. This is particularly important in brain, as cholesterol itself is
unable to cross the blood–brain barrier. Brain cells synthesise cholesterol
de novo, and neurons metabolise cholesterol to 24S-hydroxycholesterol, which
in tern can be metabolised further by both neurons and astrocytes to additional
oxysterols. In analogy to the term neurosteroid, we use the term neurosterol to
refer to sterols and oxysterols synthesised by or found in the nervous system.
Zhang et al.29,30 demonstrated that rat brain microsomes and cultures of cells
of the nervous system, 7a-hydroxylate 25- and 27-hydroxycholesterol with their
subsequent conversion to 3-oxo-D4 steroids (Scheme 3.3b). A minor fraction of
27-hydroxycholesterol and its 7a-hydroxylated metabolites were further con-
verted into 3b-hydroxycholest-5-en-27-oic acid, 3b,7a-dihydroxycholest-5-
en-27-oic acid and 7a-hydroxy-3-oxocholest-4-en-27-oic acid (Scheme 3.3b,
cf. Scheme 3.4). In contrast 24S-hydroxycholesterol (C5-3b,24S-diol) was not
found to be 7a-hydroxylated by brain microsomes, or cultures of Schwann
cells, astrocytes or neurons, and it has subsequently been confirmed that
CYP7B1 7-hydroxylates 24-hydroxycholesterol to only a minor degree, if at
all. In astrocytes, 27-hydroxycholesterol and 24-hydroxycholesterol become
25-hydroxylated, and endogenous 7a,25-dihydroxycholest-4-en-3-one (C4-7a,25-
diol-3-one), 25-hydroxycholesterol, 7a,25-dihydroxycholesterol (C5-3b,7a,25-
triol) were reported (Scheme 3.3b, Table 3.2).30 The possibility exists that
the 24,25-diol is cleaved by oxidation into a C24 acid. In brain this could lead to
the formation of C24 bile acids. Significantly, in 2004 Goto and colleagues31

showed that cholic acid, chenodeoxycholic acid (BA-3a,7a-diol) and de-
oxycholic acid are present in rat brain. Chenodeoxycholic acid was found at
high levels (600 ng/g wet weight), corresponding to about 30 times its plasma
concentration. Recently, Mast et al.32 have shown that CYP46A1, the enzyme
responsible for 24S-hydroxylation of cholesterol in brain,33 is also responsible
for the metabolism of 24S-hydroxycholesterol to 24,25- and also to 24,27-
dihydroxycholesterol (C5-3b,24S,25-triol, C5-3b,24S,27-triol), in both cultures
of HEK293 cells transfected with human CYP46A1 cDNA, and an in vitro
reconstituted system with recombinant CYP46A1 enzyme.

3.2.5 Biological Activity of Oxysterols

As discussed above, oxysterols have been found to be suppressors of cholesterol
synthesis;28 this was first demonstrated by Kandutsch and Chen in 1973.34 This
has lead to the formulation of the ‘‘oxysterol hypothesis’’, which suggests that
many of the effects of cholesterol are due to oxysterols rather than cholesterol
itself. In vitro oxysterols have a diverse effect on lipid metabolism. Oxysterols
can behave as ligands for the LXRs, which heterodimerises with the retinoid
X receptor (RXR) and activate transcription of many genes involved in lipid
metabolism. For example, the gene coding for the rate-limiting enzyme in the
degradation of cholesterol into bile acids, CYP7A1 (Scheme 3.4), is transcrip-
tionally regulated by a mechanism that has been suggested to involve oxy-
sterols and LXR, at least in rat.35,36 Furthermore, oxysterols are involved in
the post-translational control of sterol regulatory element binding proteins
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(SREBPs)37 which are themselves transcriptional factors for genes involved in
cholesterol and fatty acid synthesis.38,39

As mentioned above, novel oxysterols have been found in human tissue
formed from cholesterol by reaction with ozone. Evidence has been presented
for their involvement in the mediation of inflammatory processes associated
with the development of atherosclerotic lesions,23 and in the initiation of
protein misfolding as occurs in several neurological diseases.24 Of these prod-
ucts, 3b-hydroxy-5-oxo-5,6-secocholestan-6-al (5,6-seco-sterol), a ketoaldehyde,
and its aldol condensation product, 3,5-dihydroxy-B-norcholestane-6-carboxy-
aldehyde, both contain a reactive aldehyde group (Scheme 3.3). Incubation of
5,6-seco-sterol, or its aldol, with amyloid b peptide (Ab) leads to amyloidogen-
esis, possibly by condensation with amino groups in the peptide.24 The levels of
the 5,6-seco-sterol and its aldol were found to be surprisingly high in brain of
subjects with Alzheimer’s disease (AD) and also healthy controls {combined
5,6-seco-sterol and its aldol in AD brain 0.44 pmol/mg (184 ng/g) and
0.35 pmol/mg (146 ng/g) in control brain, respectively}. 5,6-seco-sterol has
also been linked to Lewy body dementia, where combined levels of 5,6-
seco-sterol and its aldol are elevated in the brain cortices of individuals with
Lewy body dementia relative to those of age matched controls.25,26 Addition-
ally, these metabolites were shown to accelerate a-synuclein aggregation
in vitro. Intra-neuronal deposition of a-synuclein as amyloid fibrils or Lewy
bodies is the hallmark of this disease. In contrast to 5,6-seco-sterol and its
aldol, 24S-hydroxycholesterol is reported to be protective against the forma-
tion of Ab peptide,40 the amyloidogenic peptide found in amyloid plaques in
AD brain.

Biologically active oxysterols are also formed during ozonolysis of choles-
terol in lung surfactant. Pulfer and Murphy27 identified the major cholesterol-
derived ozonolysis product in lung surfactant as 5b,6b-epoxycholesterol
(C-3b-ol-5b,6b-epoxide) (Scheme 3.3). In studies of the metabolism of this
oxysterol in lung epithelial cells they found small amounts of the expected
metabolite cholestane-3b,5a,6b-triol (C-3b,5a,6b-triol), and more abun-
dant levels of the unexpected metabolite 3b,5a-dihydroxycholestan-6-one
(C-3b,5a-diol-6-one) (Scheme 3.3). Significantly, both 5b,6b-epoxycholesterol
and 3b,5a-dihydroxycholestan-6-one were shown to be cytotoxic to human
bronchial epithelial cells. Interestingly, 3b,5a-dihydroxycholestan-6-one, 5,6-
seco-sterol and its aldol are isomeric and present a challenge for their correct
identification. The formation of unexpected oxysterols as demonstrated by the
reaction of ozone with cholesterol, once again highlights the need for unbiased
methods for identifying and profiling steroids in biological matrices.

3.3 Analysis by Mass Spectrometry

Sterols and steroids can be analysed radioimmunoassays (RIA).12,41,42 How-
ever, despite providing highly sensitive measurements, RIA suffers from lack of
specificity and the necessity to pre-define the sterols/steroids to be investigated
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prior to analysis. In contrast, mass spectrometry when combined with gas or
liquid chromatography (GC or LC) is exquisitely specific and allows the profile
analysis of an undefined mixture of sterols or steroids with high sensitivity (sub
pg) (see Chapter 1).43 GC-MS has proved to be the ‘‘gold’’ standard for sterol/
steroid profile analysis, but as the twenty-first century progresses the advan-
tages provided by LC-MS are now being exploited.

3.3.1 GC-MS Analysis

GC-MS analysis of steroids and sterols requires removal of any conjugating
groups (e.g. sulfate esters) and derivatisation of the remaining polar functional
groups to provide thermal stability and volatility to the analyte. To retain
information with respect to conjugating groups, separation procedures can be
incorporated prior to de-conjugation so as to separate neutral steroids from
steroid sulfates, for example.43

3.3.1.1 Neurosterols

Neurosterols are usually analysed following derivatisation of alcohol groups to
trimethylsilyl (TMS) ethers, oxo groups to methyl oximes, and acid groups to
methyl esters (see Scheme 3.5, R1–R3 for derivatisation reactions) (see also
Chapter 1).30,32,44 The combination of GC with electron ionisation (EI)-MS
provides unsurpassed chromatographic resolution, and first dimension mass
spectra which contain a wealth of structural information. However, a signi-
ficant disadvantage of GC-EI-MS is that molecular weight information is often
not directly available, as molecular ions are not usually observed. However, the
neutral loss characteristic of a derivatising group may allow the molecular
weight of a compound to be calculated, and the availability of extensive EI-MS
libraries and established retention indices aid in compound identification.
GC-EI-MS is well suited to quantitative studies by stable isotope dilution
methods. Stable isotope labelled versions of the analyte of interest should be
added as early as possible in the analytical work-flow. Stable isotope labelled
compounds are physically and chemically almost identical to their unlabelled
equivalents, and in mass spectra give identical ion currents but at different m/z
values (a reflection of the different isotopic content). Stable isotope labelled
compounds have been extensively used for neurosterol quantification, partic-
ularly using the selected ion monitoring (SIM) mode.45 In the SIM mode the
ion current at selected m/z values only is monitored; this maximises sensitivity
as it avoids scanning over the entire mass range. Björkhem, Diczfalusy and
Lütjohann have extensively used this methodology for the quantification of
neurosterols in brain, cerebrospinal fluid (CSF) and plasma (see Table 3.2).46–55

3.3.1.2 Neurosteroids

Neurosteroids have also been extensively analysed by GC-EI-MS and the
inherent advantages of the methodology have been exploited in the identification
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of DHEA and pregnenolone in the sulfate ester fraction, and progesterone
(P4-3,20-dione), 5a-pregnane-3,20-dione (5a-P-3,20-dione) and allopregnano-
lone in the neutral fraction from rat brain.12,15,16 As neurosteroids in brain are
present at low levels (o20 ng/g in brain),10,11 efforts have been made to develop
more sensitive methods than GC-EI-MS (Table 3.1). An alternative method
is negative chemical ionisation (NCI)-GC-MS (see also Chapter 1).56,57 NCI
methods are based on specifically derivatising the analyte of interest with a
group of high electron affinity. The derivatised analyte is then preferentially
ionised by electron capture so as to generate a negative ion in the ion source.
The method often utilises fluorinated agents in the preparation of volatile
derivatives with high electron affinities. For example, trifluoroacetic, penta-
fluoropropionic or heptafluorobutyric (HFB) anhydrides can be used to pre-
pare acyl derivatives of hydroxyl groups, while carbonyl groups can be
converted to oximes which can then be converted to pentafluorobenzyl
oximes57 or pentafluorobenzylcarboxymethoximes, for example (Scheme 3.5,
R4–R6).56 Ionisation proceeds with the capture of a secondary low-energy
electron by the high electron affinity fluorinated group. Ionisation may lead to
the formation of stable [M]� ions, or it may be dissociative56,57 depending on

Scheme 3.5 Some useful derivatisation reactions for the mass spectrometric analysis
of sterols and steroids.
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the analyte and the derivative used. The major advantages of NCI-GC-MS
is that ionisation is specific to compounds containing the electron capturing
tag, and it provides excellent sensitivity in terms of signal-to-noise ratio
when either a stable [M]� ion or a negatively charged fragment ion is moni-
tored. Using carboxymethoximepentafluorobenzyl and TMS derivatives
and monitoring [M� 181]� (loss of CH2C6F5) fragment ions, Kim et al.
achieved instrumental detection limits for neurosteroids in the pg range,
and quantified androsterone (5a-A-3a-ol-17-one, B50 pg/mL), testosterone
(A4-17b-ol-3-one, B200 pg/mL), allopregnanolone (B50 pg/mL) and pre-
gnenolone (B40 pg/mL) in human CSF using [2H4]dihydrotestosterone (5a-
A-17b-ol-3-one) and [2H4]allopregnanolone as internal standards (Table 3.1).

56

Vallée and colleagues preferred pentafluorobenzyloxime and TMS derivatives
and determined the levels of allopregnanolone, epiallopregnanolone (5a-P-3b-
ol-20-one), pregnenolone, testosterone and DHEA in frontal cortex of rat brain
to be near or below their limit of quantification (2.5 ng/g) when monitoring
[M� 178]� ions for allopregnanolone and epiallopregnanolone, and [M� 20]�

for pregnenolone, testosterone and DHEA, and using deuterium-labelled
internal standards (Table 3.1).57 Following swim stress the level of pregneno-
lone in frontal cortex was found to increase ten-fold, a change not reflected in
plasma levels.

Although steroid sulfates have been shown to have pharmacological
properties,10,11 and were indirectly identified in RIA and by GC-EI-MS
following hydrolysis of the steroid sulfate fraction isolated from rat brain,15,16

intact neurosteroid sulfates have been difficult to observe in rat brain
using MS.17,18 Data from Liere et al. obtained using GC-MS indicates
that the earlier identification of neurosteroids in the sulfate fraction from
rat brain, was due to contamination of the fraction, and in fact endogenous
levels are below the detection limit of 0.1 ng/g.17 This low detection
limit (2 pg on column) was achieved by derivatising steroid sulfates with
HFB anhydride which results in both solvolysis of the sulfate ester group
and formation of a HFB acid ester in its place (Scheme 3.5, R7). GC-MS
detection was based on using SIM of [M� 229]1 and [M� 214]1 for pregneno-
lone, DHEA, and 5a-androstane-3a,17b-diol (5a-A-3a,17b-diol); and [M]1

and [M� 18]1 ions for allopregnanolone and epiallopregnanolone, HFB
esters.

3.3.2 LC-MS Analysis

While GC-MS provides unsurpassed chromatographic resolution, high sensi-
tivity, and informative first dimension mass spectra, the technique is unable to
directly analyse polar and thermally labile steroids. This failing was evident in
the GC-MS studies of sulfated neurosteroids discussed above. LC-MS meth-
ods, although giving inferior chromatographic performance, offer the advan-
tage of being compatible with atmospheric pressure ionisation (API), which
allows the analysis of intact conjugates.

90 Chapter 3



3.3.2.1 Neurosteroids

Neurosteroids have been investigated by LC-MS and LC-tandem mass
spectrometry (two-dimensional mass spectrometry, MS/MS) by a number of
groups.18,58–61 Liu and colleagues developed a nano-LC-electrospray (ES)–MS
method for steroid sulfate analysis.62 They validated the method on plasma and
extended it to the identification of neurosteroid sulfates in rat brain.18,62 The
neurosteroid fraction from rat brain was separated on-line using a 350 mm �
100 mm (i.d.), 3 mm particle C18 nano column and analysed by negative ion
ES-MS and ES-MS/MS. Steroid sulfates give abundant [M�H]� ions upon
negative ion ES ionisation, and fragment in MS/MS experiments to give signals
at m/z 97 corresponding to HSO4

�.63 This allowed the development of a
precursor ion scan method in which MS1 of the MS/MS instrument was
scanned, while MS2 was set to transmit fragment ions of m/z 97. In this way
any compound eluting from the column and giving a precursor ion which
would subsequently dissociate to give a fragment ion of m/z 97 is detected. This
method provides both sensitivity and specificity, and when used in the multiple
reaction monitoring (MRM) mode, where both the precursor and product ion
masses are predefined in the MS/MS experiment, the on-column detection limit
was as low as 0.1 pg. When neurosteroid sulfates from the sulfate fraction from
rat brain were analysed only cholesterol sulfate (1.2 mg/g) was detected, no
evidence was obtained for any endogenous neurosteroid sulfates including
pregnenolone sulfate or DHEA sulfate above the detection limit of 0.3 ng/g,
although internal standards added to brain homogenate were detected
(Table 3.1). This result agreed with LC-ES-MS data presented by Mitamura
et al.,59 and enzyme-linked immunosorbent assay (ELISA) data of Higashi
et al.,64 who found levels of pregnenolone sulfate (500 pg/g by LC-MS,
50–500 pg/g by ELISA) in rat brain to be much lower than determined by
GC-EI-MS (B10 ng/g).16 Mitamura et al. used a reversed-phase-LC negative
ion ES method which involved derivatisation of the oxo group of pregnenolone
sulfate with 4-(N,N-dimethylaminosulfonyl)-7-hydrazino-2,1,3-benzoxadiazole
and monitoring of the unfragmented [M�H]� ion (Scheme 3.5, R8).59 The
derivative enhanced sensitivity by an order of magnitude giving an on-column
detection limit of B100 pg.59

Neutral neurosteroids have also been extensively analysed by LC-MS and
LC-MS/MS using derivatisation to enhance sensitivity. Liu et al. derivatised
the oxo groups of neurosteroids with hydroxylamine so as to give steroid
oximes (Scheme 3.5, R9).18 Steroid oximes are more readily protonated in the
electrospray process than underivatised analogues and give an enhancement in
sensitivity of at least 20-fold.65 Detection limits for testosterone, DHEA,
pregnenolone and progesterone oximes in LC-ES-MRM experiments ranged
from 0.1 pg to 0.5 pg.18 Analysis of the neutral steroid fraction from rat
brain gave levels of progesterone in the range 1–20 ng/g, pregnenolone
0.6–3.9 ng/g, epipregnanolone (5b-P-3b-ol-20-one) or epiallopregnanolone
0.05–2.5 ng/g, pregnanolone (5b-P-3a-ol-20-one) B0.1 ng/g, allopregnanolone
0.5–11 ng/g, DHEA 0.05–0.11 ng/g and testosterone 0.04–0.5 ng/g. These levels
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are comparable to those reported by both Valée et al.57 and Uzunov et al.
determined using NCI-GC-MS.66 Higashi and colleagues have also used an
LC-MS approach incorporating derivatisation to enhance ionisation in the
analysis of neutral neurosteroids in rat brain.60 They found that by derivatising
the oxo group of neurosteroids with 2-nitro-4-trifluoromethylphenylhydrazine
to the corresponding hydrazone (Scheme 3.5, R10) and performing LC-electron
capture atmospheric pressure chemical ionisation (ECAPCI)-MS they were
able to enhance sensitivity by 20-fold, leading to an on-column detection limit
of 1–6 pg. Although the derivatised steroids gave intense fragment-ions in
MS/MS spectra, which could potentially be used for MRM analysis on MS/MS
instruments, Higashi et al. performed their study on an ion trap instrument
where the potential gain in sensitivity of the MRM scan is lost, although added
specificity is still maintained. Higashi et al. sacrificed added specificity for
sensitivity and performed their analysis on brain by LC-MS and monitoring
[M]� ions. For control rats they found the pregnenolone level to be 7 ng/g and
the progesterone level to be below 0.5 ng/g; however, for fixation stressed rats
these levels increased to 60 ng/g and 13 ng/g, respectively.60 Higashi and
colleagues have also experimented with other derivatisation methods,67–69

two of which have been exploited for the LC-MS analysis of testosterone
and 5a-androstane-3a,17b-diol in rat brain.61 Derivatisation of testosterone
with 2-hydrazino-1-methylpyridine (HMP) and of 5a-androstane-3a,17b-diol
with p-nitrobenzoyl chloride (Scheme 3.5, R11, R12) improved the detection
limits by LC-MS by factors of 70 and 400, respectively. Derivatisation of the
oxo group with HMP tags a positively charged group to the steroid giving an
[M]1 ion and enhancing analysis by LC-ES-MS. Using SIM of the [M]1 ion the
limit of quantification (LOQ) for testosterone was established at 60 pg/g of
brain tissue. The brain testosterone level was determined to be B1 ng/g which
did not change appreciably as a result of immobilisation stress or ethanol
administration. 5a-Androstane-3a,17b-diol only has alcohol groups available
for derivatisation, and these can be reacted with p-nitrobenzoyl chloride to
give a derivative with electron-capturing properties and suitable for ECAPCI.
By monitoring the [M]� ion of the bis derivative in a LC-ECAPCI-MS
experiment a LOQ of 0.2 ng/g was achieved, and the level of 5a-androstane-
3a,17b-diol in rat brain determined to be 0.2 ng/g (Table 3.1).

3.3.2.2 Neurosterols

Neurosterols are also suitable for analysis by LC-MS with, or without, deri-
vatisation. The neurosterol 24S-hydroxycholesterol is formed exclusively in
brain, and its levels in plasma and CSF have been suggested as a marker for
neurodegenerative disease.52,54,71–73 With this in mind there has been consid-
erable interest in the development of LC-MS assays for 24S-hydroxycholesterol
and other oxysterols. Using atmospheric pressure chemical ionisation (APCI)
as the method of ionisation, both 24S- and 27-hydroxycholesterol fail to give
[M+H]1 ions, but rather fragment in the ion source to give [M+H–H2O]1 and
[M+H–2H2O]1 ions. The isomeric nature of these, and many other oxysterols,
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necessitates LC separation and identification is then based on retention time.74

Using SIM of [M+H–H2O]1 and [M+H–2H2O]1 ions Burkard et al. achieved
a quantification limit for plasma samples of 0.5 mL of 40 mg/L (8 ng on-
column) and 25 mg/l (5 ng on-column) for 24S- and 27-hydroxycholesterol,
respectively.74 The normal levels of these oxysterols from healthy volunteers
were determined to be B60 ng/mL (range 39–91 ng/mL) and 120 ng/mL (range
67–199 ng/mL), respectively (Table 3.2). These values are of the same order
of magnitude as found by other workers for these oxysterols in plasma using
GC-EI-MS with SIM (24S-hydroxycholesterol B60 ng/mL,45,72 B80 ng/mL,75

27-hydroxycholesterol B150 ng/mL).45,75

To enhance the ionisation properties of neurosterols a number of groups
have exploited derivatisation chemistry prior to LC-MS analysis.24,25,76–79 One
class of important neurosterols analysed in this manner are seco-sterols and
aldol-sterols (Scheme 3.3), which are formed from the sterol structure by an
initial ring opening. Recently, it has been suggested that antibodies catalyse
ozone production during inflammation,22 and that ozonolysis products of
cholesterol including seco-sterols, are generated during the inflammatory
component of atherosclerosis.23 Seco-sterols have been detected in human
brain, and have been shown to covalently modify Ab peptide and accelerate
amyloidogenesis in vitro.24 3b-Hydroxy-5-oxo-5,6-secocholestan-6-al (5,6-seco-
sterol) is a major product of cholesterol ozonolysis and can be converted to
3,5-dihydroxy-B-norcholestane-6-carboxyaldehyde in an aldolisation reaction
catalysed by primary or secondary amines.23 Zhang et al. identified 5,6-seco-
sterol and its aldol in brain extracts following derivatisation with 2,4-din-
itrophenylhydrazine (Scheme 3.5, R13), a procedure which can also result in
aldolisation of the seco-sterol.24,80 Analysis of the resulting hydrazones was
performed by LC-ES-MS in the negative ion mode with SIM for the [M�H]�

ion at m/z 597. Identification and quantification was made by comparison of
mass, retention time and peak intensity with authentic standards. Zhang et al.
found that the combined level of 5,6-seco-sterol and its aldol in brain from AD
patients (0.44 pmol/mg, 184 ng/g) and age-matched controls (0.35 pmol/mg,
146 ng/g) were similar, but postulated that a transient increase in these sterols
may be responsible for initiating Ab amyloidogenesis.24 In a follow-up study,
applying similar methodology but using LC only for quantification, Bosco
et al. found elevated levels of 5,6-seco-sterol and its aldol in the cortex of brain
from patients with Lewy body dementia (0.213 mM, 89 ng/mL) relative to age-
matched controls (0.093 mM, 39 ng/mL), and that the concentration of this
metabolite was almost an order of magnitude higher in cells over expressing
a-synuclein (0.57 mM, 238 ng/mL), than in cells not over expressing this protein
(0.075 mM, 31 ng/mL).25 At mM concentration 5,6-seco-sterol and its aldol
accelerate a-synuclein aggregation in vitro. Bosco et al. hypothesised that
oxidative stress produces cholesterol aldehydes that enable a-synuclein aggre-
gation, leading to a pathogenic cycle.25 It is noteworthy that Bosco et al.
postulate the formation of 5,6-seco-sterol and its aldol in brain to be a result
of reaction of cholesterol with reactive oxygen species, while earlier reports
specified ozone as the oxidising agent in brain and atherosclerotic tissue.23–25
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Additionally, the mass and elemental composition of 5,6-seco-sterol and its
aldol (Scheme 3.3, 418.34470 Da, C27H46O3) is equivalent to that of 3b,5a-
dihydroxycholestan-6-one, a metabolite of 5b,6b-epoxycholesterol, a major
product of the reaction between cholesterol and ozone,26 and that the 6-oxo
group can react with 2,4-dinitrophenylhydrazine to give a derivative with
identical mass to the identified hydrazones (Scheme 3.5, R13). Further, as
pointed out by Leland Smith in his humorous review ‘‘Oxygen, Oxysterols,
Ouabain, and Ozone: A Cautionary Tale’’, 3b,5a-dihydroxycholestan-6-one is
a common cholesterol autoxidation product.81

3.3.2.3 Girard P (GP) Hydrazone Derivatives for LC-MS

At the School of Pharmacy we have also developed derivatisation chemistry for
the analysis of both neurosteroids and neurosterols.76–79,82 For neurosteroids
or neurosterols possessing a oxo group we derivatise with the Girard P (GP)
reagent ([1-(2-hydrazino-2-oxoethyl)pyridinium chloride]) to give a GP-hydra-
zone (Scheme 3.5, R14). The GP-hydrazone group posses a charged quaternary
nitrogen, and derivatised neurosteroids give very intense signals in both ES and
matrix-assisted laser desorption/ionisation (MALDI) mass spectra. Neuroster-
oid-GP hydrazones can be detected at the sub pg level in mass spectra and give
informative MS/MS spectra at the 50 pg level. MS/MS spectra of the [M]1 ions
from neurosteroid-GP hydrazones are dominated by [M� 79]1 and [M� 107]1

fragment ions, which correspond to the loss of pyridine and pyridine plus
carbon monoxide from the derivatising group, respectively (Figure 3.1). For
neurosteroids possessing a 3-oxo-D4 (3-oxo-4-ene) group, characteristic frag-
ments are observed at m/z 151, 163 and 177 corresponding to cleavage in the A
and B rings (labelled *b1–12, *b3–28 and *b2 respectively in Figure 3.1, upper
panel). This allows the simple differentiation of e.g. testosterone from DHEA
(Figure 3.1). Neurosteroids possessing a 20-oxo group also give characteristic
fragment ions in the MS/MS spectra of their derivatives, an ion at m/z 125
being a marker of 20-oxoneurosteroids.

Many neurosterols do not posses an oxo group, e.g. 24S-hydroxycholesterol
the most abundant oxysterol in brain,83 and will not be derivatised by the GP
reagent. However, neurosterols (and neurosteroids) with a 3b-hydroxy-D5

group or 3b-hydroxy-5a-hydrogen stereochemistry when treated with choles-
terol oxidase will be converted to 3-oxo-D4 or 3-oxo sterols respectively, which
are substrates for GP derivatisation.84,85 Care must be taken in the selection of
cholesterol oxidase and incubation time to avoid artefacts.86 We have used
cholesterol oxidase from both Brevibacterium and Streptomyces sp., and our
current preference is for the latter. Following treatment of neurosterols with
cholesterol oxidase and GP hydrazine, we find an improvement in ES-MS
sensitivity of three orders of magnitude for monohydroxycholesterols, e.g. 25-
hydroxycholesterol.76 Following oxidation of 3b-hydroxy-D5 neurosterols
and derivatisation of the resulting 3-oxo-D4 group with GP-hydrazine the
derivatives give the characteristic fragment ions corresponding to [M� 79]1,
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[M� 107]1, and A-, and B-ring fragment ions at m/z 151 (*b1–12), 163 (*b3–
28), 177 (*b2) in the MS/MS spectra (Figure 3.2, upper panel). Incorporation
of a further substituent in the AB-rings alters this pattern of fragment ions, e.g.
the presence of a 7-hydroxy group changes the pattern of AB-ring fragment
ions to m/z 151 (*b1–12), 177 (*b2) and 179 (*b3–28) (Figure 3.2, lower panel),
while only the ion at 177 is observed if a 6b-hydroxy group is present. The
presence of substituents at other locations are also characterised by specific
fragment ion patterns, e.g. in the MS/MS spectrum of oxidised/derivatised
24S-hydroxycholesterol a peak at m/z 353 is observed with elevated intensity.
The spectra presented in Figure 3.2 were recorded on a Q-TOF type of mass
spectrometer where MS1 andMS2 are arranged in series, and similar spectra are
generated by other MS/MS spectrometers where the MS1 and MS2 are sepa-
rated ‘‘in space’’. Currently we are using an ion trap mass spectrometer for
neurosterol analysis, where the MS1 and MS2 stages are separated ‘‘in time’’
rather than ‘‘in space’’. When using an ion trap the capacity of the instrument
to perform multiple stages of fragmentation ‘‘in time’’ can be exploited, and
for GP derivatives maximum structural information is usually obtained by
fragmenting the [M� 79]1 ion in a MS3 experiment i.e. [M]1 - [M� 79]1-.
Using this methodology we have confirmed 24S-hydroxycholesterol to be the
most abundant oxysterol in rat brain (Figure 3.3).

3.4 Metabolite Profiling in Brain: Neurosteroids and

Neurosterols

Neurosterols and neurosteroids are present in brain at low levels (ng/g to mg/g)
against a high background of cholesterol (mg/g) (Table 3.1 and Table 3.2).
Furthermore, neurosteroids/sterols, with the exception of the sulfate esters, are
difficult to analyse by API techniques on account of their poor ionisation
efficiency. These factors make it advisable to perform specific group separation
procedures prior to mass spectrometric analysis, which is then preferably
performed following derivatisation, to enhance sensitivity, and with LC
separation to allow the analysis of individual isomeric compounds.

For neurosteroid profiling at the School of Pharmacy we adopt the sample
preparation procedure developed by Sjövall’s group at Karolinska Institutet
(Figure 3.4).18 Ethanol is used as the solvent for brain homogenisation, as it is a
good solvent for steroids, and readily penetrates cell membranes. This initial
solvent is then diluted to 70% ethanol and passed through a bed of C18 which
will extract the most non-polar lipids. Neurosteroids, pass through the C18 bed
in 70% ethanol. The next step is passage through a cation exchanger to remove
cationic compounds, followed by separation of neurosteroids according to
acidity on an anion exchanger. Weak acids (e.g. bile acids) and steroid sulfates
are then analysed by LC-MS using negative ion ES. As steroid sulfates and bile
acids are present in brain at low levels (Table 3.1 and Table 3.2), our preference
is for low flow rate (o1 mL/min) chromatography linked to negative ion nano-
ES, so as to maximise analytical sensitivity (see Chapter 1). For steroid sulfate
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and GP derivatised 24S-hydroxycholesterol m/z 534. Spectra were
recorded on an LTQ–Orbitrap (Thermo Electron), with ion detection in
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analysis, advantage can be taken of precursor ion scanning on tandem quad-
rupole instruments as a major MS/MS fragment ion is observed at m/z 97. For
neutral neurosteroids possessing an oxo group our preferred derivatisation
reaction is with GP hydrazine to give GP-hydrazones (Scheme 3.5, R14). Again
low flow rate LC-MS/MS can be exploited for maximum sensitivity. As steroid-
GP hydrazones fragment in MS/MS to give abundant [M� 79]1 ions (Figure
3.1), tandem quadrupole instruments can exploit a neutral loss scan for 79 Da.
This allows the identification of molecules derivatised with the GP group, for
their subsequent product ion analysis and identification. When neurosteroid
analysis is performed on instruments without a precursor ion or neutral loss
scan facility, but offering exact mass capability, an initial LC-MS analysis is
performed, followed by generation of reconstructed ion chromatograms (RICs)

Extraction in 70%EtOH

Brain tissue(300mg) homogenise in EtOH

Bondesil C18

Cation exchanger

Anion exchanger

Neutral steroids Weak acids Steroid sulfates

Bondesil C18Derivatisation

Bondesil C18

LC-MS
LC-MS

Figure 3.4 Extraction and isolation of neurosteroids from brain tissue.

99Steroids, Sterols and the Nervous System



for all potential neurosteroid-GP hydrazones using a mass tolerance of 5 ppm,
and then a second injection is made and product ion scans recorded on the
precursor ions of the inferred neurosteroids.

Not all neurosteroids posses an oxo group; however, cholesterol oxidase will
oxidise 3b-hydroxy-D5 and 3b-hydroxy-5a-hydrogen steroids to their 3-oxo-D4

and 3-oxo equivalents, which can be subsequently derivatised with GP-hydra-
zine and analysed as their GP-hydrazones. Thus, the neutral neurosteroid
fraction is analysed twice: once without cholesterol oxidase treatment and
once with.

As discussed above, most neurosterols do not posses an oxo group, hence,
require treatment with cholesterol oxidase prior to derivatisation with GP-
hydrazine. The analytical scheme we use at the School of Pharmacy for
neurosterol isolation and analysis is shown in Figure 3.5.79 To date, we have
only performed our studies on rat brain, but the methodology should be
equally suitable for analysis of brain from other species. After homogenisa-
tion of brain in ethanol, cholesterol is separated from oxysterols in the
earliest possible step to avoid the formation of autoxidation artefacts. This is
achieved on a straight-phase column, where cholesterol and more hydrophobic
sterols elute with hexane/dichloromethane (Fraction 1), while oxysterols elute
in ethylacetate (Fraction 2). Oxysterols are then oxidised, derivatised and
analysed by LC-MS. Again advantage can be made of neutral loss scanning
for –79 Da on tandem quadrupole instruments. However, most of our studies
are now performed on Q-TOF or ion trap instruments. As with neurosteroids,
an initial LC-MS analysis is performed to identify potential oxysterols by

100 mg Brain

Unisil

Homogenise (C2H5OH)

Fraction 1

C6H14/CH2Cl2

Fraction 2

CH3CO2C2H5

Cholesterol
oxidase

Cholesterol
oxidase

Girard P
Hydrazine

Girard P
Hydrazine

LC-Exact Mass

MS3MS3

LC-Exact Mass

Figure 3.5 Workflow depicting the extraction, purification and analysis of oxysterols
from rat brain.
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generating RICs for the appropriate masses (5 ppm window for studies using
instruments capable of exact mass measurement, e.g. LTQ-Orbitrap, Q-TOF).
For example, Figure 3.6 shows RICs for oxidised/derivatised oxysterols based
on the hydroxycholesterol (upper trace), dihydroxycholesterol (middle trace)
and dihydroxycholestanol (lower trace) structures. Comparison of retention
time with authentic standards revealed that the two peaks in the upper
trace correspond to oxidised/derivatised 24S-hydroxycholesterol. Twin
peaks arise on account of the formation of syn and anti derivatives. In the
middle trace at least nine distinct peaks are observed corresponding to di-
hydroxycholesterol isomers. By performing MS3 ([M]1-[M� 79]1-) scans,
six of the isomers were identified, i.e. 24,25-, 24,27-, 25,27-, 6,24-, 7a,25- and
7a,27-dihydroxycholesterols (Figure 3.7, Table 3.2). This data agrees well
with that of Zhang et al.30 who studied the metabolism of 24-, 25- and
27-hydroxycholesterol in rat astrocytes, and that of Mast32 who identified the
products of CYP46A1 catalysed reactions (see Section 3.2.4 of this chapter and
Table 3.2).

5,6-Seco-sterol and its aldol both posses oxo groups and will also be
derivatised by the GP reagent. The RIC for their exact mass is shown in Figure
3.6 (lower trace). This chromatogram was recorded on the oxysterol fraction
(Fraction 2) isolated from rat brain according to the procedure detailed in
Figure 3.5. The components present in chromatographic peaks at 9.23 and
10.03 min, when subjected to MS2 gave spectra identical to authentic samples of
3b-hydroxy-5-oxo-5,6-secocholestan-6-al and 3,5-dihydroxy-B-norcholestane-
6-carboxyaldehyde, respectively (Figure 3.8), and the retention times of
9.23 and 10.03 min also coincide with those of the respective authentic
standards. This data confirms the presence of 5,6-seco-sterol and its aldol in
rat brain.

Like 5,6-seco-sterol and its aldol, other oxysterols are present in brain which
naturally posses an oxo group, e.g. 7a,25-dihydroxycholest-4-en-3-one, 7a,27-
dihydroxycholest-4-en-3-one and 7a-hydroxy-3-oxocholest-4-en-27-oic acid
(Scheme 3.3). Using the analytical scheme presented in Figure 3.5, these
oxysterols containing a ‘‘natural’’ oxo group, will not be differentiated from
their 3b-hydroxy-D5 analogues. However, this drawback can be simply over-
come by performing a parallel experiment in the absence of cholesterol oxidase.

3.5 Linking Proteomics with Lipidomics

In this chapter we have discussed at length the mass spectrometric identifi-
cation of sterols and steroids in brain. While some of them can enter the brain
across the blood–brain barrier, evidence suggests that many neurosteroids
and neurosterols are synthesised in brain itself.10,11,33,93 Hence, enzymes of
the cholesterol and steroid biosynthetic pathways (Schemes 3.1–3.3) must be
present in brain. Although many of the enzymes of these pathways have
been identified at the mRNA level, or by activity,94 surprisingly few have
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been identified at the protein level. With the advent of the proteomic
revolution this deficit is being reversed as numerous studies generating protein
lists are currently being generated.95 Perhaps more interesting are metabolite-
led proteomic studies, where the effect of a metabolite on a proteome is
investigated. We are performing such studies at the School of Pharmacy,
where we have incubated rat neuron cells with oxysterols, for example, and
monitored the quantitative changes in protein expression in response. Using
such studies, much information on the effect of neurosterols on biological
pathways can be gleaned. Below we illustrate this, by presenting data on
the effect of 24S-hydroxycholesterol on protein expression in rat cortical
neurons.

24S-Hydroxycholesterol is formed in neurons by the oxidation of cholesterol
in a reaction catalysed by CYP46A1 (Scheme 3.3).33 We treated rat cortical
neurons with 10 mM 24S-hydroxycholesterol and monitored the proteomic
changes in comparison to cells treated with vehicle. 24S-Hydroxycholesterol
was found to down-regulate the expression of HMG-CoA synthase, the enzyme
responsible for the conversion of acetoacetyl-CoA to HMG-CoA in the
cholesterol synthesis pathway (Scheme 3.1). In contrast, the expression of
apolipoprotein E (apo-E) was up-regulated.

Enzymes of the cholesterol synthesis pathway are transcriptionally regulated
by SREBPs, which also regulate the expression of enzymes involved in the
synthesis of fatty acids and triglycerides.38,39 However, the expression of
enzymes of the fatty acid and triglyceride synthesis pathways were not found
to be affected by 24S-hydroxycholesterol. 24S-Hydroxycholesterol is a ligand
for the LXR,96 the b form of which is expressed in brain.97 ApoE is under
transcriptional regulation of LXR,98 as is SREBP-1c, but not SREBP-1a or -2.99

Thus, the up-regulation of apoE in neurons observed when they are treated
with 24S-hydroxycholesterol can be explained as an LXR-regulated event.
What then accounts for down-regulation of the enzymes in the choles-
terol synthesis pathway? The expression of these enzymes is regulated by
SERBPs 1a and 2. SREBPs are synthesised as inactive precursors bound to

Figure 3.6 Upper trace, RIC for m/z 534.4054 (�5 ppm); central trace, RIC for m/z
550.4003 (�5 ppm); and lower trace RIC m/z 552.4160 (�5 ppm), corre-
sponding to oxidised/derivatised monohydroxycholesterols, dihydroxy-
cholesterols and dihydroxycholestanols extracted from rat brain.
Chromatographic separation was performed on a Finnigan Surveyor
HPLC system utilising a Hypersil GOLD reversed-phase column
(1.9 mm particles, 50 � 2.1 mm) from Thermo Electron. Mobile phase A
consisted of 50% methanol containing 0.1% formic acid, and mobile
phase B consisted of 95% methanol containing 0.1% formic acid. After 1
min at 20% B, the proportion of B was raised to 80% B over the next 7
min, and maintained at 80% B for a further 5 min, before returning to
20% B in 6 s and re-equilibration for a further 3 min 54 s, giving a total
run time of 17 min. The flow rate was maintained at 200 mL min and eluent
directed to the API source of a LTQ-Orbitrap mass spectrometer. The
RICs were recorded by Fourier Transform in the Orbitrap analyser.
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the endoplasmic reticulum (ER) and must be escorted to the Golgi by SREBP
cleavage-activating protein (SCAP) to be proteolytically cleaved to nuclear
SREBP (nSREBP), which translocates to the nucleus, where it activates tran-
scription by binding to nonpalindronic sterol response elements (SREs) in
the promoter regions of target genes.39 When cholesterol builds up in ER
membranes, the sterol binds to SCAP and triggers a conformational change that
causes SCAP to bind to INSIG (insulin-induced gene) proteins, so they
can no longer escort SREBPs to the Golgi for processing to the active form.
Adams et al. have shown that 25-hydroxycholesterol also inhibits cholesterol

Figure 3.7 MS3 ([M]1-[M� 79]1-) spectra of chromatographic peaks (m/z
550.4003) eluting at (a) 4.31 min corresponding to 24,27-dihydroxycho-
lesterol; (b) 4.47 min corresponding to 24,25-dihydroxycholesterol; (c)
5.06 min corresponding to 25,27-dihydroxycholesterol; (d) 5.45 min
corresponding to 6,24-dihydroxycholesterol; (e) 5.91 min corresponding
to 7a,25-dihydroxycholesterol; and (f) 6.29 min corresponding to 7a,27-
dihydroxycholesterol; in the chromatogram shown in Figure 3.6 (central
trace.) MS3 spectra recorded on the LTQ detector of an LTQ-Orbitrap.
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synthesis via SREBPs.100 While cholesterol has been shown in cross-linking
experiments to bind directly to SCAP and trigger conformational change, 25-
hydroxycholesterol does not bind directly or cause a detectable conformational
change to SCAP. Instead it is proposed that 25-hydroxycholesterol interacts
indirectly with SCAP and INSIG through an oxysterol putative sensing
protein. We suggest that 24S-hydroxycholesterol behaves in a similar manner
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Figure 3.8 The MS2 spectra of chromatographic peaks (m/z 552.4160) eluting at (a)
9.23 min and corresponding to 3b-hydroxy-5-oxo-5,6-secocholestan-6-al;
and (b) 10.03 min and corresponding to 3,5-dihydroxy-B-norcholestane-6-
carboxyaldehyde, in the chromatogram shown in Figure 3.6 (lower trace).
MS2 spectra recorded on the LTQ detector of an LTQ-Orbitrap.
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to 25-hydroxycholesterol, interacting with an oxysterol-binding protein so as
to bind SCAP to INSIG and prevent SREBP-1a and 2 from reaching the Golgi
for processing to nSREBPs. Our data also suggests that 24S-hydroxycholesterol
in neurons has a greater effect on SREBPs 1a and 2 than 1c. This can be
reconciled with the fact that SREBP-1c regulates enzymes involved in fatty acid
synthesis, and that one way of removing excess free sterol is by ester formation
with fatty acids. A second pathway for removal of excess sterol is via transport
involving apoE.

3.6 Future Prospective

In this chapter we have highlighted the presence of neurosteroids and neuro-
sterols in brain. Many of these compounds are present at very low levels (ng/g
to mg/g), and it is only in the last decade that suitable analytical techniques
have become available for the reliable measurement of these compounds
when present at low abundance. The challenge is now to identify and quantify
neurosteroid/sterols in distinct brain regions and to investigate how their
levels change with age or stress, for example, or in neurodegenerative disease.
It is likely that novel neurosteroid/sterols are still to be identified, and the
biological effects of these and many already known neurosteroid/sterols must
be investigated. While many of the enzymes responsible for steroidogenesis
have been identified in brain at the mRNA level, the abundance and location
of the expressed proteins has yet to be explored. While brain proteome pro-
jects will go some way to identifying these enzymes on the protein level, the
challenge of investigating the levels of these proteins in different brain regions
and under different physiological states will entertain experimentalists for some
time yet.
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Appendix Sterol, steroid and bile acid molecular frame work. Cholesterol, 3b-
hydroxycholest-5-en-27-oic acid and cholic acid are drawn with accompanying
stereochemistry. Some confusion can arise concerning the nomenclature used
to describe 27-hydroxycholesterol, which was previously denoted as 26-hydro-
xycholesterol. According to rules of priority of numbering the correct descrip-
tion is of 27-hydroxycholesterol is 25R,26-hydroxycholesterol; however, as the
medical community uses the name 27-hydroxycholesterol, we will use this name
in this chapter.
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CHAPTER 4

Phospholipid Profiling
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4.1 General Overview of Lipidomic Characterisation

of Membrane Function

The lipid components of cell membranes are critically important for a wide
range of cell functions. These functions range from maintaining the structural
integrities of the cell and intracellular organelles, through providing an opti-
mal physicochemical environment for the actions of a host of integral and
peripheral membrane proteins, to being intimately involved in many of the
critical signalling processes that regulate the cell’s response to its environment.
It is important to recognise that, with a few notable exceptions, it is the pattern
of membrane lipid composition that determines these functions rather than
any individual component. Moreover, acquiring a comprehensive understand-
ing of how cells regulate their membrane compositions and functions requires
detailed analysis in terms of intact individual molecular species, the biolo-
gically relevant molecules, rather than simple analysis of fatty acid composi-
tions. The advent of modern mass spectrometry applications has revolutionised
our ability to characterise and quantify such individual lipid species and it is
now possible to provide comprehensive phospholipid profiles of very small
numbers of cells.

Phospholipids are the major class of cell membrane lipid, together with
sterols and glycolipids. They are amphipathic molecules with hydrophobic and
hydrophilic regions and it is this amphipathic nature, which enables phospho-
lipid molecules to assemble into bilayer and hexagonal membrane structures,
which are critically important for the functional viability of all eukaryote cells.
Cellular membranes separate the intracellular milieu from the extracellular
environment and facilitate the formation of specialised intracellular organelles.
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For many years, phospholipids were considered to be important but relatively
inert structural components of the cell. More recently, the central role of
membrane phospholipid composition and turnover in the regulation of a wide
range of cellular functions has become widely recognised. For instance, all
membrane receptor events take place within a phospholipid-rich environment,
and it is therefore not surprising that cells have adopted hydrolysis of mem-
brane phospholipids as a major signalling mechanism.

4.2 Phospholipid Structures

There are two major classes of phospholipid, depending on whether they
contain a glycerol or sphingosyl backbone. Glycerophospholipids are based
on phosphatidic acid (3-sn-phosphatidic acid), with the identity of the esterified
group X defining the class of phospholipid (Figure 4.1). The most common
headgroups are the nitrogenous bases choline and ethanolamine, the amino
acid serine and the polyalcohols myo-inositol and glycerol. Within each of these
phospholipid classes there is a distribution of individual molecular species,
defined by the combination of esterified fatty acids attached to the glycerol.
Generally, membrane glycerophospholipids tend to have palmitoyl (16:0) or
stearoyl (18:0) at their sn-1 position and unsaturated fatty acids esterified at
sn-2. This relatively restricted distribution reduces the overall complexity
of phospholipid composition to some extent but, given that there are more
than 10 different phospholipid classes each of which can contain combina-
tions of 20 or more fatty acids, there are still potentially up to 1000
different phospholipids that can be identified in any given cell type. Sphingo-
phospholipids contain sphingosine (trans-D-erythro-1,3-dihyroxy-2-amino-4-
octadecene). Sphingomyelin is the most abundant sphingophospholipid class,
and is the phosphorylcholine ester of N-acylsphingosine, otherwise called
ceramide. Sphingophospholipids are important components of all cell mem-
branes and are structurally and metabolically closely related to glycosphingo-
lipids such glycosylceramides, gangliosides and cerebrosides. They contain
principally saturated and monounsaturated fatty acids, with a simpler overall
composition than glycerophospholipids.

Phospholipid molecular species compositions are maintained within rela-
tively narrow ranges in vivo and are cell type specific. For instance, membrane
lipid compositions of hepatocytes, lung epithelial cell and neurons are distinct
and different from each other and cells expend a considerable amount of energy
preserving their characteristic membrane compositions. While alterations to
membrane lipid compositions have been linked to a wide range of diseases,
including atherosclerosis, the metabolic syndrome, allergy, respiratory failure,
neurological conditions and various cancers, the extent of such changes in vivo
in response to diet or disease or during development are usually relatively
subtle.
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4.3 Electrospray Ionisation Mass Spectrometry of

Phospholipids

Electrospray ionisation mass spectrometry (ESI-MS) has over recent years become
established as the method for determining patterns of individual molecular species
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Figure 4.1 The class of phospholipid is defined by the nature of the nitrogenous base
or polyol esterified to the phosphate group (X). The species distribution
within any phospholipid class is determined by the fatty acyl substitutes at
the sn-2 positions of the glycerol backbone. The dipalmitoyl shown here
would be designated PC16:0/16:0 if X was choline. If arachidonic acid was
esterified at sn-2, the molecule would be designated PC16:0/20:4. In the
diacyl species shown above, fatty acids are attached by ester linkages. For
sn-1-alkyl-2-acyl species, the sn-1 fatty acid is attached by an ether bond.
For sn-1-alkenyl-2-acyl species, the sn-1 fatty acid is attached by a vinyl
ether linkage.
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of cell membrane lipids.1,2 Compared with alternative techniques such as gas
chromatography–mass spectrometry (GC-MS) and high-performance liquid
chromatography (HPLC), ESI-MS offers an unrivalled combination of sensitivity,
resolution and sample throughput. In addition to quantifying membrane lipid
compositions, ESI-MS in combination with incorporations of lipid precursors
labelled with stable isotopes permit detailed analysis of membrane lipid synthesis
and dynamics both in cultured cells3,4 and in vivo.5 Finally, it is the most
appropriate experimental approach to determine endogenous intracellular signal-
ling lipids such as polyphosphoinositides, diacylglycerols, lysophospholipids,
ceramides, sphingosine-1-phosphate and eicosanoids.

In principle, ESI-MS just adds or subtracts a proton from intact molecules
and then resolves the resulting ions on the basis of their mass:charge (m/z) ratio.
The majority of lipids are singly charged, so m/z is generally equivalent to
molecular mass. Single quadrupole analysis, which just scans for m/z, will detect
some lipids that prefer to be positively charged such as PtdCho, sphingomyelin,
triacylglycerides (TAG) and diacylglycerides (DAG) and others that are prefer-
entially negatively ionised such as PtdIns, PtdSer and other acidic phospholipids.
Greater structural information can be provided by tandem mass spectrometry
(MS/MS) using a triple quadrupole mass spectrometer. This instrument design
has two identical mass analysers (MS1 and MS2) separated within the instru-
ment by a collision cell. Ions selected at MS1 are partially broken down in the
collision cell using argon gas and then the generated fragments resolved byMS2.
A PtdCho molecule with mass 786.7 could be either stearoyl-linoleoyl (18:0/18:2)
or dioleoyl (18:1/18:1), which have the same numbers of carbon atoms and
double bonds. MS/MS fragmentation of this single ion under appropriate
negative ionisation conditions will generate fatty acid fragment ions, which will
give an unambiguous structural assignment (Figure 4.2).

MS/MS can also provide selective scans for whole classes of lipid. For
instance, all PtdCho molecules in positive ionisation fragment to give a phospho-
rylcholine product ion of m/z 184. A precursor ion scan of m/z 184 which
looks for ions at MS1 that fragment to give ions with m/z 184 at MS2 will
generate a spectrum of PtdCho, irrespective of any other components in the
sample. Similar diagnostic scans are established for all the other major classes of
phospholipid and neutral lipid. Finally, these diagnostic scans enable rates of
synthesis of individual molecular species of different lipids to be quantified using
precursors labelled with stable isotopes. For instance, when cells are incubated
with choline containing 9 deuterium atoms (methylD9-choline) a proportion of
PtdCho will by synthesised 9 mass units higher than the endogenous material.
Consequently, just as a precursor scan of m/z 184 generates a spectrum of
endogenous PtdCho, newly synthesised PtdCho will be detected by a precursor
scan of m/z 193 (Figure 4.3). Analogous methods are established for quantifying
synthetic rates of all the major phospholipid classes. Apart from their sensitivity
and detail of information provided, one major advantage of these methods is
they can be readily used in vivo as no radioactivity is involved.

One major drawback of this experimental approach for MS analysis of lipid
composition and synthesis is that precursor or neutral loss scans can only
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provide information in terms of total numbers of fatty acyl carbons and
unsaturated double bonds in a given phospholipid molecule. Confirmation of
molecular species identities by product ion scanning using a triple quadrupole
instrument then requires separate scans to characterise each parent ion. How-
ever, the use of hybrid quadrupole–time of flight (QToF) mass spectrometers
enables this limitation to be circumvented by multiple precursor scanning.6 In
this mode, individual masses are selected sequentially in the quadrupole, and
fragments generated in the collision cell are then resolved by ToF analysis. This
analytical approach in effect generates a two-dimensional map, providing
information about the composition and positional specificity of all the fatty
acyl moieties of all the phospholipids in a lipid extract of cells. Limitations of
the approach are the long scan times required, from 20 to 50 minutes depending
on the mass ranges selected, and the essentially qualitative nature of the
compositional data generated. Nevertheless, a combination of triple quadru-
pole and QToF MS/MS analyses can provide precise detail of phospholipid
composition and concentration.

4.4 Phospholipid Metabolism

Membrane homeostasis acts to maintain the physicochemical properties of the
membrane within the range compatible with cell viability. Providing membrane
fluidising components, such as polyunsaturated fatty acids, to a cell in culture is
always accompanied by compensating changes to concentrations of more rigid
components such as disaturated phospholipid and cholesterol. There is some
evidence for such mechanisms in vivo, but the potential for more extensive
alterations are limited due to the regulation of cellular lipid nutrition by hepatic
metabolism. Hydrophobic lipid nutrients are supplied to extra-hepatic tissues
as components of lipoproteins or bound to protein carriers, principally albu-
min, and the specificity of this process is determined by the properties of lipid
synthesis and section by the hepatocyte. Consequently, for any individual cell
type, membrane lipid compositions will be the result of interactions between
cellular nutrition, cell architecture and gene expression, and conversely mem-
brane lipid composition is a potential major modifier of gene expression.
Within any body compartment with a common nutritional supply, such as
the circulation, phenotypic differences determine, for instance, that endothelial
cells, lymphocytes, neutrophils and erythrocytes maintain membrane lipid
compositions that are unique to that cell type. Additionally, lipid molecular
compositions of different phospholipid classes and different sub-cellular
membranes are characteristic of, and tightly regulated by, each individual cell
type. For instance, PtdCho and PtdIns molecular species compositions are
always very different; similarly, lipid compositions of the plasma membrane,
endoplasmic reticulum and nuclear envelope are very distinct. While most of
the enzymes and transport proteins of cellular lipid metabolism have been
identified, purified and cloned, virtually nothing is understood about how their
activities interact to coordinate the regulation of these cell-specific membrane
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lipid compositions. With a few notable exceptions, the molecular bases whereby
cells sense their membrane compositions are not clear, but are critically
important to ensure that precisely the correct amounts of each individual lipid
are synthesised to form new membrane when a cell divides and to maintain the
appropriate balance of different lipid contents within the membrane.

All these factors impact on the experimental design of phospholipid profile
studies of the roles of membrane lipids in health and disease. A number of
factors must be considered.

� Restricted analysis of one individual membrane lipid species in isolation,
however theoretically important, is not only inappropriate but is also
statistically invalid. As contributions of all individual components
to overall membrane structure and function are inter-dependent, com-
prehensive, integrated data-driven strategies are the only practical
approaches in this field of research.

� The extent of disease or diet-related alterations to membrane lipid
compositions and function will be relatively modest in vivo, with the
clear implication that information must be provided in terms of pattern
recognition and network analysis.

� For any model cell culture system to be valid, both basal membrane lipid
composition and the extent of any altered composition in vitro must be
maintained within physiologically relevant boundaries. For instance,
mammalian cells in vivo maintain PtdIns compositions that are uniquely
enriched in the single stearoyl arachidonoyl (PI18:0/20:4) molecular
species. PI18:0/20:4 is in turn the precursor of PI-4,5,-bisphosphate
(PIP218:0/20:4), the substrate for the phospholipase C (PLC)-mediated
generation of the specific DAG (DAG18:0/20:4) pool responsible for
activation of protein kinase C (PKC) isoforms. Cells lose PtdIns and PIP2

molecular specificities in culture; the composition of the DAG signalling
pool can then be readily modified by for example providing exogenous
docosahexaenoate (DHA), but such changes will not necessarily be
physiologically or pathologically relevant.

� Detailed sub-cellular phospholipid analysis and the use of specific pathway
inhibitors will be essential to distinguish, for instance, signalling DAG
species from the bulk of cell DAG associated with phospholipid synthesis.

� Modulation of individual cell membrane lipids must be considered in the
context of whole body lipid metabolism. This must include analyses of
composition, synthesis and turnover of the lipid components of the
different families of plasma lipoproteins.

4.5 Phospholipids of Lung Surfactant

ESI-MS phospholipid profiling has been applied to a wide range of cell types,
experimental conditions and different organisms. This chapter will concentrate
instead on the application of ESI-MS methodologies to the characterisation of
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lung surfactant phospholipids in health, disease and development, across
animal species, partly because this is the best described model and also because
ESI-MS has fundamentally altered concepts of the mechanisms underlying
surfactant function.

4.5.1 Lung Structure and Surfactant Function

The mammalian lung is constructed of a series of bifurcating airways starting
with the trachea (windpipe) and ending some 16 divisions later in the terminal
airways. These terminal airways then lead into the gas exchange sacs (alveoli)
which consist of a thin epithelial layer separating the air spaces from the blood
capillary bed. There are some 4.8 � 108 alveoli in the adult human lung with a
typical diameter on 200 mm (Figure 4.4).7 Their consequent large surface
area:volume ratio facilitates the high demand for oxygen uptake by the lungs,
but at a cost of dealing with surface tension forces. The Laplace equation
(P¼ surface tension/radius) shows that collapsing pressure is inversely propor-
tional to radius at constant surface tension. If the lungs were lined simply with
saline at a surface tension of 72 mN/m, it would be impossible to inflate the
alveoli and they would all collapse into larger vacuole structures. This is
precisely what happens when very preterm infants (o1500 g birth weight,
bornZ 10 weeks premature) are born with immature lungs and surfactant

type I alveolar 
epithelial cell

Bronchiole Alveolus

ciliated
epithelial 
cells

Clara
cells

capillary

efflux

macrophage

interstitial pressure

surface pressure

type II alveolar epithelial cell

Figure 4.4 Schematic representation of the architecture of the peripheral lung.
Pulmonary surfactant is synthesised and secreted by the type II cell of
the alveolus, the gas exchange region of the lungs. The high surface
pressure generated by surfactant at the air:liquid interface prevents alve-
olar collapse and infiltration of fluid into the air spaces.
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deficiency, leading to respiratory failure requiring mechanical ventilation at
high inspired oxygen concentrations and often associated with severe morbidity
and mortality.

Lung surfactant is the phospholipid-rich material secreted by the type II
epithelial cell of the lung alveolus that opposes surface tension forces within the
lungs, prevents alveolar and terminal airway collapse when breathing out and
reduces the work of breathing. PtdCho is the major component of lung
surfactant, followed by phosphatidylglycerol (PtdGro), PtdIns, cholesterol
and a number of surfactant-specific proteins (surfactant proteins A, B, C and
D). The major PtdCho component of human lung surfactant is dipalmitoyl
PtdCho (PC16:0/16:0), comprising between 45 and 55% to total PtdCho.8,9

The importance of PC16:0/16:0 for function of lung surfactant was recognised
almost 60 years ago10 and has become arguably the best defined physiological
role for any individual molecular species of phospholipid.

As a consequence of this early recognition of the important functional role of
PC16:0/16:0, there has been relatively little research of interest in the other
individual phospholipid molecular species of surfactant. When PC16:0/16:0
was spread on a Langmuir trough, it was capable of generating very high
surface pressures on area compression and mimicked many of the surface
properties of surfactant. The development of simple robust techniques to
quantify disaturated PtdCho (DSPC) as the residue after the oxidative destruc-
tion of unsaturated species11 led to the general identification of DSPC as
PC16:0/16:0 and consequently little attention was paid in clinical studies to the
precise identities of the other phospholipid species. This concentration on the
central importance of PC16:0/16:0 in surfactant function has been reinforced
by more recent observations that an effective exogenous surfactant can be
constructed from this single PtdCho species together with acidic phospholipids
and hydrophilic surfactant peptides.12

The advent of ESI-MS lipidomic methodologies in recent years has enabled
surfactant phospholipid compositions and metabolism to be probed in much
greater detail, and has completely changed our understanding of how phos-
pholipid-based surface films withstand the high surface pressures generated
within the lung alveoli. Traditional theory held that, as the gel:liquid crystal
transition temperature of PC16:0/16:0 was 41.5 1C, it would be in a rigid, solid
state at body temperature (37.5 1C).13,14 This rigid molecular layer was then
thought to withstand lateral compression and in effect to splint open the alveoli
on expiration. A number of anomalies with this theory have been apparent for
some time. In many circumstances, alveolar collapse is part of normal phys-
iology, perhaps most apparent in diving mammals which have to completely
collapse their entire lungs when swimming at any depth. Additionally, surface
films of monounsaturated PtdCho species can under appropriate compression
conditions generate meta-stable monolayers with surface tension properties
comparable to native surfactant.15 Finally, further enrichment of commercially
available artificial surfactant preparations with more PC16:0/16:0 resulted in
inferior surface tension lowering properties at dynamic compression rates
comparable to breathing rates in people.16
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4.5.2 ESI/MS Analysis of Lung Surfactant Phospholipid

Typical ESI scans of a total lipid extract of surfactant purified from human
amniotic fluid are shown in Figure 4.5, illustrating the preference for detecting
PtdCho under positive and PtdGro and PtdIns under negative ionisation. The
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Figure 4.5 ESI-MS of human lung surfactant phospholipids. (a) Positive ionisation
preferentially detects PtdCho species, while (b) the acidic phospholipids
PtdIns and PtdGro are readily quantified under negative ionisation
conditions.
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ESI1 spectrum contains not only the molecular ion peak (e.g. PC16:0/16:0
at m/z 734) but also a variable formation of sodium adducts at [M+22]1 (e.g.
m/z 756). The diagnostic precursor scan of m/z 184 only detects the molecular
ion and is more straightforward to interpret. There is little comparable adduct
formation of the acidic phospholipids in the ESI– spectrum and this can be used
for quantification, with confirmation of identities by precursor scans of m/z 153
(glycerophosphate) and m/z 241 (inositol phosphate – H2O).

4.5.2.1 Surfactant Phospholipid and Lung Disease

ESI-MS analysis of phospholipids has been applied to a variety of human lung
diseases, including asthma, cystic fibrosis (CF), viral infections and acute
respiratory distress syndrome (ARDS). As with many biological systems, lung
surfactant is not a homogenous substance. Previous analyses of phospholipid
fatty acid compositions of bronchoalveolar lavage fluid (BALF) obtained from
cystic fibrosis patients by bronchoscopy for instance have shown decreased
palmitate and increased arachidonate, but the relative contributions of surfact-
ant and other sources of phospholipid were not determined. The additional
sensitivity provided by ESI-MS has allowed these processes to be examined in
more detail and one common theme to emerge from these studies is that the
altered patterns of the different phospholipid classes can be related to the
underlying pathology of the disease.

ESI/MS phospholipid analyses of human lung surfactant, plasma and
inflammatory leucocytes (neutrophils) are shown in Figure 4.6. Inspection of
the precursor scans of 184 shows that PC16:0/16:0 (m/z 734) is only a minor
component of plasma and neutrophil PtdCho, which have respectively PC16:0/
18:2 (m/z 758) and PC16:0/18:1 (m/z 760) as their principal components.
Asthma is characterised by a substantial exudation of plasma components into
the airways and it is clear from Figure 4.7a that this is reflected by an increased
component of plasma phospholipid (PC16:0/18:2) recovered in the lungs.8,17

CF18 and ARDS by contrast are inflammatory diseases characterised by
massive recruitment and activation of neutrophils in the lung air spaces. The
corresponding BALF phospholipid changes involve increased PC16:0/18:1 and
other PtdCho species characteristic of cell membranes rather than the increased
PC16:0/18:2 seen in asthma (Figure 4.7b). These two examples demonstrate
that the changes observed in asthma derive from altered endothelial and
epithelial cell permeability, while those in CF and ARDS result from necrosis
and membrane shedding from activated inflammatory cells within the lungs.

We addressed the question of whether the disease process altered surfactant-
specific phospholipid compositions by subjecting BALF fluid from patients
with ARDS to differential centrifugation on discontinuous sucrose gradients,
which floated the less dense surfactant components away from the denser
membrane fragments. ARDS is a condition of severe respiratory failure, often
due to endotoxic shock, pneumonia or near drowning, and the phospholipid
profile of BALF from such patients was dramatically altered compared with
healthy controls (Figure 4.7b). The PtdCho composition of membrane
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fragments recovered from the bottom fraction of the sucrose gradient resem-
bled that of total BALF, while the surfactant fraction was substantially
enriched in PC16:0/16:0 and other species characteristic of surfactant. This
result showed clearly both that there was negligible PtdCho exchange between
surfactant and membrane material and that most probably even this severe
respiratory disease did not substantially alter the molecular specificity of
surfactant PtdCho synthesis. Instead, the almost total absence of PtdGro
and PtdIns in both BALF and purified surfactant strongly suggests enhanced
degradation of surfactant phospholipid in ARDS, probably by the increased
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activity of phospholipase A2 reported in BALF from patients with this
condition.

4.5.2.2 Comparative Physiology and Developmental Aspects
of Lung Surfactant Phospholipid

Despite the central role of PC16:0/16:0 in human lung surfactant, ESI-MS
analysis of a large range of different animal species, with vastly differing body
weights, respiratory rates and metabolic rates, has clearly shown that such a
high content of PC16:0/16:0 is not essential to generate a functional surfact-
ant.19 Indeed, for the marsupial Tasmanian devil, PC16:0/16:0 comprises less
than 2% of total surfactant PtdCho which instead is enriched in monounsatu-
rated alkyl acyl plasmanyl species (Figure 4.8a). Comparable, if somewhat less
extreme, compositional divergence is shown for surfactant from other animals
(Figure 4.8b) but, even for animals with low lung surfactant PC16:0/16:0, the
composition of the remaining PtdCho was far from random. Instead, such
surfactants contain high concentrations of short-chain disaturated and mono-
unsaturated PtdCho species, principally palmitoyl myristoyl PtdCho (PC16:0/
14:0) and palmitoyl palmitoleoyl PtdCho (PC16:0/16:1). Indeed, for a wide
range of animal lung surfactants the concentration of PC16:0/16:0 correlated
inversely with the sum of PC16:0/14:0 and PC16:0/16:1 and not at all with the
sum of longer chain species such as PC16:0/18:1 or PC18:0/18:1.

Many animals undergo periods of hibernation or torpor, for periods lasting
from hours to many months, which are generally characterised by decreased
body temperature and respiratory rate. Given the generally accepted link
between phospholipid transition temperature and body temperature as a central
contributor to optimal surfactant function, we were interested to see how
surfactant composition, structure and function adapted to torpor. We addressed
the intriguing possibility that the molecular species composition of surfactant
phospholipid might vary with body temperature to maintain a constant phase
structure. However, studies with the fat-tailed dunnart, a small marsupial from
Western Australia, clearly showed that this was not the case. With environmental
temperature fluctuating over a 50 1C range from day to night, the dunnart
responds to this stress by entering torpor for short periods and lowers its body
temperature from 37.5 1C to less than 20 1C. Decreased body temperature is
accompanied by increases to both lung surfactant concentration and cholesterol
content20,21 but not by any alteration to the molecular species compositions of
PtdCho, PtdGro or PtdIns.19 Instead, the dunnart maintains a lung surfactant
based on PC16:0/16:1 that exhibits superior surface tension lowering properties
at 23 1C but still works adequately at 37.5 1C.20 This adaptation makes sense
energetically, with modulation of the cholesterol content removing the need for
extensive remodelling of surfactant phospholipids during torpor.

The progressive increase to lung surfactant concentration and phospholipid
saturation during fetal and postnatal human development is very well docu-
mented and has been widely employed as a diagnostic test for fetal lung
maturity.22 However, the largest fractional increment to disaturated PtdCho
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Figure 4.8 Dipalmitoyl PtdCho is not the major component of lung surfactant for all
animal species. (a) Comparison of human lung surfactant with that of the
marsupial Tasmanian Devil, which is comprised predominantly of mon-
unsaturated plasmanyl PtdCho species. (b) The high variability of lung
surfactant PtdCho composition across a wide range of animals, highlight-
ing that composition must be closely tailored for specific lung mechanics
for each animal species.
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between 15 weeks gestation and birth at 40 weeks, measured both in tissue23

and lung fluid,24 was to PC16:0/14:0 rather than to PC16:0/16:0. Subsequent
analysis by ESI-MS showed a dramatic modulation to rat surfactant PtdCho
composition between 7 and 14 days after birth, with decreased PC16:0/16:0 and
corresponding increased PC16:0/14:0 concentration.25 These adaptations were
related to alveolar formation, which is predominately postnatal in the rat, with
the suggestion that the phospholipid with shorter acyl groups would facilitate
formation of membrane structures with tighter radii of curvature. An alterna-
tive explanation comes from the strong inverse correlation between PC16:0/
16:0 and respiratory rate over a wide range of animal species, from people (100
breaths/min) to the pygmy shrew (900 breaths/min).24 Very rapid breathing
with proportionally low tidal volumes would require a surfactant that can
spread and adsorb very rapidly to the air:liquid interface, and indeed recon-
stituted surfactant based on a combination of PC16:0/14:0 and PC16:0/16:1
achieved low surface tension values in fewer compression cycles than one based
predominantly on PC16:0/16:0.26

Finally, exactly the same short-chain PtdCho species are packaged and secreted
by fetal human lung epithelial cells that have been hormonally differentiated in
culture to the type II cell phenotype.26 These cells undergo in a few days the
normal maturation process that takes many months in utero and express many of
the proteins characteristic of mature differentiated type II alveolar epithelial
cells.27 The PtdCho composition in these cells, but not that of cultured fibroblasts
from the same lungs, is enriched with the same distribution of short-chain
molecular species also observed in the developing rat in fast-breathing animals,
namely PC16:0/14:0 and PC16:0/16:1 in addition to PC16:0/16:0. Moreover, the
composition of PtdCho secreted from these differentiated epithelial cells was
further enriched in PC16:0/14:0 and PC16:0/16:1 but not in PC16:0/16:0.26

4.6 Conclusions

The analysis of surfactant phospholipid summarised above is just one example
of how the increased lipid compositional detail provided by ESI-MS has
significantly altered concepts of basic science that have considerable clinical
implications. Comparable studies have shown pathology-related changes to
phospholipid molecular species compositions in, for example, Alzheimer’s
disease, diabetes and a range of cancers. There is now considerable interest
in the potential for ESI-MS of lipids to provide novel biomarkers of disease.
A major challenge for the future application of ESI-MS to phospholipid
profiling will be to extend the experimental approach to be able to relate such
compositional changes to mechanisms of disease.
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5.1 Introduction

Metabolomics is a newly emerging research field that is rapidly growing,
following the tremendous progress and similar growth profiles of genomics
and proteomics. Since lipids are a major part of the products of cellular
metabolism in many cell types, then it follows that lipidomics (defined as the
large-scale study of lipids) is a central part of the metabolomics profiles of
biological cells and organisms. Accordingly, lipidomics plays a key role in
metabolomics research.1,2 Through the complexity and the unique metabolic
signature of the lipidome in metabolomics, many modern technologies (includ-
ing mass spectrometry, NMR, fluorescence spectroscopy, and microfluidic
devices) have been developed to identify, quantify, and understand the struc-
ture and function of key metabolic nodes in the lipidome.3,4

It is commonly implied that the lipidome can be distinguished on one level
through the fact that the large majority of its components are extractable with
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organic solvents. Thus, sample preparation can be simplified by taking advan-
tage of certain physical properties (e.g., volatility, phase separation) of suitable
and selected organic solvents sometimes used in tandem or in sequence.
Although this simplifies isolation, it is well known that lipids form aggregates
in organic solvents and thus while solutions can appear clear and extraction can
be nearly quantitative, great care must be placed in working with a given
analytic technique in the appropriate concentration regime to avoid artifacts
resulting from lipid aggregation. This problem can become challenging and
sometime even a difficult issue for the analysis of different classes and individual
molecular species of lipids as their tendency is to aggregate. The analytical
results can be greatly affected by changes in analyte mass content or even
solvent composition. For example, lipids form aggregates in a manner depend-
ing on the physical properties (e.g., head group polarity, aliphatic chain length,
and double bond numbers) of each individual lipid molecular species as well as
the concentration and solvent employed during a study. Therefore, extremely
careful sample preparation and great attention to the selected conditions for
lipid analysis are required and are of much greater concern than those for most
other metabolites.

Cellular lipidomes are highly complex. It has been estimated that cellular
lipidomes contain thousands to tens of thousands of individual molecular
species of lipids at the level of attomole to nanomole concentration of lipids per
mg of protein.5 These individual molecular species belong to the very different
lipid classes and subclasses, and are comprised of different lengths, degrees of
unsaturation, different locations of double bonds, and potential branching in
aliphatic chains. Moreover, multiple other factors make the study of this
already complex and diverse system even more difficult. These include the facts
that, among other factors: (1) cellular lipid molecular species and composition
are quite different amongst different species, cell types, cellular organelles,
membranes and membrane microdomains (e.g., caveola and/or rafts); and (2)
the cellular lipidome is dynamic, depending on nutritional conditions, hormo-
nal influences, health status, exercise levels, and many other factors.

In recent times, the importance of individual constituents in a cellular
lipidome in biological functions has become clearer. This is due to the previ-
ously known essential role of lipid second messengers of signal transduction,
the identification of new signaling molecules, and the important roles that lipids
play in facilitating the assembly of signaling constituents, modulating their
interactions, and contributing to the regulation of the downstream flow of
biological information. In addition, most recently the role of lipids in many
epidemic diseases (e.g., obesity, atherosclerosis, stroke, hypertension, and
diabetes, which now are collectively referred to as the ‘‘metabolic syndrome’’)6

has been recognized and substantial attention is being given to the role of lipids
and lipid metabolism in energy supply and demand. During the studies,
investigators have clearly recognized that the metabolism of individual lipid
molecular species or individual lipid classes is interwoven. To conduct research
on lipid metabolism only from an isolated system or only being focused on one
molecular species or one lipid class has substantial limitation. The metabolism
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of the entire lipidome of the organelle, the cell type, the organ, the system, or
the species should be investigated in a systems biology approach.7,8 Therefore,
the need for such a comprehensive approach for studies of lipid metabolism
greatly catalyzes the emerging of lipidomics and accelerates its development.

Among the development of lipidomics, mass spectrometric techniques play a
leading role in lipid characterization, identification, and quantitation (see refs 1
and 7–13 for recent reviews). Particularly, electrospray ionization MS (ESI/MS)
is the most prominent and has enjoyed the most success. The advantages of
ESI/MS are multiple.

� First, its ion source could act as a separation device to selectively ionize a
certain category of lipid molecular species based on the electrical pro-
pensity of lipid classes. Thus, it is feasible to analyze different lipid classes
and individual molecular species with high efficiency without prior
chromatographic separation.

� Second, the ionization efficiency of ESI/MS for lipid analysis is incom-
parably higher in comparison to other traditional mass spectrometric
approaches. A detection limitation at a concentration of low fmol/mL
and even at amol/mL is frequently achievable and is still improving as the
instruments become more and more sensitive.

� Third, ionization efficiency or instrument response factor of individual
molecular species in a polar lipid class is essentially identical within
experimental error after 13C deisotoping when the experiment is per-
formed in a low lipid concentration region. This is largely due to the
minimal source fragmentation and the selective ionization depending on
the electrical property largely possessed by the polar head group. There-
fore, it is feasible to quantitate individual molecular species of a polar
lipid class through direct ratiometric comparison with a selected internal
standard or through the peak area measurement from the reconstructed
total ion current chromatograph in comparison to a minimal set of
external calibration curves.

� Fourth, a nearly linear relationship between an ion peak intensity (or
area) of a polar lipid molecular species and the concentration of the
compound is present over a wide dynamic range in the low concentration
region. For lipids without large dipoles, correction factors or calibration
curves for each individual molecular species have to be pre-determined.

� Finally, the reproducibility of a quantitative analysis from an identical
sample preparation is excellent (o5% of experimental error). Thus, it is
evident that ESI/MS-based lipid analysis has become an essential tool for
measuring cellular lipidomes during cellular perturbations and disease
states (see refs 1, 7–9, 12, 14 and 15 for recent reviews).

Three main ESI/MS-based approaches have been independently developed in
lipidomics, each of which possesses different advantages and some limitations –
which have been extensively discussed previously.12 Therefore, further devel-
opments for each of the approaches are necessary as more and more advanced
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mass spectrometers are yearly evolving. These approaches are the HPLC-
coupled ESI/MS method, tandem mass spectrometry-based techniques, and
multi-dimensional MS and array analysis-based technology after ion-source
separation. Both of the latter approaches are developed after direct infusion
and potentially both can be used as global analyses of individual lipid molec-
ular species directly from a lipid extract of a biological sample without pre-
chromatographic separation. Therefore, both of the approaches have now been
termed as ‘‘shotgun lipidomics’’. In this article, we will discuss only the most
recent developments and applications of shotgun lipidomics, which exploit the
synergy between the proximal separation of lipid classes in the ion source and
subsequent multi-dimensional mass spectrometry. Shotgun lipidomics is still a
growing technology with many improvements anticipated in multiple aspects of
this field. The applications of this technology have already been used to identify
individual gene functions and provide new insights into the biological mech-
anisms of multiple disease states. Collectively, further developments of these
approaches in lipidomics will lead us to a new level of understanding in lipid-
related diseases through a systems biology analysis of disease-related altera-
tions in the lipidome.

5.2 The Principles of Multi-dimensional Mass

Spectrometry Based Shotgun Lipidomics

Development of the multi-dimensional MS-based shotgun lipidomics approach
was initiated at a very early stage when ESI/MS was employed for lipid
analysis.16,17 The penetration into low abundance regime with quantitation
of extremely low abundance species was dramatically improved through the
development of two-dimensional MS18,19 and has now been developed into a
mature technology in lipidomics15 and further improvements in some aspects of
this technology are anticipated to improve both the penetrance and accuracy
still further. This technology includes multiple simple steps suitable for robotic
implementation, including multiplexed extractions, intrasource separation and
selective ionization, identification of individual lipid molecular species using
multi-dimensional MS and array analyses, quantitation of the identified lipid
molecular species using a two-step procedure in conjunction with bioinforma-
tics, and data processing.

5.2.1 Multiplexed Extractions

The first key step in this shotgun lipidomics approach is the multiplexed
extractions. This step is vital for mass spectrometric analysis and careful
attention to sample preparation is a prerequisite for success. In our experience,
the lipids of each biological sample (commonly containing 50 to 500 mg of
protein mass content from the cell, tissue, or membrane samples, or a small
volume of biological fluid) can be extracted by a modified Bligh and Dyer
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procedure or other extraction methods (e.g., Folch procedure) under acidic,
basic, and/or neutral conditions depending on the lipids of interest to be
analyzed, as previously discussed.12 The pre-selected internal standards (at
least one internal standard for each lipid class) are added to the extraction
mixture prior to the conduction of extraction. Selection of an internal standard
for a lipid class has been discussed in detail.12 The lipid extract should be
further properly diluted to a concentration of less than 100 pmol/mL of total
lipids in chloroform/methanol (1:1, v/v) or other concentration depending on
the solvents and analytical method employed to warrant the availability of a
linear dynamic range prior to direct infusion of the diluted lipid solution to an
ESI ion source.

It should be noted that we typically use quite a large volume of chloroform
and repeat at least twice (i.e., 2 mL� 2) to extract the small amount of lipids
(less than 1 mg of total lipids from the aforementioned biological samples)
during the sample preparation. Therefore, a good recovery is facilitated.
Moreover, differential recoveries of different lipid classes are eliminated by
addition of at least one internal standard for each individual lipid class prior to
the extraction. By these two measures, the differential recoveries of different
individual molecular species in a lipid class are minimized and typically
represent only a secondary factor and most often can be neglected after
assurance that they represent o3% errors.

5.2.2 Intrasource Separation

As is well known, an ESI ion source behaves like an electrophoretic cell which
could be utilized to selectively separate different charged moieties and generate
discrete class-selective ions under the influence of a high electrical potential
(typicallyB4 kV).20–22 On the other hand, although there are tens of thousands
of individual lipid molecular species present in the cellular lipidome, these
species naturally belong to a much smaller number of lipid classes. Different
lipid classes possess different electrical properties, largely depending on the
nature of the polar head groups, and they can be re-classified into three main
categories (i.e., anionic lipids, weak anionic lipids, and lipid classes that are
electrically neutral).1,12 Given the physical factors affecting the process of
selective ionization of analytes in the electrospray ion source and the different
electrical properties of each of the lipid classes, we recognized that electrospray
ion sources can be used to resolve lipid categories in a crude lipid extract into
different categories based on the intrinsic electrical properties of each lipid
category. Such a separation has now been referred to as intrasource separation
of lipids12,15,19 and is analogous to the use of an ion-exchange column to
separate individual lipid classes.23 However, in comparison to ion-exchange
chromatography, intrasource separation is rapid, direct, and reproducible and
avoids artifacts inherent in chromatography-based systems.24 A practical
strategy for separation of these categories of lipids based on their differential
intrinsic electrical properties has been discussed in detail1,12,15,19 and has been

138 Chapter 5



demonstrated through a model mixture of phospholipids that represent three
categories of lipids (Figure 5.1).25 Through this approach, a comprehensive
series of mass spectra can be obtained from a typical lipid extract of any
biological samples (e.g., mouse myocardium) (Figure 5.2).

5.2.3 Identification of Lipid Molecular Species by

Multi-dimensional Mass Spectrometry and Array

Analysis

We recognized that each ion peak in the mass spectra of lipid extracts of
biological samples potentially represents at least one and very often more than
one lipid molecular species, particularly in those mass spectra acquired by mass
spectrometers with a low mass resolution. At this stage, one could perform
product ion analyses of individual ion peaks to identify the molecular species

Figure 5.1 Intrasource separation of a model mixture of phospholipids comprising
15:0-15:0 and 22:6-22:6 GPGro (1pmol/mL each), 14:1-14:1 and 18:1-18:1
GPCho (10pmol/mL each), and 15:0-15:0 and 20:4-20:4 GPEtn (15 pmol/mL
each) molecular species in 1:1 CHCl3/MeOH. (A) and (C) show mass
spectra acquired in the negative-ion mode and (B) and (D) show mass
spectra acquired in the positive-ion mode in the absence ((A) and (B)) or the
presence ((C) and (D)) of LiOH. The horizontal bars indicate the ion peak
intensities after 13C de-isotoping and normalization of molecular species in
each class to the one with lower molecular weight.
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underneath each ion peak. However, we recognized that most of these biological
lipid species are linear combinations of aliphatic chains, backbones, and/or head
groups, each of which represents a building block of the molecular species under
consideration. For example, three moieties linked to the hydroxy groups of
glycerol can be recognized as three building blocks and if we can identify these
building blocks, then we are able to identify each individual glycerol-derived
lipid molecular species in a given sample.15 An analogous approach can also be
used to define other lipid classes (e.g., sphingomyelin in which the phosphocho-
line head group, the sphingoids (long-chain bases), and the fatty acyl amides
represent the three building blocks of each molecular species).15 Identification of
these building blocks can be accomplished by two other powerful tandem mass
spectrometric techniques (i.e., neutral loss scanning and precursor ion scanning)
by monitoring the specific loss of a neutral fragment or the yield of a fragmental
ion in the tandem MS modes. Therefore, all of these building blocks of lipid

Figure 5.2 Intrasource separation of a lipid extract of mouse myocardium. ESI mass
spectra were acquired: (A) in the negative-ion mode after dilution to a
total lipid concentration of B50 pmol/mL with 1:1 chloroform/methanol
(v/v); (B) in the negative-ion mode from the diluted lipid solution after
addition of 50 nmol LiOH/mg of protein; and (C) in the positive-ion mode
from the diluted lipid solution after addition of 50 nmol LiOH/mg of
protein. ‘‘IS’’ denotes internal standard; ‘‘CL’’ represents doubly charged
cardiolipin; ‘‘SM’’ is sphingomyelin; and ‘‘TG’’ stands for triacylglycerols.
All mass spectral traces are displayed after normalization to the base peak
in each individual spectrum.

140 Chapter 5



classes constitute an additional dimension to the molecular ions present in the
original mass spectrum termed the first dimension. The crossing peaks of a given
primary molecular ion in the first dimension are determined from the building
blocks in the second dimension and represent the fragments of this given
molecular ions under the conditions employed. Analysis of these crossing peaks
(i.e., the fragments) thereby determines the structure of the given molecular ion
as well as its isobaric constituents.15

This basic two-dimensional mass spectrum can be changed in intensities and
profiles by employing various instrumental conditions such as changes in
ionization conditions (e.g., source temperature and spray voltage) and in frag-
mentation conditions (e.g., collision gas pressure, collision energy, and collision
gas), among others.15 Therefore, besides the basic 2D mass spectral unit in
which the second dimension is constructed with specific lipid building blocks,
each series of ramped changes in instrumental condition facilitates the genera-
tion of an additional dimension and can potentially be used for lipid analyses.15

All these dimensions form a family of multi-dimensional mass spectrometry.

5.2.4 Quantitation of Lipid Molecular Species Using a

Two-step Procedure

After identification of each individual molecular ion of a lipid class, quanti-
tation in shotgun lipidomics is performed by a two-step procedure.15,26,27 First,
the abundant and non-overlapping molecular species of a class are quantified
by ratiometric comparisons with a pre-selected internal standard of the class
after 13C de-isotoping. Next, either all of the determined molecular species of
the class plus the pre-selected internal standard or some of the selected ones
of these determined species are used as standards to determine the mass content
of other low-abundance or overlapping molecular species using one or multiple
tandem mass traces (each of which represents a specific building block of the
class of interest) by 2D MS. Through use of this second step in the quantitation
process, the linear dynamic range of quantitation can be dramatically extended
by eliminating background noise and by filtering the overlapping molecular
species through a multi-dimensional approach.12 Of course, additional stand-
ards can be added if necessary, but in most cases the naturally occurring
distribution of acyl chain length and unsaturation is usually sufficient. It is
anticipated that successful applications of bioinformatics and machine learning
can correct the small differences in ionization efficiency and/or detector sensi-
tivity (typically less than 7%) in the next generation of applications of com-
putational lipidomics to the shotgun lipidomics approach.

5.2.5 Analysis in the Low Concentration Regime by Shotgun

Lipidomics

Unlike other analytes, lipids form aggregates as the lipid concentration
increases that depend on the chemical properties of each individual molecular
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species including the polarity of the head group, the length of aliphatic chains,
and the degree of unsaturation. Moreover, formation of lipid aggregation is
also dependent on the solvent employed. The higher the hydrophobicity of a
lipid molecular species and the more polar the solvent system employed, the
lower the concentration at which the lipids will aggregate. It is very difficult to
ionize the lipid at its aggregate state and most of the aggregated particles will
end up in waste. Thus, as the lipid concentration increases, the ionization
efficiency of lipid molecular species containing long and saturated fatty acyl
chains dramatically decreases as previously demonstrated.28 Therefore, it is
critical that the lipid concentration in shotgun lipidomics as well as other ESI/MS
techniques must be lower than that leading to aggregate formation. The upper
limit of the total lipid concentrations of a biological extract is approximately
100 pmol/mL in 2:1, 50 pmol/mL in 1:1, and 10 pmol/mL in 1:2 of chloroform/
methanol. In this low concentration region, ionization efficiency of different
individual molecular species from the identical class is essentially identical
(i.e., the commonly called ‘‘ion suppression’’ is minimal) as demonstrated
(Figure 5.3).

5.3 The Chemical Mechanisms Underlying

Intrasource Separation

Recently, we employed model mixtures of synthetic glycerophospholipids to
examine the factors underlying the intrasource separation and selective ioni-
zation of different lipid classes and identified the critical physical and/or
chemical interactions which influence the degree of these processes.25 The
model mixtures were comprised of three representative categories of phospho-
lipid classes with distinct electrical propensities, i.e., anionic lipids, weak
anionic lipids, and electrically neutral but zwitterionic lipids represented by
phosphatidylglycerol (GPGro), phosphatidylethanolamine (GPEtn), and
phosphatidylcholine (GPCho) molecular species, respectively (see Figure 5.1).
Two individual molecular species at equimolar concentrations from each of
these phospholipid classes were selected to represent the variations in chain
length and unsaturation typically found in biological phospholipids. It was
demonstrated that intrasource separation and selective ionization of phospho-
lipid classes was independent of the lipid concentration and the infusion flow
rate within a wide range of experimental conditions (Figure 5.4). The results
indicated that GPGro molecular species are selectively ionized relative to
GPEtn and GPCho molecular species in the negative-ion mode.

This augmentation in ionization selectivity is consistent with a donor–
acceptor model (e.g., conjugate acid–conjugate base model) in which GPGro
molecular species can generate their conjugate base by losing a proton (or a
small cation, e.g., Li1, Na1, etc.), whereas both GPCho and GPEtn molecular
species behave as a conjugate acid relative to GPGro to accept the proton (or
small cation). Although GPEtn and GPCho species (as well as other small ions
present in the media) in addition to anionic phospholipids are present in the
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Figure 5.3 The effects of co-existing large amounts of mouse hepatic lipids on
quantitative analyses of equimolar mixtures of cardiolipin molecular
species at different concentrations. A small amount of an equimolar
mixture of cardiolipin molecular species was added into the lipid extracts
of mouse liver prior to dilution of the total lipid solution to less than
100 pmol/mL and direct infusion. Mass spectrometric analyses were per-
formed in the negative-ion mode after spiking 0.5, 1, 2, and 5 mol% of
total cardiolipin into the mouse liver extracts. The insets represent the
expanded spectra of the region containing doubly charged cardiolipin
molecular ions as indicated. ‘‘CL’’ represents doubly charged cardiolipin
and ‘‘GPIns’’ denotes phosphatidylinositol. (Reprinted from ref. 42 with
permission from The American Society for Biochemistry and Molecular
Biology, Inc., Copyright 2006.)
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Figure 5.4 The effects of flow rate and lipid solution concentration on the normalized
ion count density (i.e., ionization efficiency) of each examined phospho-
lipid class in the negative-ion mode. A phospholipid mixture of 15:0-15:0
and 22:6-22:6 GPGro, 14:1-14:1 and 18:1-18:1 GPCho, and 15:0-15:0 and
20:4-20:4 GPEtn molecular species in a molar ratio of 1:1:10:10:15:15 in
1:1 (v/v) CHCl3/MeOH was analyzed in the negative-ion mode using a
QqQ ESI mass spectrometer. The ionization efficiencies of GPGro (part A
and the broken line in part B), GPCho (part B), and GPEtn (part B) were
calculated from the normalization of the total ion current of a class to a
unit concentration (i.e., pmol/mL) of each class at the indicated lipid
concentration and flow rate. The ionization efficiency of GPEtn or GPCho
represents the mean� SD of the ionization efficiencies of the class at the
flow rates of 1, 2, 4, 6, 8, 10, and 15 mL/min. The ionization efficiency of
PtdGro in Panel B represents the mean� SD of the ionization efficiencies
in Panel A at the flow rates of 4, 6, 8, 10, and 15 mL/min. (Reprinted from
ref. 25 with permission from the American Society for Mass Spectrometry,
Copyright 2006.)
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initial sprayed droplets in the negative-ion mode under (very) weak acidic
conditions, anionic lipids are present in greater abundance since anionic lipid
molecular species form their conjugate bases more readily than either GPCho
or GPEtn molecular species. This preferred selectivity of anionic species over
GPCho and GPEtn species is also likely present during the iterative processing
of desolvation and reformation of smaller droplets. This selectivity is likely
achieved through a small cation transferring from a neutral anionic phospho-
lipid molecular species to GPCho or GPEtn molecular species. This transfer
leads to a charge redistribution, preventing GPEtn and GPCho molecular
species entering the plate orifice (or other ion inlets). The augmentation of
ionization selectivity of GPGro over GPCho and GPEtn represents the cumu-
lative effects resulting from this preferred selectivity during both charged
droplet formation as well as electric field dependent selectivity at each step of
the droplet desolvation and reformation process.

To examine this hypothesis, we determined the ionization efficiency of indi-
vidual GPGro or GPEtn classes. We found that the ionization efficiency of
GPGro class alone was constant (i.e., (7.9� 0.6)� 105 ion current/pmol/mL)
over a 1000-fold concentration range examined (0.01 to 10 pmol/mL). This
ionization efficiency of GPGro alone was comparable to that of GPGro at its
very low concentration in the mixture as aforementioned and was approxi-
mately 10 times lower than that at its high concentration in the mixture
examined (Figure 5.4b). The ionization efficiency of GPEtn alone at its very
low concentration is comparable to that in the mixture. In contrast to GPGro,
as the concentration of GPEtn increases, the ionization efficiency of GPEtn
becomes smaller. The ionization efficiency of GPEtn averaged (4.5� 0.5)� 105

ion current/pmol/mL from a concentration range between 1 and 30pmol/mL and
this value was approximately twice that obtained from the measurement of the
phospholipid mixture (Figure 5.4b). Similarly, an average ionization efficiency
of (3.4� 1.2)� 105 ion current/pmol/mL from GPCho in this concentration
range was also obtained. Again, this value was much higher that than obtained
from the measurement of the phospholipid mixture (Figure 5.4b). These results
suggest that the augmentation of GPGro ionization in the phospholipid mixture
is related to a dramatic reduction of GPEtn and/or GPCho ionization due to the
favorable association of small cations with GPEtn or GPCho molecular species
in comparison to GPGro species in each step of the droplet processing.

5.4 An Enhanced Shotgun Lipidomics for Cardiolipin

Analysis

Cardiolipin is localized predominantly in the mitochondrial inner membrane,
where it facilitates mitochondrial function through a variety of mechanisms
largely related to its unique physical and chemical properties (i.e., highly anionic
character, large aliphatic chain to polar head group volume, and specific binding
to proteins in the electron transport chain including cytochrome c oxidase) that
promote its role as an effector of multiple highly specific biological functions
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(see refs 29–32 for recent reviews). The essential role of cardiolipin in mito-
chondrial function has recently been underscored through identification of a
genetic disorder (i.e., Barth syndrome) in which altered cardiolipin metabolism
results in cardiolipin depletion and molecular species changes,33–37 and demon-
stration of a substantial cardiolipin depletion in diabetic mouse myocardium38

in which mitochondrial dysfunction is manifest.
Cardiolipin is an unusual phospholipid comprised of a dimer of phosphati-

date molecules linked through a glycerol backbone. LC-MS based techniques
for quantification of cardiolipin molecular species have been developed by
using either singly charged or doubly charged molecular ions.39,40 Although
shotgun lipidomics approach was also employed to estimate the non-overlap-
ping molecular species of cardiolipin on several occasions,38 the full power of
this approach for accurate quantitation of individual low-abundance molecular
species present in the entire cardiolipin class has not yet been realized. Recently,
we have further extended our shotgun lipidomics approach to this specific lipid
class to identify and quantitate low abundance cardiolipin molecular species
directly from lipid extracts of biological samples with unprecedented speed,
depth of penetration, and accuracy.

This new strategy exploits three chemical principles inherent in cardiolipin
molecular species for their identification and quantitation. These chemical
principles are (1) the doubly charged character of two phosphates in each
cardiolipin molecular species; (2) the specific neutral loss of ketenes from
doubly charged cardiolipin molecular ions to yield doubly charged triacyl
monolysocardiolipins; and (3) the marked enrichment of one fatty acyl chain in
cardiolipin from most of the biological samples.

Through the doubly charged nature of cardiolipins, each ion from cardioli-
pin individual molecular species (including the overlapping and low-abundance
molecular species) can be directly recognized through searching for the pres-
ence of the isotopologue peaks (i.e., [M�2H+1]2� or [M�2H+3]2�) of
doubly charged cardiolipin molecular species since, as is well known, doubly
charged molecular ions of other lipid classes are rarely present in the m/z region
of 600 and 800 of organic extracts at neutral pH. Although the molecular ion
peak and the [M�2H+2]2� ion peak of an individual cardiolipin molecular
species may overlap with molecular ion peaks in other lipid classes, the
[M�2H+1]2� or [M�2H+3]2� isotopologue peaks of a doubly charged
cardiolipin molecular species are highly specific for cardiolipin molecular
species in chloroform extracts in this mass range under these conditions.

Therefore, any mass spectrometer with a mass resolving power high enough
to detect the doubly charged ions can use this approach for shotgun lipidomics
of cardiolipin molecular species. For example, Figures 5.5 and 5.6 display the
mass spectra of a lipid extract of mouse heart acquired in the negative-ion mode
by both a triple quadrupole (i.e., QqQ) mass spectrometer with a mass reso-
lution setting of 0.3 Th and a high mass resolution hybrid pulsed instrument
(i.e., quadrupole time-of-flight mass spectrometer, QqTOF), respectively. The
doubly charged cardiolipin molecular ion peaks are well displayed (see insets of
Figures 5.5 and 5.6).
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After identification of these unique cardiolipin molecular ion peaks, product-
ion analyses of the plus-one isotopologue peaks can be performed to confirm
the identities of acyl chains of each individual cardiolipin molecular species.
However, 2D MS analyses of all cardiolipin molecular species can be readily
conducted based on the second chemical principle, i.e., neutral loss analysis of
the ketenes from doubly charged cardiolipin molecular species to yield doubly
charged triacyl monolysocardiolipin (i.e., the specific building blocks of card-
iolipin molecular species) in the region of interest. For example, Figure 5.7
shows a representative building block (i.e., NL 131.1, neutral loss of C18:2
ketene from doubly charged cardiolipin molecular species) along with two
other non-specific building blocks (i.e., precursor-ion (PI) scanning of glycero-
phosphate and linoleate, i.e., PI 153.2, and PI 279.2, respectively) in a 2D MS
analysis format. This 2D MS analysis clearly identifies all the cardiolipin
molecular species that contain at least one linoleate.

Once the cardiolipin molecular ion is recognized by searching the M+1
isotopologue peak of doubly charged ions and identified through either 2D MS
analyses or product-ion analyses, quantitation of cardiolipin molecular species by

Figure 5.5 Negative-ion ESI mass spectrometric analysis of doubly charged cardiolipin
molecular species in a lipid extract of mouse myocardium by a QqQ-type
mass spectrometer with a high mass resolution setting of FHMW 0.3 Th.
‘‘CL’’ represents doubly charged cardiolipin; ‘‘GPGro’’ denotes phosphati-
dylglycerol; and ‘‘IS’’ stands for internal standard. (Reprinted from ref. 42
with permission from The American Society for Biochemistry and Molec-
ular Biology, Inc., Copyright 2006.)
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a QqQ-type instrument can be readily performed by ratiometric comparison of
the de-isotoped ion peak intensity of the cardiolipin molecular species. Specifi-
cally, if we set the monoisotopic peak intensity as 1 and only consider the 13C
isotopic distribution in cardiolipin, the peak intensities of the M+1, M+2,
M+3, . . . isotopologue are 0.01082n, 0.010822n(n – 1)/2, 0.010823n(n – 1)(n – 2)/
6, . . . , respectively. Therefore, the peak intensity of each of the isotopologue
including the mono-isotopologue can be calculated from the peak intensity of the
M+1 isotopologue and the calculation of the de-isotoped intensity from the
intensity of the M+1 isotopologue peak can be made as follows:

Itotal ¼ I1 � ð92:42=nþ 1þ 5:41� 10�3ðn� 1Þ þ 1:95� 10�5ðn� 1Þ
� ðn� 2Þ þ 5:3� 10�8ðn� 1Þðn� 2Þðn� 3Þ þ . . . . . .Þ

ð1Þ

where Itotal is the de-isotoped ion intensity of an individual cardiolipin molec-
ular species of interest; I1 is the peak intensity of itsM+1 isotopologue; and n is
the total carbon numbers in the species.

It should be emphasized that since the abundance of cardiolipin molecular
species is usually quite low relative to other anionic lipids, the presence of
baseline noise and/or baseline drift in a QqQ-type instrument could introduce a

Figure 5.6 Negative-ion ESI mass spectrometric analysis of doubly charged cardioli-
pin molecular species in a lipid extract of mouse myocardium by a
QqTOF-type mass spectrometer. (Reprinted from ref. 42 with permission
from The American Society for Biochemistry and Molecular Biology, Inc.,
Copyright 2006.)
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large error during quantitation of low-abundance cardiolipin molecular species
by use of equation (1) alone. To minimize errors for low abundance species, the
third chemical principle can be employed in the second step of the quantitation
procedure in shotgun lipidomics. We exploited the marked enrichment of
linoleate in cardiolipin compared to that present in other lipid classes and
the fact that at least one linoleate chain is present in almost all cardiolipin
molecular species40,41 to generate a strategy that maximally enhanced the signal
to noise ratios of most cardiolipins by using precursor-ion scanning of linoleate.
Since the linoleate fragment is much more intense than glycerophosphate and
triacyl lysocardiolipin ions (Figure 5.7) and the linoleate ion intensity signal is
amplified by the presence of multiple linoleoyl chains in most cardiolipin
species, the sensitivity and accuracy utilizing linoleate is much higher than that
using glycerophosphate (or other less abundant fatty acids in cardiolipin) or ion
peaks resulting from ketene loss for quantitation of minor and/or overlapping
cardiolipin molecular species in the second step of the quantitation process.

Similarly, we can also use a high mass resolution hybrid pulsed instrument
(i.e., QqTOF) to identify and quantitate cardiolipin molecular species at much
lower background noise level (reduction in chemical noise) and at much higher
resolving power (see the inset of Figure 5.6) in comparison to the QqQ type

Figure 5.7 Two-dimensional MS analysis of some representative building blocks of
doubly charged cardiolipin molecular species in a lipid extract of mouse
myocardium by a QqQ-type mass spectrometer with a high mass resolu-
tion setting of FHMW 0.4 Th. NL denotes neutral loss scanning and PI
represents precursor ion scanning.
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instrument even with a high mass resolution setting as shown in Figure 5.5.
Since the isotopologue peaks of doubly charged cardiolipin molecular species
are more precisely resolved using a QqTOF hybrid mass spectrometer than a
QqQ instrument, searching these unique doubly charged cardiolipin molecular
ions in negative-ion mass spectrometric analysis of lipid extracts of biological
samples can be readily performed. After product-ion analyses of the M+1
isotopologue peaks, quantitation can theoretically be readily performed by
ratiometric comparison of the de-isotoped ion peak intensity (or peak area) of
the cardiolipin molecular species (which can be calculated from the peak
intensity of the m+1 isotopologue using equation 1) with the de-isotoped
intensity of the pre-selected internal standard for cardiolipin quantitation.

In practice, since the quadrupole (Q) in the QqTOF-type instrument serves
for ion-transmission in the radio frequency-mode only, the pulsed ions do not
distribute in precisely equal probabilities over the range of mass analysis. As is
well known, the pulsed ions distribute in a triangle shape (Figure 5.8a) and are
maximized at the position of setting for ion-transmission (Figures 5.8a and
5.8b). Therefore, the ion peak intensities acquired under such a setting are
artificially distorted and cannot be used for quantitation by ratiometric com-
parison of the de-isotoped ion peak intensity of cardiolipin molecular species.
However, we found that if the mass spectrum is acquired at multiple settings (at
least two values of maximal ion-transmission points) spectra can be stitched
together with nearly equal probabilities of transmission of individual ions.
Therefore, quantitation by ratiometric comparison of the de-isotoped ion peak
intensity of cardiolipin molecular species can also be performed by using a
QqTOF-type mass spectrometer.42

These results underscore the importance of appropriate stitching in the
quantitative analyses of individual cardiolipin molecular species by ratiometric
comparison using a QqTOF type instrument. We believe this conclusion also
holds for quantitative analyses of lipid classes other than cardiolipin and the
importance of the setting points and the transmission levels for other lipids using
a quadrupole for pulsed ion transmission should be recognized. By applying this
newly developed technique, accurate quantitation of multiple low-abundance
cardiolipin molecular species was accomplished and the analyses of the specific
profiles of cardiolipin molecular species in the lipid extracts of mouse heart,
liver, and skeletal muscle are achieved in an unprecedented manner.42 Further-
more, multiple oxidized cardiolipin molecular species are also identified through
accurate mass analysis followed by confirmation with product-ion analyses.42

5.5 Derivatization as an Additional Dimension of

Multi-dimension Mass Spectrometry in Shotgun

Lipidomics

Derivatization has been previously employed in the ESI/MS analysis of intact
lipids43–45 and other analytes.46 One purpose of the derivatization is to convert
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non- or less polar lipids into polar lipids which carry an inherent charge, e.g.,
adding a sulfate group to cholesterol43 or converting oxosteroids into their
oximes.44 Through this approach, one can dramatically improve the sensitivity
of mass spectrometric analysis of these compounds. A detection limitation at
the concentration of the low pg/mL for the analysis of these aforementioned less
polar lipids can be readily achieved after derivatization as previously de-
scribed.43,44 Another purpose of derivatization is to tag a specific group of
lipids. Through derivatization, these tagged lipid molecular species can be
shifted to a new mass region in which these lipids do not overlap with any other
lipid molecular species while overlapping with other lipids occurs in the original
mass region. Furthermore, all of these tagged lipid molecular species can be
readily distinguished through the facile loss of the derivatized moiety which can
be detected by either neutral loss of the tagged probe or precursor-ion moni-
toring the tagged moiety. Therefore, derivatization provides a new tool for

Figure 5.8 The effects of a setting point of ion-transmission on ion peak intensities.
The top part of part A schematically illustrates the profile of different ion
transmitted when the ion transmission point is set at m/z 580 on QqTOF
mass spectrometer and the bottom part of part A shows a mass spectrum
of the equimolar mixture of tetra 14:0 cardiolipin (T14:0 CL) and T18:1
CL (100 fmol/mL each) acquired on the instrument under the experimental
condition, indicating the differential transmission of these two CL ions.
Part B shows the same as part A, except that the point of ion transmission
is set atm/z 772. Part C shows the same as part A, except that the points of
ion transmission are hopped at m/z 580 and 772 in the equal duty cycle.
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shotgun lipidomics to specifically analyze a class or a group of lipid molecular
species of interest directly from a lipid extract of a biological sample. Accord-
ingly, derivatization is a new dimension of multi-dimension mass spectrometry
for shotgun lipidomics. The following sections discuss the two newly developed
derivatization approaches in shotgun lipidomics for analyses of phospho-
ethanolamine-containing phospholipid molecular species and cholesterol mass
content.

5.5.1 Derivatization of Phosphoethanolamine-containing Lipid

Molecular Species for Shotgun Lipidomics

In shotgun lipidomics, phosphoethanolamine-containing lipids such as
ethanolamine glycerophospholipid (GPEtn) and lyso-GPEtn are analyzed after
addition of a small amount of LiOH in the negative-ion mode.12,19 Unfortu-
nately, under these experimental conditions, many low abundant GPEtn mo-
lecular species and almost the entire lyso-GPEtn class are buried in the baseline
noise or overlapped with some molecular species of other lipid classes. There-
fore, it is difficult to identify these low-abundant GPEtn and lyso-GPEtn
molecular species. Quantitation of these very low abundant GPEtn molecular
species and all lyso-GPEtn species is also difficult by shotgun lipidomics using
the aforementioned two-step procedure due to a lack of a highly sensitive and
representative tandem mass spectrometric method which can be used to profile
very low abundant GPEtn and lyso-GPEtn molecular species under the exper-
imental conditions without derivatization.

We recognized that 9-fluorenylmethoxylcarbonyl chloride (Fmoc chloride,
Fmoc-Cl) can specifically tag phosphoethanolamine-containing lipid molecular
species in a lipid extract of a biological sample to yield Fmoc-GPEtn and
Fmoc-lyso-GPEtn.47 After one-step in situ simple derivatization, Fmoc-GPEtn
and Fmoc-lyso-GPEtn molecular species are rendered anionic and can be
analyzed directly in the negative-ion mode with enhanced sensitivity. Moreo-
ver, derivatization with Fmoc shifts GPEtn molecular species out of the region
where GPEtn molecular species potentially overlap with other lipid classes such
as phosphatidylserine and phosphatidylinositol in shotgun lipidomics analysis.
Furthermore, product-ion analyses of Fmoc-GPEtn molecular species demon-
strate a very abundant fragment corresponding to the facile neutral loss of
Fmoc (Figure 5.9). The neutral loss of Fmoc from the derivatized
phosphoethanolamine-containing lipid molecular species is so facile that over
a linear dynamic range of 15 000-fold for quantitation of these lipids can be
achieved with a detection limitation at the concentration of amol/mL level and
even lyso-GPEtn molecular species in a lipid extract can also be directly
profiled.47 Thus, mass spectrometric analysis by neutral loss of the Fmoc
moiety from Fmoc-GPEtn and Fmoc-lyso-GPEtn species can be readily used
to quantify lyso-GPEtn and very low abundant or overlapping GPEtn molec-
ular species in the second step of quantitation in shotgun lipidomics.
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For example, this technique has been used to identify and quantify GPEtn
and lyso-GPEtn molecular species in a lipid extract of mouse retina.47 De-
rivatization is carried out at room temperature by mixing each lipid extract in
100 mL of 1:1 (v/v) chloroform/methanol containing approximately 10 nmol of
GPEtn with freshly prepared Fmoc-Cl solution in anhydrous chloroform
(100 mL) to make a 1:1 molar ratio of GPEtn to Fmoc-Cl and incubating for
5 min. The reaction solution can then be diluted 20-fold with 1:1 (v/v)

Figure 5.9 Representative negative-ion ESI product-ion analyses of Fmoc-GPEtn
molecular species in the lipid extracts of mouse retinas. Fmoc chloride in
anhydrous chloroform was added to a small amount of mouse retina lipid
extract in a ratio of 1:1 (Fmoc-Cl vs. GPEtn content in the extract). The
mixture was incubated at room temperature for 5 min and directly diluted
with 1:1 of chloroform/methanol to a concentration of approximately
50 pmol/mL of total lipids. Part A shows product ion ESI-MS/MS anal-
yses of Fmoc-derivatized pseudomolecular ions at m/z 922.8 show an
abundant ion at m/z 700.6 (representing the neutral loss of Fmoc moiety),
two modest fragments at m/z 436.4 and 462.4 (representing lys-
oplasmenylethanolamine (lyso-pGPEtn) derivatives), and fatty acyl car-
boxylates of oleate (m/z 281.2) and palmitate (m/z 255.2). These product
ions indicate the presence of two Fmoc-derivatized, isobaric ions (i.e.,
16:0-18:1 and 18:1-16:0 Fmoc-pGPEtns) in the ion peak of m/z 922.8.
Similarly, B indicates the presence of 18:0-22:6 Fmoc-pGPEtn molecular
species at m/z 996.8. Part C indicates the presence of 20:4-20:4 Fmoc-
GPEtn molecular species at m/z 1008.8, which is an internal standard for
quantitation of mouse retina GPEtn molecular species. Part D indicates
the presence of 18:0-22:6 Fmoc-GPEtn molecular species at m/z 1012.8.
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chloroform/methanol and directly infused into the ESI ion source for lipid
analysis. Tandem mass spectrometric analysis of the derivatized lipid extract of
mouse retinas through neutral loss of 222.2 u (corresponding to a Fmoc moiety)
demonstrates over 40 ion peaks in the mass region over m/z 900 for Fmoc-
GPEtn molecular ions (see the inset A of Figure 5.10) while only approximately
10 abundant ion peaks can be easily identified in the mass spectrum of non-
derivatized GPEtn (spectrum not shown).47

Two-dimensional mass spectrometric analyses are performed to identify the
acyl chain constituents of mouse retina Fmoc-GPEtn molecular species
through analysis of all potential building blocks. These building blocks include
the Fmoc moiety itself, all naturally occurring fatty acyl chains, and lys-
oplamenylethanolamine (lyso-pGPEtn) (Figure 5.11). Therefore, the isobaric
species of the ions and the regiospecificity of each molecular species are deter-
mined from the presence of multiple cross peaks and the analysis of intensity
ratios of the related cross peaks as previously described.48 Two-dimensional

Figure 5.10 Tandem mass spectrometric analysis of a derivatized lipid extract of mouse
retinas with Fmoc-Cl in the negative-ion mode by neutral loss of Fmoc
moiety. Phosphoethanolamine-containing species were derivatized by
addition of equimolar amount of Fmoc chloride. Neutral loss analysis of
Fmoc-GPEtn (Inset a) and Fmoc-lyso-GPEtn (Inset b) was performed
through coordinately scanning both the first and third quadrupoles with a
mass difference (i.e., neutral loss) of 222.2 u, corresponding to the neutral
loss of a Fmoc moiety while collision activation was performed in the
second quadrupole at collision energy of 30 eV and collision gas pressure
of 1 mTorr. Inset c indicates the presence of many very low abundant
GPEtn molecular species in the region. (Reprinted from Ref. 42 with
permission from The American Society for Biochemistry and Molecular
Biology, Inc., Copyright 2006.)
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Figure 5.11 Representative two-dimensional ESI mass spectrum of a derivatized lipid
extract of mouse retinas with Fmoc-Cl in negative-ion mode. Analyses of
Fmoc-GPEtn building blocks including Fmoc moiety, fatty acyl car-
boxylaytes and lysoplamenylethanolamine derivative ions (lyso-pGPEtn)
by precursor-ion (PI) scanning and neutral loss (NL) scanning were
performed. ‘‘IS’’ denotes internal standard; (m:n) indicates an acyl chain
containing m carbons and n double bonds. All mass spectral traces were
displayed after normalization to the base peak in each individual spec-
trum. (Reprinted from ref. 42 with permission from The American
Society for Biochemistry and Molecular Biology, Inc., Copyright 2006.)
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mass spectrometric analysis demonstrates the identification of over 50 GPEtn
molecular species in lipid extracts of mouse retina (see Table 1 of ref. 47). For
example, a very low intensity ion peak at m/z 922.8 is crossed with fragment
peaks in the scans of NL222.2, precursor ion (PI) 255.2, PI281.2, PI436.4, and
PI462.4 (along the left broken line in Figure 5.11). These fragments indicate
that this ion peak at m/z 922.8 contain both 16:0-18:1 and 18:1-16:0 Fmoc-
plasmenylethanolamines (Fmoc-pGPEtn) isobaric molecular species. The
ratios of fragment intensities of both carboxylates and lyso-pGPEtn were
redundantly used to estimate the composition of these isobaric species.

The tandem mass spectrometric analysis through neutral loss of 222.2 u also
demonstrates the presence of several very low abundant molecular species in
the mass region of m/z 600 to 800, corresponding to Fmoc-lyso-GPEtn
molecular species (Inset B of Figure 5.10). This mass spectrum represents the
first profile of lyso-GPEtn molecular species directly from a lipid extract of a
biological sample. This result also indicates the power of derivatization for lipid
analysis by shotgun lipidomics. In addition, by this approach, the GPEtn
molecular species are shifted to a higher m/z region that could be selected for by
employing the desired derivatization reagent in which overlaps with other
endogenous lipid constituents in the lipid extracts are rare.

Derivatization of phosphoethanolamine-containing lipids with Fmoc-Cl also
possesses other advantages. For example, this is quite useful for analysis of
pGPEtn and lyso-pGPEtn molecular species since these molecular species are
very sensitive to oxidation, silica-catalyzed vinyl ether cleavage, or extensive
loss during chromatography. The procedure of the derivatization is both simple
and effective. Direct quantitation by using tandem mass spectrometric analysis
through neutral loss of Fmoc moiety may need multiple internal standards as
previously described.49,50 However, this approach, when used in combination
with shotgun lipidomics based on intrasource separation and multi-dimension
mass spectrometry, can be used to profile and quantitate the large majority, if
not all, of GPEtn and lyso-GPEtn molecular species directly from a lipid
extract of a biological sample.

5.5.2 Derivatization of Cholesterol with Methoxyacetic Acid

for Quantitation by Shotgun Lipidomics

Cholesterol and cholesterol esters are quite non-polar. Therefore, their ioniza-
tion efficiencies in an ESI ion source are very low. It has been reported to derive
cholesterol to choleterol-3-sulfate by a sulfur trioxide-pyridine complex, thereby
increasing in its ionization efficiency.43 Previously, we determined the cholesterol
mass content in a biological sample by using an enzymatic methodology with a
cholesterol assay kit.51 Recently, we have developed an alternative derivatizat-
ion approach by using methoxyacetic acid, in which cholesterol is converted to
cholesteryl methoxyacetate which can be readily detected as [cholesteryl met-
hoxyacetate+MeOH+Li]1 ion in the positive-ion mode in the presence of
LiOH.52 Figure 5.12a shows a mass spectrum acquired from a derivatized
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cholesterol solution (1 pmol/mL) with methoxyacetic acid as previously
described,52 demonstrating an abundant ion at m/z 497.4 (corresponding to
[cholesteryl methoxyacetate+MeOH+Li]1) and a low-abundance ion at
m/z 483.3 (corresponding to [cholesteryl methoxyacetate+H2O+Li]1) Most
importantly, collision-induced dissociation of this molecular ion yields a very
intense fragment at m/z 97.1, corresponding to [methoxyacetate+MeOH+Li]1

(Figure 5.12b). Therefore, this abundant fragment can be used to quantitate the
cholesterol mass content in any lipid extracts after derivatization through
precursor-ion scanning of this fragment as long as an isotope-labeled cholesterol
internal standard co-exists in the samples. Figure 5.12c shows an example of
precursor-ion scanning of a derivatized lipid extract from a human serum
sample. The tandem mass spectrum displays two well-resolved precursor ion
peaks atm/z 497.4 and 503.4 of [cholesteryl methoxyacetate+MeOH+Li]1 and
[d6-cholesteryl methoxyacetate+MeOH+Li]1, respectively. Thus, quantitative

Figure 5.12 Mass spectrometric analysis of cholesterol after derivatization. Part a
shows a mass spectrum of a derivatized cholesterol solution (1 pmol/ml)
with methoxyacetic acid. Part b shows a product-ion ESI spectrum of a
selected ion atm/z 497.4 that is shown in the ESI/MS analysis of the lipid
extract in part a, after derivatization with methoxyacetyl acid identified
it as lithiated cholesteryl methoxyacetate plus a methanol molecule
(see Ref. 52 for proposed fragmentational pathways). Part c shows a
precursor-ion ESI spectrum of m/z 97.1 which was acquired (from the
derivatized human serum lipid extract with methoxyacetic acid in the
presence of LiOH) in the positive-ion mode and used for quantitation of
cholesterol in the lipid extract.
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analysis can be achieved by direct comparison of the peak intensity of choles-
terol derivative to that of the internal standard derivative. Through analyses of
mixtures of cholesterol and d6-cholesterol at various ratios and concentrations
by this approach, a detection limitation at the concentration of 1 fmol/mL, a
linear dynamic concentration range from 1 fmol/mL to 100pmol/mL, and a
linear dynamic range of the relative ratio of cholesterol vs. d6-cholesterol from
0.05 to 20 (i.e., approximately 400-fold) are observed.52 For quantitation of
total esterified cholesterols, cholesterol esters should be first converted to free
cholesterol in the presence of the selected internal standard (i.e., d6-cholesterol).
After derivatization and quantitation as described above, the mass content of
total esterified cholesterol in the lipid extract of interest can be obtained by
subtraction of the mass content of free cholesterol from that of total cholesterol
in the sample.

5.6 Summary

Shotgun lipidomics, as one of the approaches employed for lipidomics analysis
based on ESI/MS, is getting more and more developed. At the current stage of
development for shotgun lipidomics, the analyses of over 20 lipid classes,
hundreds to over a thousand lipid molecular species, and 495% of the mass
content of a cellular lipidome can be readily achieved. Even at this stage,
shotgun lipidomics has already showed its powerful and broad applications in
biological, pathological, and pathophysiological studies.38,52–57 It can be an-
ticipated that identification of many biochemical mechanisms underlying lipid
metabolism critical to disease states will be increasingly uncovered as the
further development of shotgun lipidomics and its penetration into lower and
lower abundance regions of mass contents of individual lipid molecular species.
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6.1 Introduction

There are a host of hydrophobic compounds present within cells that can be
termed neutral lipids. In large part, this designation recognizes lack of ionic
charge on these molecules in aqueous solution as well as biosynthetic pathways
based on carbocation and carbanion condensations that assemble lipid sub-
stances. Neutral lipids (NL) by this definition correspond to uncharged lipid
substances which migrate rapidly with relatively nonpolar organic solvent
systems. Such compounds include alcohols, esters, and even ceramides. All of
these neutral lipids can be components of lipidomic studies; however, there
have only been three general classes of neutral esters that have been the focus of
studies of what can be called neutral lipidomics. These include the glyceryl
lipids such as triacylglycerols, the cholesterol esters (CE), and wax esters (WE).
This is not to say that other neutral lipids such as squalene (a hydrocarbon
intermediate in the biosynthesis of steroids) or dolichols (long-chain alcohols)
are not important and in the future these likely will themselves become targets
of lipidomic studies. This chapter will focus on the application of mass
spectrometry to determine the structure of the common neutral lipids described
above as well as techniques that have emerged to study the different molecular
species of neutral lipids present within mammalian cells.

6.1.1 Neutral Lipid Analysis and Lipidomics

The emergence of the strategy to study complexity of cellular biochemistry
through global analysis of components within the cell has resulted in the

161



development of various ways to assess events taking place within the cell
from the standpoint of qualitative analysis (structural complexity) as well as
quantitative analysis (relative changes in abundance as related or unrelated
processes take place). As new approaches have developed, it became apparent
that it was necessary to explore alternative methods to analyze neutral lipidsas
individual molecular species if one was to assess their regulation both in
synthesis and metabolism as well as the interaction of lipid components of
biochemical pathways as a result of intracellular and even extracellular events.
Mass spectrometry has emerged as one of the most generally applicable tech-
niques, yet ionization of neutral lipids is a major concern since it is absolutely
required to form gas-phase ions for the mass spectrometric experiment.

Neutral lipids constitute a challenging class of lipids in which to engage
studies of lipidomics from several standpoints. For example, triacylglycerols
are quite abundant in certain cells and fluids, such as plasma, but they can be
difficult to analyze because of the enormous complexity of molecular species
present within cells. Furthermore, electrospray ionization, used quite success-
fully for the study of phospholipid molecular species, is a somewhat insensitive
ionization strategy and the generally applicable ionization method for neutral
lipids, electron ionization, causes extensive decomposition that limits molecular
weight determination.

This chapter will focus attention on recent advances in mass spectrometry
that have been developed to specifically address lipidomic-like questions for
neutral lipids. This chapter will focus on glyceryl lipids, cholesterol esters, and
wax esters – which also present some of the most complex mixtures of lipids
that are made within cells.

6.2 Glyceryl Lipids

6.2.1 Overview

The esterification of fatty acids to the hydroxyl groups of glycerol results in
three major NL species: the triacylglycerols (TAGs), diacylglycerol (DAGs),
and monoacylglycerols (MAGs) (Figure 6.1). The TAGs play an important role
as a major source of energy reserve stored in a cell when they are metabolized
by a lipase to release fatty acids followed by subsequent generation of ATP
through b-oxidation. TAGs also are a vehicle by which dietary fatty acids are
transported from the intestine to the liver for packaging in lipoproteins and
subsequent distribution to all cells for storage. Furthermore, it is now known
that virtually all cells contain reservoirs of TAGs in a structure called the
adiposome,1 and a complex series of events lead to the deposition of TAGs
within the adiposome as well as turnover of the fatty acyl components. While
DAGs can serve as intermediates both in the synthesis and metabolism of
TAGs,2 the diacylglycerols can also be important signaling molecules when
they are produced through the hydrolysis of phospholipids by phospholipase
C.3 It is now known that a typical cell can have several hundreds of different
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molecular species of both DAGs and TAGs within their lipidome, which
challenges the power of all of the strategies developed for their analysis. The
monoacylglycerols can also be metabolites and precursors of the DAGs, but
recent evidence has shown that a unique MAG, 2-arachidonoyl glycerol, can be
a substrate for prostaglandin H synthase-2 to generate a series of rather
interesting glycerol prostaglandins (Figure 6.1).4 Studies of the molecular
species of these glyceryl lipids have now emerged as an important goal for
studies of lipidomics. In addition to the expected simple glyceryl esters, more
complex structures have been discovered, including oxidized species5 and even
a very unexpected allyl tetraester (Figure 6.1).6

There have been a large number of diverse methods developed for the
analysis of glyceryl lipids found in biological samples in the past 50 years.
Very sophisticated techniques of chromatographic separation have emerged
which are covered by recent reviews.7–10 Also, analysis by nuclear magnetic
spectroscopy has been explored.11 However, in the past, most method deve-
lopment has largely dealt with the analysis of edible oils and fats that appear in
diets. Advances made in this area have had an important impact on the
development of specific lipidomic strategies; however, since they often deal
with large quantities of glycerol esters available for analysis, analytical sensi-
tivity has not limited their application. For example, detection of species eluting
from HPLC columns by UV absorbance has been employed.12 Nonetheless,
excellent reviews have emerged in the literature which detail many aspects
of gas chromatography (GC),13 unique techniques of high pressure liquid
chromatography (HPLC),14 as well as various means to employ thin-layer
chromatography as the final analytical tool.15
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6.2.2 Electron Ionization (EI)

Mass spectrometry with electron ionization was initially applied to the analysis
of glyceryl lipids and a review of this even appeared as early as 1960.16

Triacylglycerols yield a characteristic EI mass spectrum dominated by ions
corresponding to the loss of each fatty acyl substituent as a neutral carboxylic
acid yielding one, two, or three diglyceride-type product ions (Figure 6.2). Little
or no molecular ion is typically observed for TAGs, DAGs, or MAGs which
renders molecular weight determination by EI difficult. Nonetheless, it is
possible to discern the complexity of molecular species of TAGs by careful
analysis of the numerous fragment ions observed.17

The EI behavior of triacylglycerols has been studied in some detail; however,
these studies were carried out a number of years ago. In general, a very weak
molecular ion abundance [M

1
� ] is observed as well as an ion corresponding to

the loss of water. The most abundant ions have been termed ‘‘diglyceride ions’’
in that they are the charged species retaining two fatty acyl groups esterified to
glycerol after the loss of one of the three different fatty acyl groups as a free
carboxylic acid or the simple loss of one of the carboxyl radicals. The former
ion results in an even mass ion, whereas the latter ion appears at an odd mass-
to-charge ratio. There are also ions present which correspond to the carboxylic
acid itself, either as an acylium ion or the acylium ion RCO1+74u and
RCO1+128 u. The structures of these ions have been suggested (Scheme 6.1).18

In the case of diglycerides and monoglycerides, these are typically studied after
formation of the trimethylsilyl ether derivative. While there are some ions
corresponding to the fatty acyl substituents, most of the mass spectrum is
dominated by fragment ions of the trimethylsilyl group.19

The emergence of combined gas chromatography/mass spectrometry (GC/
MS), in particular capillary GC/MS, has had an enormous impact on the
analysis of triacylglycerides. Even capillary GC could not completely resolve
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the complex mixture of triglycerides present in cellular TAGs, yet it was
possible to identify the major molecular species of components present based
upon their diglyceride fragment ions.20 This strategy remains one of the more
useful techniques, largely because of the ultimate sensitivity of modern GC/MS
instruments and the extraordinary separation power of capillary GC. It is also
possible to couple 2-dimensional chromatography with GC to further enhance
separation of individual molecular species.21 Specific techniques have been
developed and summarized by Andrikopoulos12 in determining regioisomers
based upon GC/MS techniques.

6.2.3 Negative-ion Chemical Ionization (NCI)

The emergence of chemical ionization, and in particular chemical ionization
using ammonia as reagent gas (NH2

�) and negative ion analysis, added
considerably to the analytical power of GC/MS and gas-phase techniques
for the analysis of TAGs. The power of capillary GC, now coupled with a
considerably less energetic ionization technique, resulted in observable abun-
dant molecular ion species as well as fragment ions such as carboxylate anions,
revealing the fatty acyl substituent esterified to a glycerol backbone. Computer
aided interpretation of the data has been recently described,22 with some
suggestion of the gas-phase ion chemistry responsible for the observed ions.
While the capillary GC has substantial resolving power because of its high
number of theoretical plates, it does require very high temperatures to pass
some of the higher molecular weight triacylglycerols through the capillary GC
column. This results in decomposition of some molecular species; most prone
are the polyunsaturated fatty acyl substituted TAGs. While the GC/MS
approach, especially with negative-ion CI, has been a very valuable tool for
the analysis of vegetable oils and animal fats, it is not likely to be the first
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method of choice for the analysis of triglycerides present in the mammalian
cellular lipidome because of the potential for thermal decomposition of specific
(polyunsaturated) species during gas chromatography.

6.2.4 Electrospray Ionization/Tandem Mass Spectrometry

Electrospray ionization has emerged as one of the most useful tools for the
analysis of the glyceryl lipids in spite of the fact that these neutral lipids are
neither positive nor negative ions in solution and must be charged by an ionic
species present in the electrospray mobile phase. Various attachment ions with
TAGs and DAGs have been used to generate gas-phase ions that can be
analyzed by the mass spectrometer. In general, two separate strategies have
emerged and both have been used in lipidomic studies. The first involved the
formation of lithium ion adducts of glycerol lipids followed by tandem mass
spectrometric analysis by collision-induced decomposition. The second strategy
has been to form the ammonium ion adduct. Both of these adducts have both
strengths and weaknesses in the mass spectrometric experiment, which should
be considered in the choice of a method for neutral lipid, lipidomic studies.

6.2.4.1 Lithium Adducts

Detailed studies of the mass spectrometry of alkali metal adducts of TAGs after
collision-induced decomposition (CID) have appeared. Chen and Gross23

studied the high-energy collisional activation of both [M+NH4]
1 and

[M+Na]1 adducts of triacylglycerols and found that when one pure molecular
species was in the ion source of the mass spectrometer, there was sufficient
information to determine positions of fatty acyl groups on the glycerol back-
bone as well as positions of double bonds within the fatty acyl group by remote
site fragmentation mechanisms.23 Further studies of the lithiated adducts of
triacylglycerols were carried out in the tandem quadrupole instrument and
detailed mechanisms of decomposition of the CID ions were elucidated.24 In
general, the lithiated molecular ions of triacylglycerols undergo an abundant
loss of each of the fatty acids as a neutral carboxylic acid (Scheme 6.2) and
loss of each fatty acyl group as a lithium carboxylate salt to form the most
abundant product ions observed in the tandem mass spectrometer (Figure 6.3).
Again, the relative abundances of the resultant diglyceride-like ions permitted
assignment of the fatty acid substituents and even some information about
double bond locations in polyunsaturated fatty acids.24

In one of the first lipidomic studies of neutral lipids, lithiated adducts of
triacylglycerols were used as the means by which one could use electrospray
ionization to directly analyze the complex mixture of TAGs isolated from a
biological sample.25 Since there was no chromatographic separation of the lipid
classes, let alone molecular species, the mass spectrometer was used as a means
by which one could separate molecular ion species of TAGs and obtain
quantitative information through the use of a single internal standard. In this
approach, developed by Han and Gross,25,26 neutral loss scans for individual
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fatty acids were used to assign fatty acyl components present within each
observed molecular ion species. For example, in Figure 6.4 the neutral loss of
16:0, 18:1, and 18:0 can be seen as unique product ions following the neutral
loss of 256 u (NL of 16:0), 282 u (NL of 18:1), and 284 u (NL of 18:0) from the
ion at m/z 840 after collisional activation. After correction for the carbon-13
isotopes present in each molecular species, it was possible to assess a rather
constant response for each molecular species over the range of fatty acids
expected in the mammalian cells. In addition, a correction for the stable isotope
of lithium-6 needs to be considered since lithium is a mixture of lithium-6
(7.5%) and lithium-7 (92.5%).

A refinement of this technique was embodied in the ‘‘shotgun’’ strategy where
a crude lipid extract of cells or tissue was carried out followed by the addition
of LiOH to the sample.27,28 This addition of base serves several uses. The
first was to reduce signals from acidic lipids in the crude extract because they
would become negatively charged and not form positive ions. The electrically
neutral lipids in this basicified extract could be observed, which included
phosphatidylcholine as well as the glyceryl lipids as [M+Li]1. An example of
this technique applied to a crude biological extract is shown in Figure 6.5. While
clear successes with this approach have been obtained, there has to be some
concern about the well-known suppression effect in electrospray ionization and
whether or not the complex mixture of minor molecular species can in fact be
observed. However, for major species clearly this is a very attractive approach.

6.2.4.2 Ammonium Ion Adducts

The second charging species which has been employed for lipidomics studies is
that of the ammonium ion for TAGs and DAGs.29 In order to drive adduct
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formation and suppress favorable alkali metal ion attachment, the electro-
spray mobile phase has 5–10mM concentration of ammonium salts such as
ammonium acetate or ammonium formate present so that the ammonium
ion dominates as a possible charging species. In this case, an abundant
ion corresponding to the [M+NH4]

1 adduct can be observed. Collisional
activation of the [M+NH4]

1 results in abundant formation of diglyceride
ions (Scheme 6.3) corresponding to the loss of each of the fatty acyl groups
as a protonated carboxylic acid as well as the loss of gaseous ammonia
(Figure 6.6a).

Recently, the complexity of mixtures of TAGs isolated from mammalian
cells (RAW 264.7 cells) was demonstrated using tandem mass spectrometry of
the [M+NH4]

1 adduct ion.30 In this case, multiple species were found at each

Figure 6.3 Tandem mass spectra of lithiated adducts of two positionally isomeric
TAG species that contain three distinct fatty acid substituents (a) 16:0/
18:0/18:1-TAG and (b) 16:0/18:1/18:0-TAG. (Reproduced with permis-
sion of the American Society for Mass Spectrometry.24)
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and every observed even mass-to-charge ratio. These ions revealed the abun-
dance of isobaric TAG and DAG molecular species corresponding to the
same nominal number of carbon fatty acyl atoms and total double bonds in the
total fatty acyl groups. For example, collisional activation of the ion at m/z
824.7 (from the complex mixture of triglycerides from RAW cells) resulted in
the formation of at least five diglyceride-type ions (Figure 6.6b), corresponding
to the loss of five unique fatty acids and NH3. This meant that multiple
compounds must be present within a single mass-to-charge peak since any
individual trisubstituted TAG would yield only three, but not five, diglyceride-
type ions.

Further studies using MS3 of the resulting diglyceride ions revealed the exact
nature of each individual component present.31 In this strategy, the resultant
diglyceride ion, which arises following loss of one of the fatty acids, was
collisionally activated in an ion trap mass spectrometer and the resulting ion
product corresponded to either an acylium ion (RCRO1) or the fatty acid

Figure 6.4 Neutral loss scanning of specific fatty acyl groups while equal molar of
16:0/16:0/16:0, 18:1/16:0/16:0, 17:1/17:1/17:1, 18:1/18:1/18:1, and 18:0/
18:1/18:0-TAGs (2 pmol each and 200 mL containing 50mM LiOH) were
infused into a tandem quadrupole mass spectrometer. (a) Summed total
ion current (positive ions), (b) neutral loss of 256 u (16:0), (c) neutral
loss of 268 u (17:1), (d) neutral loss of 282 u (18:1), and (e) neutral loss
of 284 u (18:0). All NL mass spectra were displayed after normalization in
the individual spectrum. (Reproduced with permission from Academic
Press.25)
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containing a portion of the glycerol backbone (RCO+74). Detailed studies
using isotope labeled TAGs were used to reveal the exact mechanism for the
appearance of these MS3 product ions (Scheme 6.4). With identification of each
acylium ion, which had a mass that corresponded to the known fatty acyl

Figure 6.5 Analysis of triacylglycerol molecular species by 2-dimensional electrospray
ionization of a mouse liver chloroform extract. After the addition of LiOH
to the sample, a first dimension spectrum was obtained (top trace) in a
positive ion mode. Neutral loss scanning (NL) of all naturally occurring
fatty acyl chains was utilized to confirm the molecular species assignments,
identify isobaric molecular species, and quantify triacylglycerol molecular
species by comparison with a selected internal standard (T17:1 TAG).
(Reproduced with permission from Elsevier, Inc.26)
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components present in the mixture (e.g., m/z 265 for oleoyl), a corresponding
neutral loss took place that in turn identified the third and final fatty acyl
substituent in the triglyceride. In summary, the first MS/MS revealed one of the
fatty acyl groups and the second stage of tandem mass spectrometry (MS3) of
the product ion revealed the second fatty acyl group from the observed ions
and the third fatty acyl group from the corresponding neutral loss from the
diglyceride ion. In this way, identification of each triglyceride molecular species
present in complex mixtures could be achieved through sequential study of each
[M+NH4]

1 and its diglyceride-like product ion.
The unique finding of such MS3 studies was that for mammalian TAGs, each

observed mass-to-charge ratio defines the total sum of the fatty acyl carbons
with their double bonds, but as many as 50 different components could be
isobaric.30 Thus, any method measuring a single ion (e.g.methods that measure
only [M+Li]1, [M+NH4]

1 or M
�
� ) without some other means of separation

does not uniquely measure one component, but a mixture of several com-
ponents if the glyceryl lipids are isolated from cellular adiposomes. Therefore,
to get an idea of what fatty acyl groups are actually present, one needs to have

Figure 6.6 Tandem mass spectra of triacylglycerol molecular species after electro-
spray ionization as the ammonium adduct [M+NH4]

1. (a) Synthetic
triacylglycerol, 17:1/14:0/18:1, and collisional decomposition ofm/z 834.7.
(b) Product ions from m/z 824.7 present in the neutral lipid extract of
RAW 264.7 cells using a tandem quadrupole mass spectrometer.
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an alternative strategy to gain some insight into what components are present
within each observed ion.

Our laboratory has developed a strategy employing nine isotope-labeled
internal standards where each deuterium atom is attached to the glycerol
backbone (D5-TAGs) with 18 different fatty acyl groups esterified (Table
6.1). With a series of neutral loss scans for each target fatty acyl group, one
can examine the complex mixture of TAGs present in an extract and reveal
those [M+NH4]

1 ions that contain specific fatty acids. An example of this is
shown in Figure 6.7a, which reports the profile of neutral losses of 18 different
fatty acids using 9 different TAG internal standards. Precursor molecular ions
(Figure 6.7b) for these neutral losses reveal the abundance of molecular ion
species containing a specific fatty acyl group (in this case containing esterified
palmitic acid). Since deuterium-labeled internal standards were employed in
this strategy, the abundance for each molecular species could be compared to
the observed abundance for the same neutral loss from one of the 9 internal
standards. While this method is not intended to provide absolute quantitative
numbers, it is an accurate and precise method by which one can assess relative
changes in the TAG and DAG molecular species as one alters biochemical
events taking place in the same cell population. The only caveat is that equal
amounts of the internal standard must be added to each and every sample that
is a part of the comparative study. The weakness is that the abundance ratios
cannot be compared between different fatty acyl containing molecular species.

Detailed studies of the behavior of TAGs during electrospray ionization and
molecular ion response as the [M+NH4]

1 adducts have been carried out in a
series of studies by Evans and co-workers.31,32 In these studies a large number
of TAG standards were synthesized and the collision-induced decomposition
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behavior studied in an attempt to assess response factors during CID. In
general, it was found that there was variation in abundance of diglyceride ions
related to not only the chain length, which was somewhat modest, but also with
the position of the esterified fatty acid on the glycerol backbone. The most
abundant fatty acid loss always was from position sn-1,3, whereas the least
abundant diglyceride ion (loss of protonated fatty acid+NH3) was from the
sn-2 position. Perhaps more important was that as the number of double bonds
increased, there was a significant increase in the proportion of the [M+NH4]

1

which decomposed to [M+H]1 by the loss of neutral NH3. Thus it has
become clear that there are many structurally sensitive factors which lead
to the observed abundance of diglyceride-type ions in the tandem mass spectra
of [M+NH4]

1 adducts of TAGs. One would have to completely separate
the TAGs into pure molecular species in order to assess information such as
position of fatty acid esterification and utilize quantitative response factors.
However, this investigator suggested it would be possible to calculate the yield
of product ions based upon the chemical structure of a pure TAG.32

6.2.5 Atmospheric Pressure Chemical Ionization

An alternative technique for neutral lipid ionization has been atmospheric
pressure chemical ionization (APCI) where the nebulized flowing liquid stream,
such as that from the HPLC, is directed towards a corona discharge that effects
ionization of molecules within the plasma.33 This technique can lead to the
production of [M+H]1 ions from TAGs due to the mobility of protons within

Table 6.1 Deuterium labeled internal standards available for quantitative
mass spectrometric analysis of glycerol lipids. In each case the
isotope label is on the glycerol carbon atoms (D5-glycerol).

m/z Fatty acyl Fatty acyl

D5-DAG [M+H]1 [M+NH4]
1 (sn-1,3) NL (amu) (sn-2) NL (amu)

14:0/14:0 518.5 535.5 14:0 245.3 – –
15:0/15:0 546.5 563.5 15:0 259.3 – –
16:0/16:0 574.5 591.6 16:0 273.3 – –
17:0/17:0 602.6 619.6 17:0 287.3 – –
19:0/19:0 658.6 675.7 19:0 315.4 – –
20:0/20:0 686.7 703.7 20:0 329.3 – –

D5-TAG
14:0/16:1/14:0 754.7 771.7 14:0 245.3 16:1 271.2
15:0/18:1/15:0 810.8 827.8 15:0 259.3 18:1 299.3
16:0/18:0/16:0 840.8 857.8 16:0 273.3 18:0 301.3
17:0/17:1/17:0 852.8 869.8 17:0 287.3 17:1 285.3
19:0/12:0/19:0 840.8 857.8 19:0 315.4 12:0 217.2
20:0/20:1/20:0 978.9 996.0 20:0 329.4 20:1 327.4
20:2/18:3/20:2 938.8 955.8 20:2 325.3 18:3 295.3
20:4/18:2/20:4 932.8 949.8 20:4 321.3 18:2 297.3
20:5/22:6/20:5 976.7 993.8 20:5 319.3 22:6 345.3
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Figure 6.7 (a) Infusion of diacylglycerols and triacylglycerols isolated from RAW
264.7 into a tandem quadrupole mass spectrometer using nanoelectro-
spray (Nanomate). Recording of ion currents for neutral loss scans for
each of the fatty acyl groups listed at the top of the figure. These different
neutral loss transitions were recorded over a 30 min period. (b) Summed
mass spectra corresponding to period 4 for the neutral loss for 16:0 (273 u)
from each [M+NH4]

1 adduct ion. The diacylglycerol mass ranges from
m/z 500 to 700 while the triacylglycerols typically appear between m/z 700
and 900. The deuterium labeled internal standards correspond to 16:0/
16:0 d5-DAG (m/z 591.6) and 16:0/18:0/16:0-d5-TAG (m/z 857.9) that
were added to the RAW cell Bligh/Dyer extract prior to isolation of these
neutral lipids and electrospray mass spectrometry.
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the plasma and the basicity of the three ester groups within TAGs. This
ionization technique leads to considerably more activation of the molecular
ion species and hence it is possible to observe fragment ions formed directly
during the ionization process. This is the case for TAGs with the formation
of diglyceride type ions during ionization (likely by Scheme 6.3). A comparison
of the various atmospheric pressure ionization techniques from flowing liquid
streams was recently reported for the saturated TAG, trielaidin, with APCI and
electrospray ionization with and without the presence of 10mM ammonium
formate in the mobile phase (Figure 6.8). In this case, the abundance of the
[M+NH4]

1 ions from electrospray ionization with ammonium formate was
significantly higher than that observed for the [M+H]1 from APCI as well as
over 10-fold greater without the presence of ammonium formate. The third
ionization technique to be employed in this study was atmospheric pressure
photoionization, a process very similar in terms of energetics to that of APCI,
only using 10.6 eV photons to effect ionization.34 The formation of the abun-
dant diglyceride-type ion, typified in the mass spectrum in Figure 6.8, revealed
that APCI itself leads to the formation of product ions that can be used to
assist in the structural characterization of glyceryl lipids. Furthermore, there is
some abundance of the molecular ion, although it has been stated that one
of the weaknesses of the APCI ionization approach is that saturated TAGs
have a very low abundance of the molecular ion species which limits the ability
to determine the molecular weight of the TAGs themselves.35 One particular

Figure 6.8 Mass spectrometry of the all-trans (D9) triacylglycerol 18:1/18:1/18:1 using
atmospheric pressure photoionization (APPI+), atmospheric pressure
chemical ionization (APCI), positive ion electrospray ionization without
buffer (ESI+), and positive ion electrospray ionization in the presence of
ammonium formate. (Reproduced with permission from the American
Chemical Society.34)
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solution to the reduced abundance of the molecular ion is to split the HPLC
effluent into two separate mass spectrometers, one carrying out APCI as the
ionization technique and the other carrying out electrospray ionization.35 The
electrospray technique would clearly reveal the molecular ion species as
[M+NH4]

1, or even the alkali metal adduct ion depending upon electrolytes
present in the HPLC mobile phase, while the APCI mass spectrometer would
provide useful diglyceride-type fragment ion composition.

An important aspect of APCI is therefore the appearance of the diglyceride-
type ions which reveal the fatty acyl substituents present in the TAGs. The
usefulness of these abundant ions can be illustrated with four different TAG
molecular species (Figure 6.9). The abundance of the [M+H]1 ion appears to
be related to the total number of double bonds; however, ions corresponding to
the loss of each of the fatty acids can be observed.33 In general, the loss of
the fatty acid from the sn-2 position leads to a less abundant ion than that
corresponding to the loss of a fatty acid from either sn-1 or sn-3. This is
illustrated in Figure 6.9c with the appearance of the ion [SO]1 at m/z 605
which resulted from the loss of linoleic acid from sn-2, whereas the ions at m/z
603 and 601 were significantly more abundant and these correspond to the loss
of either the sn-1 (S) or sn-3 (O) from the diglyceride ion (see the figure caption
for the abbreviations used by the authors). A large number of studies have now
been reported in the use of APCI to characterize different components in
complex mixtures of TAGs, in particular from vegetable oils.36–38

In order to unambiguously define the composition of the TAGs using
APCI and diglyceride ion formation, pure molecular species must be present
in the ion source which requires considerable purification of naturally occur-
ring glyceryl lipids. This may require sophisticated HPLC separations or,
alternatively, analysis of somewhat less complex mixtures of glyceryl lipid
species than that seen in mammalian cells as described above.33 The reason
for this is that all the diglyceride ions would appear in the same mass spectrum,
with ion intensities largely related to the abundance of different molecular
species rather than revealing the fatty acyl position unambiguously. Success-
ful use of APCI has largely involved HPLC/MS applied to rather simple
mixtures. In fact, one of the strategies developed for molecular species analy-
sis with APCI, which has been termed the ‘‘bottom up solution’’, has been
to use HPLC/MS to separate individual molecular species into relatively
pure components prior to APCI analysis.39 Thus, one can assess the rela-
tive contribution of individual molecular species. A complex mathematical
approach has been described to provide information about the individual
TAG components based upon the ratio of [M+H]1 to the sum of the diglyc-
eride ions, called the critical ion ratio.39 However, the procedure has not been
rigorously tested in a very complex mixture and if multiple TAG mole-
cular species eluted in the same HPLC peak, it is likely that a serious com-
promise of this mathematical approach would result. Nonetheless, with
improved separation strategies of triacylglycerides such as 2D-HPLC or even
3D-HPLC, it is possible that direct analysis of the triglycerides with APCI-LC/
MS could become a competitive technique for molecular species analysis of
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very complex mixtures of TAGs and DAGs such as those found in mam-
malian cells.

6.3 Cholesterol Esters

The steryl esters and specifically cholesterol esters (CE) represent neutral lipids
where there is a modest degree of molecular species complexity (Figure 6.10).

Figure 6.9 Atmospheric pressure chemical ionization (APCI-mass spectra) of triacyl-
glycerols isolated from soy bean oil. (A) OLnL, (B) OLO, (C) SLO, and
(D) SOS. Abbreviations for the fatty acyl groups are as follows: O, oleoyl;
Ln, linolenoyl; S, stearoyl; L, linoleoyl; P, palmitoyl; A, arachidoyl.
(Reproduced with permission from the American Oil Chemists’ Society.33)
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CEs are neutral lipids thought to represent storage molecules for energy and
cholesterol required by the cell. When present within mammalian cells, they
typically are within lipid bodies which are neutral lipid droplets bounded by a
phospholipid monolayer that have the hydrophobic tails of the phospholipids
pointed towards the neutral lipid droplets. In addition to this, CEs are trans-
ported in circulating plasma by various lipoproteins because of their very poor
water solubility. While methods to measure total cholesterol lipids are well
established, considerably less emphasis has been placed upon identifying and
describing the variety of molecular species of cholesterol esters present within
the cell. It is now clear that specific molecular species of cholesterol esters reflect
unique biochemical events taking place within the cell and reflect the avail-
ability of specific fatty acyl CoAs for the synthetic enzyme acyltransferase CoA
(ACAT). Cholesterol can also be esterified with fatty acyl groups present in
phospholipids, through action of the acyl CoA independent lecithin-cholesterol
acyltransferase (LCAT).

Most CEs are simple esters of the reaction of cholesterol with fatty acids
(Figure 6.10). However, several variations of the general structure have been
reported. Recent structural studies have characterized oxidized forms of cho-
lesterol which might be present in oxidized LDL, which is known to play an
important role in atherosclerosis.40 Various aldehydes and carboxylic acids
have been found to be products of free radical oxidation of cholesteryl linoleate
and some evidence has been gathered to suggest they are not as easily
hydrolyzed to cholesterol and linoleic acid as non-oxidized esters.41 One unique
CE was identified as cholesteryl nitrolinoleate.42 Esters of steroid hormones
have also been described, such as esterdiol fatty acid esters (Figure 6.10), and
they had been found to be some of the most potent steroidal estrogens present
in mammalian cells.43 Interestingly, the fatty acid composition of these
steroidal esters is different from those synthesized by LCAT. Other steroidal
esters have been described including the formation of interesting phytosteryl
esters such as taraxasteryl palmitate (Figure 6.10) present in the smoke of
burning leaves.44

6.3.1 Electron Ionization

The first studies of cholesterol esters and other steryl esters involved electron
ionization and our understanding of the mass spectrometric behavior of these
molecules came from the study of short chain ester analogs.45 Chemical
ionization has also been useful for characterizing steroidal esters.46 Since many
of the strategies involved separating molecules by gas chromatography prior
to entering into the mass spectrometer, relatively high temperatures were
employed to elute these somewhat nonvolatile compounds from the GC
column. Thus, they entered the ion source with excess thermal energy and
rapidly underwent the loss of the fatty acid by an expected ester ‘‘ene’’ reaction
(Scheme 6.5). Typically a molecular ion is of very low abundance (or perhaps
even absent) and what is observed is one abundant ion corresponding to the
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molecular ion of cholestadiene (at m/z 368). The elution of components at
various GC retention times characteristic of the fatty acyl ester, as well as the
appearance of virtually a single ion, has been used as a method to identify
cholesterol ester molecular species.

6.3.2 Chemical Ionization

Negative-ion chemical ionization has been found to yield much more structural
information in that abundant ions derived from both the cholesterol portion of
the molecule as well as the fatty acyl portion of the molecule are observed
(Figure 6.11). In this case, the negative ion at m/z 367 is thought to also be
deprotonated cholestadiene, perhaps derived from nucleophilic attack of the
ester moiety by the species NH2

� present in the chemical ionization plasma.47

The ion at m/z 385 (deprotonated cholesterol) readily loses water to form
deprotonated cholestadiene at m/z 367. The carboxylate anion derived from the
fatty acyl substituent is revealed by the ion at m/z 283 and subsequent loss of
water to form a ketene-type ion at m/z 265 is observed. These ion structures
were established using a series of synthetic cholesterol esters under negative
ammonia CI mass spectrometric conditions.48

6.3.3 Electrospray Ionization

Cholesterol esters readily form ammonium ion adducts and generate
[M+NH4]

1 during electrospray ionization. Collisional activation of this
adduct ion results in the formation of virtually a single product ion, that being
m/z 369, which is the protonated cholestadiene. Nonetheless, the ESI tandem
mass spectrometric method can be used to quantitate CEs present in biological
samples. A method has been developed using stable isotope dilution mass
spectrometry to measure CEs in plasma and 13 different molecular species
were quantitated ranging from 14:0 to 22:4 CE fatty acyl groups esterified to
cholesterol.49 Electrospray ionization has also been employed as a sensitive
means to detect unstable oxidized cholesterol esters.50 In these studies, Ag1

salts were added to the mobile phase and ionization during electrospray
resulted in formation of [M+Ag]1 in a process called ion coordination
electrospray.50 In this case silver cations avidly formed p-complexes with the

O

m/z 368.3

m/z 650.6

EI

(70 eV)O H

Scheme 6.5
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double bonds present in cholesterol esters. Since cholesterol itself has at least
one double bond, this served as a useful means to detect these molecules.

6.4 Wax Esters

Wax esters are a surprisingly complex mixture of lipid molecular species in spite
of their rather simple chemical structure, being long-chain fatty acids esterified
to long-chain fatty alcohols. These compounds are found in the bacterial,
animal, and plant kingdoms since they serve an important role in preventing
dehydration of living organisms. For example, wax esters on the cuticles of
insects reduce loss of water through evaporation.51 Many birds generate a
complex mixture of wax esters within preen glands that are used to repel water
on feathers. The meibomian gland in the human eye synthesizes wax esters that
coat the outer surface of the eye to prevent the loss of water from this critical
organ.52 The lipid-secreting cells in the human skin, sebaceous glands, synthe-
size wax esters complex in number and structure.53

The complexity of wax ester molecular species arises from the variety of fatty
acids and fatty alcohols that constitute these simple esters. Most abundant
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Figure 6.11 Negative ion ammonia chemical ionization mass spectrum of cholesteryl
stearate. The carboxylate anion and corresponding ketene are the most
abundant ions as well as deprotonated cholestadiene, which is enlarged in
the inset. Redrawn and annotated from Ref. 47.
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human wax esters are composed of either straight-chain monounsaturated or
saturated fatty acids that are esterified to either straight-chain or methyl
branched saturated alcohols (Figure 6.12). Much more complex wax esters
are known in nature. For example, a complex wax ester has been described in
porcine epidermis (Figure 6.12).54 This wax ester is derived from the long-chain
unsaturated fatty acid linoleic acid, esterified to the o-hydroxyl group of a
very long-chain fatty acid which is itself acylated to the free amino group of
the long-chain base, forming a ceramide-like molecule. Bacterial wax esters
are often complex, as illustrated with the dimycocerosate polyketide found
in mycobacteria.55 Even a wax triester has also been found.56 Perhaps not
surprising, wax esters are likely the least studied of the complex lipidomes
present in living organisms, including human subjects.

Since the late 1950s, electron ionization mass spectrometry has been em-
ployed to analyze wax esters and still remains the most successful technique to
structurally characterize both the simple and complex wax esters that are
isolated from biological sources.57 However, considerable use has been made
of gas chromatography, most recently capillary gas chromatography, in sepa-
rating many of the wax esters which have sufficient volatility to elute from gas
chromatographic columns stable at high temperatures.58 Nonetheless, certain
wax esters, in particular the diesters and triesters,7 have insufficient volatility
to be separated and analyzed as intact molecules by gas-phase techniques.
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Figure 6.12 Representative structures of wax esters that correspond to the esterifi-
cation of long-chain alcohols to long-chain acids. See text for references
to individual mass spectrometric identification of the more complex
structures.
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Therefore, an alternative strategy has been widely employed to breakdown wax
esters to their constituent fatty acids and fatty alcohols and to analyze these
components independently, since these degradation products are more amena-
ble to both gas chromatography and electron ionization mass spectrometry.
Newer techniques of HPLC are beginning to emerge to separate wax esters;
however, desorption and spray ionization techniques are not sufficiently sen-
sitive at the present time to afford viable strategies for structural characteriza-
tion of separated molecular species of wax esters eluting from the HPLC
column. This remains an important challenge for the future.

6.4.1 Electron Ionization

Structural characterization of wax esters has relied heavily on the use of
electron ionization and single stage mass spectrometry for analysis. How-
ever, that is not to say that this is an ideal technique to gain useful information
about these interesting esters. The behavior of wax esters after electron
ionization can be illustrated by the mass spectrum of a normal chain wax ester
n-hexadecyl-n-hexadecanoate (Figure 6.13). For saturated wax esters a mole-
cular ion is observed and this radical cation is used to characterize the total
number of carbon atoms and double bonds present in the species. During the
electron ionization process, the wax ester yields an abundant array of fragment
ions with a typical base peak corresponding to the protonated carboxylic acid,
in this case observed at m/z 257 (Scheme 6.6).59,60 With short-chain esters such
as methyl esters, this type of ion is not typically observed, but the additional
carbon atoms in the alcohol chain permit a hydrogen atom from the carbon
atom three carbons removed from the alkoxyl group to be abstracted followed
by radical-driven cleavage of the carbon–oxygen bond. There is also an ion
corresponding to the acylium ion from the carboxylic acid moiety CH3(CH2)14-
CO1 at m/z 239. The alcohol moiety is revealed by the abundant ion corre-
sponding to C16H32 (m/z 224), which is likely a McLafferty-type rearrangement
ion corresponding to cleavage of the alkyl oxygen bond (Scheme 6.6).60 A
similar hydrogen atom rearrangement two methylene groups down the alcohol
chain could explain another abundant odd-electron ion species observed at
m/z 196. A hydrocarbon series of ions usually dominates at low mass starting
at m/z 43 and with the sequential addition of 14 u, which clearly shows the
saturated nature of this molecule.

When a single double bond is present in the fatty acid portion of the ester, the
observed fragment ions are derived from alternative pathways of decomposi-
tion that become predominant. Unfortunately, there are no specific ions that
can be used to assign positions of double bonds in the fatty acid carbon chain;
however, there is information that can be employed to confirm the position of
unsaturation as being in the fatty acyl group as opposed to the alcohol. One of
the more abundant ions is a ketene ion, observed at m/z 236 in the example
illustrated (Scheme 6.7 and Figure 6.13). This ion would correspond to the loss
of methanol from the fatty acid methyl ester and is typically quite abundant in
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unsaturated fatty acid methyl esters.61 There is an ion corresponding to the
protonated carboxylic acid observed in this case at m/z 255. The abundance
ratio between the ketene ion and protonated carboxylic acid ion clearly
indicate, as well as the mass of these ions, that the unsaturation is in the fatty
acid portion of the wax ester.
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Figure 6.13 Electron ionization (70 eV) mass spectra of synthetic wax esters corre-
sponding to (a) palmitoyl palmitate (acid/alcohol; 16:0/16:0), (b) palmitoyl
palmitoleate (acid/alcohol; 16:1/16:0), and palmitoleoyl tetradecanoate
(acid/alcohol; 14:0/16:1).

184 Chapter 6



A double bond present in the alcohol portion of the wax ester drastically
alters the fragmentation pattern of the saturated species (Figure 6.13). In this
case, the most abundant ions are derived from the alcohol portion of a wax
ester. An ion corresponding to the protonated carboxylic acid is observed, but
a more abundant odd-electron ion species corresponding to cleavage of the
carbon–oxygen bond of the alcohol is observed (m/z 222) (Scheme 6.8).
In addition to the protonated carboxylic acid, an acylium ion is observed at
m/z 211. Perhaps most striking is the large number of odd-electron ion
species in a series starting at m/z 82 proceeding by 14 u intervals to m/z 222.
These would correspond to specific cleavages likely driven by the double bond
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moving throughout the alcohol chain due to excess energy during electron
ionization, resulting in a delocalized radical cation adjacent to a double
bond (Scheme 6.8). This is a rather unusual feature that is characteristic of
normal-chain wax esters containing a double bond present in the alcohol
portion of the molecule.

Perhaps the most challenging structural task is to assign the alkyl group
position of the intact ester either from the fatty acid or fatty alcohol perspec-
tive. This is a critical point since methyl branching is one of the major motifs in
wax ester diversity. Methyl-branched fatty acids and fatty alcohols are even
found in mammalian-derived wax esters.62 The determination of alkyl group
branching of wax esters has typically been done by hydrolysis of the wax esters
to their constituent components and using chromatographic separation tech-
niques as well as mass spectrometry to assign methyl group positions. Yet some
EI-derived ions from intact wax esters have been suggested to reveal methyl
branching as iso- or anteiso-fatty acids.63 Complex wax esters from vicinal diols
have been isolated from various avian preen glands. Recently, the wax ester
lipidome from the red knot (Calidris canutus) was described to be a mixture
of both monoester waxes and diester waxes.64,65 Electron ionization mass
spectrometry of the intact wax esters was used to identify specific components
that make up this complex mixture of wax esters based upon the elution of
components with specific molecular ions65 (Figure 6.14). In the case of diester
waxes, these did not yield a molecular ion but formed an abundant ion
corresponding to loss of 143 u, which was indicative of the molecular weight
of these diesters. Intense ions corresponding to cleavage of the carboxylic acid
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Figure 6.14 Total ion chromatogram (TIC) of the wax esters isolated from C. canutus.
Partial mass chromatograms of specific molecular ions C21 (m/z 340),
C22 (m/z 354), C23 (m/z 368), C24 (m/z 382), C25 (m/z 396), C26 (m/z
410), C27 (m/z 424), C27 (m/z 438), C28 (m/z 452), C29 (m/z 466), C30
(m/z 480), C31 (m/z 494), and C32 (m/z 500). See original reference for
identification of specific wax ester molecular species.65 (Reproduced with
permission from the American Oil Chemists’ Society.)
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groups were used in part to identify individual components in the complex
mixture by using a mass chromatogram approach.64

Another interesting polyunsaturated wax ester66 was recently described
as a product of squalene metabolism by a marine microbe (Marinobacter
squalenivorans). Electron ionization mass spectrometry did reveal a molecular
ion for this product at m/z 496; but none of the other typical ions seen during
electron ionization were observed. However, after hydrogenation, the doubly
protonated carboxylate species was observed at m/z 271. In order to unambig-
uously assign the methyl branching, it was necessary to degrade this molecule
to the representative alcohols and fatty acids and compare the mass spectra to
that of authentic isoprene derivatives.66

The determination of double bond positions by electron ionization mass
spectrometry has always been a challenging task and indeed this remains so
with wax esters. There have been techniques devised by reacting intact wax
esters with dimethyldisulfide to form a vicinal dimethyldisulfide derivative.67

These derivatized wax esters yielded characteristic ions that underwent a
neutral loss of 48 u (CH3SH) that defined the position of the double bond.
Such approaches have been useful for determining olefin positions only when
one double bond was present in the wax ester.

Other investigators have employed a strategy to degrade wax esters to their
constituent fatty acid or fatty alcohol and then carry double bond determina-
tion or methyl substitution positions using more traditional techniques of fatty
acid analysis.61,68 Specific examples have involved making unique remote site
fragmentation derivatives such as picolinyl and nicotinate esters69 as well as
comparing the EI fingerprint to that of authentic compounds. The combination
of these EI and GC techniques of intact and hydrolyzed wax esters has been
used to determine molecular species in human hair70 and follicular cells.71

6.4.2 Electrospray and Desorption Ionization

Relatively few reports have been published concerning the use of electrospray
ionization to characterize wax esters. In part, this has been due to the inherently
low sensitivity of electrospray ionization for these neutral lipids, as well as
the absence of unique collision induced decomposition product ions. As
was observed for electron ionization, the appearance of even a single double
bond drastically alters the collision-induced decomposition mass spectrum.
There has been one report of fundamental studies of electrospray ionization
of the ammoniated adduct ion of wax esters72 which yielded an abundant
[M+NH4]

1 ion during electrospray ionization. Collisional activation of
[M+NH4]

1 yielded doubly protonated carboxylate cation, as well as a few
other ions.

Electrospray ionization was employed to structurally characterize an aro-
matic wax ester isolated from Rhodococcus bacteria grown on phenyldecane.
The unique wax ester was purified by thin-layer chromatography then charac-
terized by electrospray ionization as the sodium adduct with a molecular ion of
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m/z 47 that could be collisionally activated to yield the sodiated carboxy-
late species at m/z 271.73 One report used ESI to analyze lithiated adduct
neutral lipid ions from human tear fluid but could not detect the expected major
wax ester.74

6.5 Conclusions

The analysis of complex mixtures of lipids as closely related molecular species
and as unique elements of the cellular lipidome is emerging as an analytical
possibility. Techniques such as electrospray ionization of cationized neutral
lipids followed by collision-induced decomposition is emerging as a very
general technique by which one can assess not only the structural variants of
molecular species, but also attempt to understand the quantitative changes that
can take place within a cell. Many challenges remain because of the extra-
ordinary large number of molecular species that are present in major and minor
components and challenges of quantitative analysis. In addition, techniques
such as electron ionization and gas chromatography/mass spectrometry remain
useful approaches to study the complexity of neutral lipidomes with species
such as wax esters. The only limitation of this latter technique is the thermo-
stability of such compounds. As sensitivity in mass spectrometry improves,
other neutral lipids which are of lower abundance in cells (e.g. dolichols) may
become the target of lipidomic studies.
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CHAPTER 7

Bioinformatics of Lipids

EOIN FAHY

San Diego Supercomputer Center, University of California, San Diego, 9500
Gilman Drive, La Jolla, CA 92093-0505, USA

7.1 Introduction

In the past decade, bioinformatics has become an integral part of research and
development in the biomedical sciences, propelled by the sequencing of the
human genome and advances in high-performance computing. The latter has
motivated research for the elucidation of the macromolecular parts lists in cells.
Unlike in genomics and proteomics, where advanced methodologies have
yielded parts lists of genes and proteins in cells, there has been little effort to
systematically obtain lists of cellular lipids and their changes. Only recently
organized efforts have begun to emerge in identifying and cataloguing lipids. In
particular, lipid research or ‘‘lipidomics’’ is emerging as a rapidly expanding
field where these molecules are generating great interest with regard to their
roles in membrane structure and organization, energy production, signaling,
metabolism, inflammation, apoptosis and gene regulation, and other processes
in cells, as well being implicated in major pathologies such as diabetes, heart
disease, and cancer. When efforts to sequence genomes and to measure
proteomes were initiated, concomitantly significant investments were made in
bioinformatics infrastructures that could accommodate the avalanche of data.
Structured vocabularies were developed to classify these macromolecules,
database schemas were developed to house the data in relational tables, and
numerous algorithms were developed to carry out extensive gene and protein
sequence analysis.1 However, when efforts to measure mammalian lipids
were initiated there was great paucity in informatics resources concerning
lipids and lipid data. Even the lipid nomenclature organized by IUPAC was
decades old2–5 and there was no infrastructure that tied lipids to the genes and
proteins associated with them. This void was soon recognized and efforts
are underway to create a comprehensive bioinformatics infrastructure for
lipidomics.6 In this chapter, we will provide an overview of the current status
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of lipid bioinformatics and discuss the emerging developments in this field. We
present the new classification and structural representation schemes for lipids
that is beginning to be widely accepted, organized database efforts for lipidomic
data spearheaded by the LIPID MAPS and LipidBank projects, schemes for
integrating lipidomic, genomic and proteomic data, methods for quantitative
analysis of lipids in cells, and early efforts to map lipid-associated pathways in
normal and pathological conditions. We will also present significant challenges
that remain in the development of lipid bioinformatics.

7.2 Lipid Classification, Nomenclature, and Structure

Representation

7.2.1 Classification

The first step towards classification of lipids is the establishment of an ontology
that is extensible, flexible, and scalable. One must be able to classify, name, and
represent these structures in a logical manner which is amenable to databasing
and computational manipulation. Lipids have been loosely defined as biologi-
cal substances that are generally hydrophobic in nature and in many cases
soluble in organic solvents.7 These chemical features are present in a broad
range of molecules such as fatty acids, phospholipids, sterols, sphingolipids,
terpenes, and others.8 There are a number of online resources (Table 7.1) which
outline comprehensive classification schemes for lipids. In view of the fact
that lipids comprise an extremely heterogeneous collection of molecules from a
structural and functional standpoint, it is not surprising that there are signifi-
cant differences with regard to the scope and organization of current classi-
fication schemes. The Lipid Library site (http://www.lipidlibrary.co.uk) defines
lipids as ‘‘fatty acids and their derivatives, and substances related biosyn-
thetically or functionally to these compounds’’. The Cyberlipids website
(http://www.cyberlipid.org) has a broader approach and includes isoprenoid-
derived molecules such as steroids and terpenes. Both of these resources classify
lipids into ‘‘simple’’ and ‘‘complex’’ groups, with simple lipids being those
yielding at most two types of distinct entities on hydrolysis (e.g. acylglycerols:
fatty acids and glycerol) and complex lipids (e.g. glycerophospholipids: fatty
acids, glycerol, and headgroup) yielding three or more products on hydrolysis.
The LipidBank database (http://lipidbank.jp) in Japan defines 17 top-level
categories in their classification scheme covering a wide variety of animal and
plant sources. The LIPID MAPS group (http://www.lipdmaps.org) has taken a
more chemistry based approach (Figure 7.1) and defines lipids as hydrophobic
or amphipathic small molecules that may originate entirely or in part by
carbanion-based condensations of thioesters (fatty acids, polyketides, etc.),
and/or by carbocation-based condensations of isoprene units (prenols, sterols,
etc.). This classification scheme6 (Table 7.2) organizes lipids into well-defined
categories that cover eukaryotic and prokaryotic sources, and which is equally
applicable to archaea and synthetic (man-made) lipids. Biosynthetically related
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compounds that are not technically lipids due to their water solubility are
included for completeness in this classification scheme. Lipids are divided into
eight categories (Fatty Acyls, Glycerolipids, Glycerophospholipids, Sphingoli-
pids, Sterol Lipids, Prenol Lipids, Saccharolipids, and Polyketides) containing
distinct classes and subclasses of molecules and provide a 12-digit identifier for
each unique lipid molecule. An important database field is the LIPID ID, a
unique 12-character identifier based on this classification scheme. The format
of the LIPID ID, outlined in Table 7.3, provides a systematic means of
assigning unique IDs to lipid molecules and allows for the addition of large
numbers of new categories, classes, and subclasses in the future. The last four
characters of the ID comprise a unique identifier within a particular subclass
and are randomly assigned. By initially using numeric characters this allows
9999 unique IDs per subclass, but with the additional use of 26 uppercase

Table 7.1 Online Resources for Lipid Classification and Databasing.

Resource URL Country Comments

Lipid

Library

http://www.lipidlibrary.co.uk U.K. Multiple reference

topics and

examples, MS and

NMR libraries,

literature service

Cyberlipid

Center

http://www.cyberlipid.org France Descriptions of lipid

classes with

examples and

literature

references

LipidBank http://lipidbank.jp Japan Lipid database with a

wide variety of

categories,

including plant

lipids

LipidBase http://lipidbase.jp Japan An updated online

version containing

LipidBank records

classified according

to LIPID MAPS

scheme, search

interfaces

LIPIDAT http://www.lipidat.chemistry.ohio-state.edu U.S. Database composed

mostly of

phospholipids and

associated

thermodynamic

data

LIPID

MAPS

http://www.lipidmaps.org U.S. Classification scheme,

lipid and protein

databases, MS

libraries, search

tools
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alphabetic characters, a total of 1.68 million possible combinations can be
generated, providing ample scalability within each subclass. In cases where
lipid structures were obtained from other sources such as LipidBank or
LIPIDAT, the corresponding IDs for those databases are included to enable
cross-referencing. The LIPID MAPS classification scheme has been adopted

Figure 7.1 The LIPID MAPS chemistry-based approach defines lipids as molecules
that may originate entirely or in part by (a) carbanion-based conden-
sations of thioesters and/or by (b) carbocation-based condensations of
isoprene units.
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by the LipidBank (http://lipidbank.jp) consortium in Japan. The LIPIDMAPS
classification scheme has also been adopted by KEGG (Kyoto Encyclopedia of
genes and genomes) where functional hierarchies involving lipids, reactions,
and pathways have been constructed (http://www.genome.ad.jp/brite/). The
development of this system has been enriched by interaction with lipidologists
across the world, anticipating that this system will be internationally accepted
and utilized.

7.2.2 Nomenclature

Nomenclature of lipids falls into two main categories: systematic names
and common or trivial names. The latter includes abbreviations which are a
convenient way to define acyl/alkyl chains in acylglycerols, sphingolipids, and
glycerophospholipids. The generally accepted guidelines for systematic names
have been defined by the International Union of Pure and Applied Chemists
and the International Union of Biochemistry and Molecular Biology (IUPAC-
IUBMB) Commission on Biochemical Nomenclature (http://www.chem.
qmul.ac.uk/iupac/).2–5 The use of core structures such as prostanoic acid,
cholestane, or phosphocholine is strongly recommended as a way of simplifying
systematic nomenclature; commercially available software packages that per-
form structure-to-name conversions generally create overly complicated names
for many categories of lipids.

Table 7.2 LIPID MAPS Lipid Categories and Examples.

Category Abbrev. Example

Fatty acyls FA Dodecanoic acid
Glycerolipids GL 1-Hexadecanoyl-2-(9Z-octadecenoyl)-sn-glycerol
Glycerophospholipids GP 1-Hexadecanoyl-2-(9Z-octadecenoyl)-sn-glycero-3-

phosphocholine
Sphingolipids SP N-(Tetradecanoyl)-sphing-4-enine
Sterol lipids ST Cholest-5-en-3b-ol
Prenol lipids PR 2E,6E-Farnesol
Saccharolipids SL UDP-3-O-(3R-Hydroxy-tetradecanoyl)-aD-N-

acetylglucosamine
Polyketides PK Aflatoxin B1

Table 7.3 Format of 12-Character LIPID ID.

Characters Description Example

1–2 Fixed database designation LM
3–4 2-letter category code FA
5–6 2-digit class code 03
7–8 2-digit subclass code 02
9–12 Unique 4-character identifier within subclass AG12
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Many lipids, in particular the glycerolipids, glycerophospholipids, and
sphingolipids, may be conveniently described in terms of a shorthand name
where abbreviations are used to define backbones, headgroups, and sugar
units, and the radyl substituents are defined by a descriptor indicating carbon
chain length and number of double bonds. These shorthand names lend
themselves to fast, efficient text-based searches and are used widely in lipid
research as compact alternatives to systematic names. The glycerophospholi-
pids in the LIPIDAT database (http://www.lipidat.chemistry.ohio-state.edu),
for example, may be conveniently searched with a shorthand notation that
has been extended to handle side-chains with acyl, ether, branched-chain, and
other functional groups.9 The use of a shorthand notation for selected lipid
categories3 that incorporates a condensed text nomenclature for glycan subs-
tituents has been deployed by LIPID MAPS. The abbreviations for the sugar
units follow the current IUPAC-IUBMB recommendations.3

7.2.3 Structure Representation

In addition to having rules for lipid classification and nomenclature, it is
important to establish clear guidelines for drawing lipid structures. This is a
prerequisite for any useful lipid molecular database in terms of consistent
molecular structure presentation. Large and complex lipids are difficult to
draw, which leads to the use of shorthand and unique formats that often
generate more confusion than clarity among lipid researchers. The LIPID
MAPS consortium has chosen a consistent format for representing lipid
structures where, in the simplest case of the fatty acid derivatives, the acid
group (or equivalent) is drawn on the right and the hydrophobic hydrocarbon
chain is on the left (Scheme 7.1).

7.3 Lipid Molecular Databases

Modern biology has become increasingly sophisticated to permit complex
database schemas and approaches which enable efficient data accrual, storage,
and dissemination. A large number of repositories such as GenBank,
SwissProt, and ENSEMBL (http://www.ensembl.org) support nucleic acid
and protein databases; however, there are only a few specialized databases
(e.g. LIPIDAT9 and LipidBank10) that are dedicated to cataloging lipids.
The LIPIDAT database, developed by Martin Caffrey’s group at Ohio State
University, focuses on the biophysical properties of glycerolipids and sphingo-
lipids and contains over 12 000 unique molecular structures. The LipidBank
online database in Japan contains over 6000 structures over a broad range
of lipid classes and is a rich resource for associated spectral data, biological
properties, and literature references.

Given the importance of these molecules in cellular function and pathology,
it is essential to have a well-organized database of lipids with a defined ontology
that is extensible, flexible, and scalable. The ontology of lipids must incorporate
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classification, nomenclature, structure representations, definitions, related bio-
logical/biophysical properties, cross-references, and structural features (for-
mula, molecular weight, number of carbon atoms, number of various
functional groups, etc.) of all objects stored in the database. This ontology is
then transformed into a well-defined schema that forms the foundation for a
relational database of lipids. An object-relational database of lipids, based
on the above classification scheme, and containing structural, biophysical,
and biochemical characteristics is available on the LIPID MAPS website with
browsing and searching capabilities. The database currently contains over
10,000 structures which have been obtained from the LIPID MAPS core
facilities as well as the LipidBank and LIPIDAT databases. All structures
have been classified and redrawn according to LIPID MAPS guidelines. A
number of different molecular viewing formats: GIF image, Chemdraw CDX,
and the Java-based Marvin and JMol interfaces are offered. This database
stores curated information on lipids in a web-accessible format and will provide
a community standard for lipids.

In an effort to increase public availability, LIPID MAPS lipid structures are
now available on NCBI’s PubChem website (http://pubchem.ncbi.nlm.nih.gov)
where they have been assigned PubChem Substance IDs. All the deposited

Scheme 7.1 Consistent format for representing lipid structures.
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LIPID MAPS lipids on the Pubchem website have hyperlinks back to the
LIPID MAPS site.

7.4 Lipid-associated Protein/Gene Databases

GenBank and SWISSPROT contain a significant part of the annotation of
genes and proteins respectively and most of the known lipid proteins have been
annotated in these databases. However, there is no unique gene and protein
database of ‘‘lipid’’ proteins that contains comprehensive summary and context
dependent annotation of these molecules. In order to fill this void the LIPID
MAPS Proteome Database (LMPD) was developed to provide a catalog of
genes and proteins involved in lipid metabolism and signaling. The initial
release of LMPD establishes a framework for creating a lipid-associated
protein list, collecting relevant annotations, databasing this information, and
providing a user interface (Figure 7.2). The LMPD is an object-relational
database of lipid-associated protein sequences and annotations.11 The current
version contains approximately 4,000 records, representing human and mouse
proteins involved in lipid metabolism and signaling. Users may search LMPD
by database ID or keyword, and filter by species and/or lipid class associations;
from the search results, one can then access a compilation of data relevant to

Figure 7.2 The LIPID MAPS Proteome Database is an online database of lipid-
associated protein sequences and annotations which may be searched by
various criteria. The URL is http://www.lipidmaps.org/data/proteome/.
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each protein of interest, cross-linked to external databases. The LIPID MAPS
Proteome Database (LMPD) is publicly available from the LIPID MAPS
Consortium website (http://www.lipidmaps.org/data/proteome/index.cgi). A
list of lipid-related GO (Gene Ontology, http://www.geneontology.org)12 terms
and KEGG13 pathway data was compiled, using lipid-specific keywords, such
as trivial names of classes, subclasses, and individual lipid compounds. The
UniProt14 proteins annotated with those GO and KEGG terms were then
collected, and these proteins were classified (based on their substrates/products
or interactions) according to the lipid classification scheme previously de-
scribed. Annotations are organized by category: Record Overview, Gene/
GO/KEGG Information, UniProt Annotations, and Related Proteins. The
record overview contains LMPD_ID, species, description, gene symbols,
lipid categories, EC number, molecular weight, sequence length, and protein
sequence. Gene information includes Entrez Gene ID, chromosome, map
location, primary name, primary symbol, and alternate names and symbols;
Gene Ontology (GO) IDs and descriptions, and KEGG pathway IDs and
descriptions. UniProt annotations include primary accession number, entry
name and comments such as catalytic activity, enzyme regulation, function,
and similarity.

7.5 Lipid-associated Pathways and Networks

Lipids play central roles in energy storage, cell membrane structure, cellular
communication, and regulation of biological processes such as inflammatory
response, neuronal signal transmission, and carbohydrate metabolism. Organi-
zing these processes into useful, interactive pathways, and networks represents
a great bioinformatics challenge. The KEGG consortium maintains collection
of manually drawn pathway maps representing current knowledge on the
molecular interaction and reaction networks, several of which pertain to lipids
(http://www.genome.jp/kegg/pathway.html), including fatty acid biosynthesis
and degradation, sterol metabolism, and phospholipids pathways. Addition-
ally, the KEGG Brite (http://www.genome.jp/kegg/brite.html) collection of
hierarchical classifications includes a section devoted to lipids where the user
can select a lipid of interest and view reactions and pathways involving that
molecule. A number of category-specific lipid pathways have been constructed,
notably the SphinGOMAP, a pathway map of approximately 400 different
sphingolipid and glycosphingolipid species15 (http://www.sphingomap.org).
LIPID MAPS is developing a comprehensive graphical pathway display,
editing, and analysis program (Biochemical Pathways Workbench) which
will have the capability to display a variety of lipid-related entities and states
such as lipids, enzymes, genes, pathways, activation states, and experimental
results. This graphical tool will be tightly integrated with the underlying LIPID
MAPS relational databases and will play an important role in the recon-
struction of lipid networks using emerging data from LIPID MAPS core
facilities and other public sources. The large amount of data emerging from
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experimental lipid research is continually increasing our knowledge of the
complexity of these pathways.

7.5.1 Lipidomic Data

With the advent of sensitive analytical instrumentation such as mass spectro-
metry, it is now possible to obtain quantitative data on large numbers of lipid
species under a variety of experimental conditions, allowing us to investigate
time-dependent changes in lipid-associated processes in response to a variety of
stimuli. Studies by Brown et al.16,17 have quantified over 400 phospholipids
from cell extracts using ESMS and statistical bioinformatics techniques. This
ability to simultaneously assess the metabolic dynamics of hundreds of
phospholipid species reveals a wealth of information regarding the cellular
lipidome. On a more general scale, the LIPIDMAPS consortium has embarked
on a time-dependent study of a wide range of lipid classes in mouse macro-
phage cells, in response to stimulation of the toll-like receptor 4 (TLR4) with
Kdo2-Lipid A (http://www.lipidmaps.org/data/kdo2lipidatimecourse/). Quan-
titative data from these experiments are being used to validate existing lipid
networks and elucidate novel interactions. Transcription factors often function
as the end points of signal transduction pathways. Changes in the activities of
these proteins result in changes in the rate of transcription of specific target
genes. As a result, the mRNA composition of the cell is altered. In many cases
this transcriptional reprogramming leads to changes in cellular proliferation,
differentiation, and other cellular phenotypes. These global changes in mRNA
profiles can be evaluated using gene expression microarrays. Gene-array tech-
nologies have also been utilized to assess lipid-associated proteins at the
transcriptional level. Glass and co-workers18 have used arrays containing
10 000 mouse sequences to study nuclear–receptor repression in macrophage
cells via toll-like receptor (TLR) signaling. These nuclear receptors such as
PPARs and LXRs play critical roles in lipid homeostasis. Both lipid mass
spectrometric data and gene expression data are also made easily accessible to
the research community at the LIPID MAPS website.

7.6 Bioinformatics Tools for Lipidomics Research

7.6.1 Data Collection

Data analysis of lipidomics experiments represents significant challenges both
in volume and complexity. Typical experiments yield component lists of lipids
with quantitative content data and a catalog of interactions and networks
involving lipids. A truly comprehensive ‘‘lipidomics’’ approach must incor-
porate multiple separation and identification techniques, maintaining suffi-
cient sensitivity to distinguish closely related metabolites while remaining
robust enough to cope with the wide variety of heterogeneous classes of cel-
lular lipid species. Electrospray ionization mass spectrometry (ESI-MS), with
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its extraordinary sensitivity and its capacity for high throughput, has become
the technique of choice for the analyses of complex mixtures of lipids from
biological samples.19 From a bioinformatics standpoint, one must record and
store all the experimental conditions and protocols pertaining to a particular
set of experiments (metadata), as well as the actual experimental measurements
(data). A variety of commercial and in-house laboratory information manage-
ment systems (LIMS) have been deployed to capture and database the meta-
data. The LIPID MAPS consortium has developed a Java-based LIMS system
to enable barcoding and data entry of the various protocols, reagents, and
experimental parameters used at LIPID MAPS experimental facilities. The
LIMS modules have been customized to capture metadata generated by mass
spectrometry procedures and other experiments.

The mass spectral data itself is generated from a range of instruments such as
MALDI, ion-trap, and quadrupole time-of-flight (QToF) spectrometers from
different manufacturers – consequently the native binary data formats pro-
duced by each type of mass spectrometer also differ and are usually proprietary.
This impedes the analysis, exchange, comparison, and publication of results
from different experiments and laboratories, and prevents the bioinformatics
community from accessing data sets required for software development. In
an effort to overcome this problem, developers at the Institute for Systems
Biology have introduced the ‘‘mzXML’’ format,20 an open, generic XML
(extensible markup language) representation of MS data and have also deve-
loped an accompanying suite of supporting programs to covert binary data
files such as those created by Sciex/ABI Analyst, Micromass MassLynx, and
ThermoFinnigan Xcalibur into the common mzXML format (Figure 7.3).

7.6.2 Standards Libraries

The interpretation of MS and NMR data for lipids can be very challenging due
to a number of inherent properties of these molecules. Many lipids contain
unsubstituted aliphatic chains or substructures whose 1H NMR chemical shifts
are in the upfield spectral region (0–2.5 ppm) and not well dispersed, even at
high field strength. The structural heterogeneity of many classes of lipids
precludes accurate and reliable prediction of MS fragmentation in tandem
spectra, in contrast to the situation for MS interpretation of proteins where
facile cleavage of the peptide bonds has led to the development of search
algorithms which compare MS/MS fragmentation data to a list of ‘‘virtual
spectra’’ computed from a protein database. In this situation, comparison
of MS and NMR spectral data with libraries of lipid standards can be very
informative. The Lipid Library website (http://www.lipidlibrary.co.uk/
masspec.html) contains a large set of over 1600 electron-impact (EIMS)
mass spectra of fatty acid derivatives, as well as 1H and 13C NMR spectra
obtained from various sources. An online library of lipid standards, including
tandem mass spectral data generated by the LIPID MAPS core facilities, has
recently been made available to the public. This database currently consists of
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approximately 200 analytes spanning 7 lipid categories. An online search
interface allowing end-users to search by precursor or product ion mass has
been developed and will be released shortly.

7.6.3 MS Prediction Tools

Certain classes of lipids such as acylglycerols and phospholipids composed of
an invariant core (glycerol and headgroups) and one or more acyl/alkyl
substituents are good candidates for MS computational analysis since they
fragment more predictably in ESMS leading to loss of acyl side-chains, neutral
loss of fatty acids, loss of water, and other diagnostic ions depending on the
phospholipid headgroup.19 It is possible to create a virtual database of permu-
tations of the more common side-chains for glycerolipids and glyceropho-
spholipids and calculate ‘‘high-probability’’ product ion candidates in order to
compare experimental data with predicted spectra. The LIPID MAPS group
has developed a suite of search tools allowing a user to enter an m/z value of
interest and view a list of matching structure candidates, along with a list of
calculated of neutral-loss ions and ‘‘high-probability’’ product ions. These
search interfaces have been integrated with structure drawing and isotopic
distribution tools. The LipidBase group at the University of Tokyo has created
a ‘‘Lipid Search’’ online interface (http://lipidsearch.jp/manual_search/) for
performing similar types of analyses on phospholipids. A novel algorithm and
databases has recently been developed to predict the presence of eicosanoids

Figure 7.3 Raw MS data files in proprietary binary formats are converted to a
common text-based mzXML document format, using vendor-specific
conversion programs. The mzXML files may then be processed and
analyzed by a single informatics pipeline.
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and related polyunsaturated fatty acids (PUFAs) from LC-UV-MS/MS data
where emphasis is placed on predicting fragments generated by carbon–carbon
bond cleavage.21

7.6.4 Automated Structure Drawing

In addition to having rules for lipid classification and nomenclature, it is
important to establish clear guidelines for drawing lipid structures. Large and
complex lipids are difficult to draw, which leads to the use of many unique
formats that often generate more confusion than clarity among lipid research
community. For example, the use of SMILES strings to represent lipid struc-
tures, while being very compact and accurate in terms of bond connectivity,
valence, and chirality, causes problems when the structure is rendered. This is
due to the fact that the SMILES format does not include 2-dimensional
coordinates – therefore the orientation of the structure is arbitrary, making
visual recognition and comparison of related structures much more difficult.
Additionally, the structure-drawing step is typically the most time-consuming
process in creating molecular databases of lipids. However, many classes of
lipids lend themselves well as targets for automated structure drawing, due to

Figure 7.4 Lipid structure, nomenclature, classification, and ontology creation may
be performed computationally, using well-defined, unique abbreviations
as a starting point. This example demonstrates the conversion of a text
abbreviation for a bile acid into a dataset containing structure (molfile),
systematic name, classification, and various molecular attributes such as
formula, molecular weight, number of functional groups, double bonds,
and rings.

207Bioinformatics of Lipids



their consistent 2-dimensional layout. A suite of structure-drawing tools has
been developed and deployed which dramatically increase the efficiency of data
entry into lipid-structure databases and permit ‘‘on-demand’’ structure gener-
ation in conjunction with a variety of mass spectrometry-based informatics
tools. Concurrently, a generalized lipid abbreviation format has been developed
which enables structures, systematic names, and ontologies to be generated
automatically from a single source format (Figure 7.4).

7.7 Conclusion

Lipids are recognized as key participants in the regulation and control of
cellular function and have important roles in signal transduction processes. The
diversity in lipid chemical structure presents a challenge for establishing prac-
tical methods to generate and manage high volumes of complex data that
translate into a snapshot of cellular lipid changes. The need for high-quality
bioinformatics to manage and integrate experimental data becomes imperative
at several different levels: (a) definition of lipid classification and ontologies,
(b) relational database design, (c) capture and automated pipelining of experi-
mental data, (d) efficient management of metadata, (e) development of lipid-
centric search tools, (f) analysis and visual display of results, and (g) integration
of the lipid knowledge base into biochemical pathways and interactive maps.
Whereas many of these requirements are shared by other areas of biology, the
unique structural and functional features of lipids demand a high degree of
specialization which will keep the emerging lipid bioinformatics community
busy for many years to come.
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CHAPTER 8

Mass Spectrometry in
Glycobiology

JOÃO RODRIGUES, CARLA ANTONIO, SARAH
ROBINSON AND JANE THOMAS-OATES

Department of Chemistry, University of York, Heslington, York
YO10 5DD, UK

8.1 Introduction

The field of glycobiology is considered to encompass the study of glycoconjugates,
molecules that contain carbohydrates, in terms of their structure and function and
the roles they play in biology. However, glycoproteins and polysaccharides, the
glycoconjugates that generally attract most attention from glycobiologists, have
little relevance in a metabolomic/metabonomic context, although glycolipids,
oligosaccharides, small molecule glycosides and intermediates in carbohydrate
metabolism all fall within the scope of metabolite glycobiology.

The analysis of glycoconjugates is particularly challenging, since these
compounds are structurally very diverse, and occur in nature in a wide range
of isomeric forms, both structural and diastereoisomeric. Many of the mono-
saccharides of which these molecules consist are epimers (diastereoisomers
having opposite configurations at only one stereogenic centre) (Figure 8.1a).
These epimers exist as both a and b anomers (stereoisomers deriving from the
centre of chirality generated on hemiacetal ring closure) (Figure 8.1b). These
different forms of the monosaccharides may be joined to each other or to non-
carbohydrate moieties either via the anomeric or the other carbons in the
molecule (Figures 8.1c and 8.1d), and may be joined to each other in linear or
branched chains (Figure 8.1d).

This level of structural complexity places heavy demands on the analytical
approaches used to identify and differentiate these isomeric structures. Mass
spectrometry offers particular strengths in its compatibility with high resolution
separation techniques, especially GC, LC and CE, and its ready applicability
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Figure 8.1 (a) Structures of the epimers galactose and glucose; (b) structures of the
anomers a- and b-glucose; (c) structure of ethyl glucuronide; (d) structures
of a linear trisaccharide and a branching tetrasaccharide.
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for determining monosaccharide sequence, branching and patterns of non-
carbohydrate substitution. Nonetheless, due to their polarity, structural
variety, the instability of some glycoconjugates, and their poor UV absorbance,
glycoconjugates are a particularly challenging subclass of the metabolome to
analyse.

In this chapter we discuss mass spectrometry-based methods for the analysis
of glycoconjugate metabolites, focusing on intermediates of cellular energy
metabolism (although we intentionally avoid plant metabolites, as these are
covered in Chapter 10), glycoconjugate biomarkers of inborn metabolic dis-
orders, and glucuronide biomarkers of opiate and alcohol abuse.

8.2 Glycolytic Intermediates and Sugar Phosphates

Phosphorylated carbohydrates, such as glycolytic intermediates and sugar
phosphates, are key compounds in metabolism. They are important interme-
diates of cellular energy metabolic pathways, such as glycolysis and the pentose
phosphate pathway.

8.2.1 Sampling and Extraction

Sampling of cells and rapid inactivation of metabolic processes, prior to cell
separation and extraction, are of the utmost importance when measuring
intermediary metabolites with high turnover rates, such as glycolytic interme-
diates and sugar phosphates. Important requirements when performing
an extraction protocol are that: (i) metabolites are completely extracted;
(ii) metabolite levels do not change either enzymatically or chemically; and
(iii) metabolites are not destroyed.

The importance of fast sampling has been well reported.1 An extraction
protocol based on a cold methanol quenching method was applied for the
determination of glycolytic metabolites in yeast cells. The method involves
rapid quenching of metabolism by spraying yeast cells with methanol/water
(60% v/v) at –40 1C, followed by a neutral extraction of metabolites with
chloroform at –40 1C. Quenching time was estimated to be less than 1 second.
Cold methanol quenching was shown to be an efficient method to reduce
changes in metabolite concentration during sampling, as long as the temper-
ature is kept below –20 1C throughout the procedure; it has been used success-
fully in a range of different applications.2–8

Another useful example of rapid sampling is by quenching in liquid nitro-
gen.9,10 Hajjaj et al.9 used both cold methanol and liquid nitrogen to stop
metabolism and concluded that both methods were equally efficient. Conse-
quently, metabolites, including glycolytic intermediates, were extracted from
filamentous fungi using different protocols. It was shown that extraction using
boiling buffered ethanol (75% v/v) followed by solvent evaporation gave the
best recoveries of metabolites. One of the advantages of the boiling ethanol
method is that the evaporation of ethanol after the extraction results in a
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concentration of metabolites.11 Glycolytic intermediates and sugar phosphates
can also be extracted from animal tissues using trichloroacetic acid.12,13 How-
ever, the simplicity and universality of the cold methanol approach as described
by de Koning and van Dam1 turns out to be an advantage, as it can be used as a
general tool for quantification of metabolites in different organisms, such as
bacterial, yeast and mammalian cells.14 Furthermore, a recent publication by
Villas-Bôas et al.15 suggested that quenching yeast cells using cold methanol
followed by extraction of intracellular metabolites, including sugar phosphates,
with pure methanol presented the most reliable method when compared to
other sample preparation methods.

8.2.2 Sample Handling and Derivatisation

In the extraction step, large volumes of solvents are often used and metabolites
are thus obtained in dilute solutions. Prior to analysis it is therefore necessary
to remove solvents and concentrate the sample. Solvents can be evaporated to
dryness using a centrifugal concentrator.16 Another method commonly used for
sample concentration is freeze-drying, where aqueous samples are dehydrated
and dried from the frozen solution. Using this process, metabolites are stable
and freeze-dried samples can be stored for long periods.17 Samples can be then
stored, preferably at –80 1C, prior to analysis.

Glycolytic intermediates and sugar phosphates are in volatile and very
unstable compounds. In order to analyse this class of metabolite, for example
by GC-MS, derivatisation is, therefore, required. Silylation is the simplest,
quickest and most popular method of derivatisation for GC-MS applica-
tions.18,19 Organic compounds containing reactive functional groups are
converted to their silylated derivatives (usually trimethylsilyl, TMS) which
are highly volatile, thermally more stable, and therefore, have excellent gas
chromatographic properties.20 Some metabolites (e.g., amino acids, carbo-
hydrates) contain more than one reactive group, and thus, more than one
derivatisation product may be formed. The main disadvantage associated with
derivatisation protocols is the time and sample losses associated with the
additional step in sample handling; in many cases, alternative analytical meth-
ods are suggested to avoid the derivatisation step.

8.2.3 Analytical Methods

Analytical methods for the determination of glycolytic intermediates and sugar
phosphates must be selective and sensitive. Selectivity in detection helps to
overcome interferences from other extracted compounds and matrix interfer-
ences, which is a particularly important consideration in biological samples.
High sensitivity is necessary to minimise the amount of biological material that
is extracted, reduce the sample load on the analytical system, and to detect the
low concentrations of metabolites (below 1 mM) present in biological samples.
MS, combined with on-line separations, is the most widely applied technology
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in metabolome analysis. It allows the detection and identification of a wide
range of metabolites in a single run. Moreover, the ability to perform multi-
stage tandem MS experiments provides specificity to the analysis and enhances
sensitivity by improving the signal-to-noise ratio.

8.2.3.1 Direct Infusion

Direct infusion MS is a rapid and high-throughput tool used to provide sample
classification in metabolic fingerprinting-based strategies with minimal
sample preparation. An interesting example was recently published by Castrillo
and co-workers,21 reporting a direct infusion electrospray MS method for
metabolite profiling of intracellular metabolites of the yeast Saccharomyces
cerevisiae. Sampling and extraction methods were optimised and metabolites
were reproducibly analysed by direct infusion positive ion electrospray MS. In
this study, tricine was chosen as a non-salt buffer for quenching and extraction
of metabolites, and more than 25 metabolites, ranging from glycolytic inter-
mediates and nucleotides to amino acids, could be simultaneously detected.
Moreover, this method can be applied for the study of other microorganisms
and biological systems.

Targeted analysis using MALDI-TOF MS was reported by Wittmann and
Heinzle22 for the quantification of lysine, alanine and glucose inCorynebacterium
glutamicum. The method uses 2,5-dihydroxybenzoic acid (DBH) as the matrix
and L-a-15N-lysine, L-1-13C-alanine and 1-13C-glucose stable isotope labelled
internal standards. Sensitive and reproducible quantification of meta-
bolites was achieved with standard deviations of 3.2% for glucose in positive
ion MALDI-TOF MS. These MALDI-TOF MS results showed excellent agree-
ment with those obtained by HPLC (lysine, alanine) and enzyme assay (glucose),
highlighting the possibility of analysing low molecular weight metabolites by
MALDI-TOF MS with minimal sample amounts (1–3 mL volumes of low mM
concentration samples) required.

Advantages of using direct infusion MS analysis are the speed and ease of the
analysis compared to conventional chromatographic separations. The choice of
buffers in MS analysis is of the utmost importance as salt buffers can cause ion
suppression effects and compromise the mass spectrometric analysis.

8.2.3.2 GC-MS

GC-MS-based methods have been extensively applied in metabolomics for the
analysis of volatile and thermally stable compounds, providing high resolution
separations and subsequent sensitive detection of compounds by mass spectro-
metry. However, the majority of metabolites analysed require chemical deri-
vatisation to impart volatility and thermal stability, with silylation the most
popular method of derivatisation for GC-MS applications. An interesting and
recent example of a GC-MS method was reported by Strelkov et al.23 for the
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comprehensive metabolome analysis of Corynebacterium glutamicum. Different
classes of metabolites were analysed by GC-MS as their silylated derivatives.
Simultaneous detection of approximately 300 metabolites was achieved and a
total of 121 metabolites (corresponding to 168 derivatives) were identified,
ranging from amino acids to organic acids, sugars and sugar phosphates, fatty
acids, and other classes of compound. This approach was also employed to
study the effect of different growth conditions on Corynebacterium glutamicum.
This constitutes, a rapid, reliable method allowing the sensitive and simulta-
neous analysis of a wide and significant number of metabolites using a GC-MS
approach.

8.2.3.3 LC-MS

The column chemistry most commonly used in LC-MS applications is reversed-
phase C18. However, polar metabolites, such as glycolytic intermediates and
sugar phosphates, show minimal retention and generally elute close to the void
volume without chromatographic separation. To overcome this, other column
chemistries along with MS-compatible mobile phase compositions are required.

Feurle et al.24 applied negative ion mode HPLC-ESI-MS/MS for the analysis of
sugar phosphate standards using a b-cyclodextrin bonded stationary phase and an
MS compatible mobile phase composed of acetonitrile/aqueous ammonium
acetate. In addition to the successful separation, detection and structural charac-
terisation of the sugar phosphates by MS/MS, identification of isomeric com-
pounds such as glucose-1-phosphate (Glc1P) and glucose-6-phosphate (Glc6P)
was achieved based on their product ion spectra, which yield very different and
characteristic product ions. Moreover, this on-line ESI-MS/MS system allowed
the detection and structural characterisation of D-1-deoxyxylulose-5-phosphate,
enzymatically formed from pyruvate and D-glyceraldehyde phosphate by yeast
transketolase.

Buchholz et al.25 reported the quantification of intracellular metabolites in
Escherichia coliK12 under defined growth conditions by means of LC negative-
ion mode electrospray MS/MS. Two MS compatible chromatographic meth-
ods were used: method 1 used two Nucleodex b-OH columns in series and
method 2 used a Hypercarb porous graphitised carbon column. It was shown
that, although the Hypercarb column required longer equilibration times, its
use led to improved separation of isomers such as Glc6P/fructose-6-phosphate
(Fru6P) and 3-phosphoglycerate (3PG)/2-phosphoglycerate (2PG), not resol-
ved using method 1. The LC-MS method was validated by comparison of the
results with those of enzymatic assays and an HPLC-UV method; the results
were well correlated. Enzymatic methods have the advantage of being very
specific, but they require a relatively large sample volume (100–300 mL/assay)
and only 5 or 6 metabolic intermediates could be detected. Using the Buchholz
LC-MS method, determination of more than 15 intracellular metabolites,
including glycolytic intermediates and nucleotides, was possible using minimal
sample volumes (10–20 mL) and detection limits between 0.02 and 0.50 mM.
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van Dam et al.26 reported the analysis of glycolytic intermediates in the yeast
Saccharomyces cerevisiae using high-performance anion-exchange chromato-
graphy (HPAEC) coupled to negative-ion mode electrospray ionisation tandem
MS. A sodium hydroxide gradient was used to separate glycolytic intermedi-
ates. Because this is not an MS compatible eluent, a commercially available
post-column membrane suppressor (ASRSs, from Dionex) was used to reduce
sodium hydroxide by proton exchange and, therefore, avoid ion suppression
effects and subsequent loss of sensitivity. Using this method, detection limits as
low as 1.5 to 16 nmol g�1 dry weight (DW) of Saccharomyces cerevisiae cells
were achieved for pyruvate and phosphoglycerate (3PG+2PG), respectively.
The intracellular concentrations of glycolytic intermediates such as Fru6P and
Glc6P were estimated to be 182 nmol g�1 DW and 1282 nmol g�1 DW, respec-
tively. The detection limits of this method were at least a factor of 30 lower than
those reported by Buchholz et al.25 The van Dam et al.26 LC-MS/MS approach
was recently applied byWittmann et al.27 for the measurement of glycolytic and
TCA cycle intermediates during cell-cycle-related oscillation in Saccharomyces
cerevisiae.

Another interesting example was reported by Wamelink et al.28 who devel-
oped an LC-MS/MS method for the analysis of sugar phosphate intermediates
of the pentose phosphate pathway (PPP) in bloodspots, fibroblasts and
lymphoblasts. LC separation was carried out by means of an ion pair loaded
C18 column and sugar phosphate detection was performed by negative-ion
mode electrospray MS/MS operating in multiple reaction monitoring (MRM)
mode. It was shown that all sugar phosphates generate a characteristic frag-
ment ion at m/z 97, and, therefore, the transition of the intact sugar phosphate
to m/z 97 was used for MRM analysis. Using this LC method the isomeric
pairs ribulose-5-phosphate/xylulose-5-phosphate and Glc6P/Fru6P were not
resolved, with each pair eluting as a single unresolved peak. However, the
method showed good sensitivity with detection limits ranging from 0.1 to
1.0 mmol L�1, with the exception of erythrose-4-phosphate and 3PG in blood-
spots, where the detection limit was found to be 10 mmol L�1. This method was
applied to two new inherited defects of metabolism: ribose-5-phosphate
isomerase (RPI) and transaldolase (TALDO) deficiency. Cultured cells from
patients affected with TALDO showed an increased concentration of sedo-
heptulose-7-phosphate and cultured cells from patients with RPI deficiency
showed a decreased formation of ribose-5-phosphate (Rib5P). In the light of
these results, Wamelink and co-workers suggested that the accumulating
intracellular sugar phosphate concentrations may play an important role in
the pathogenesis of these two newly discovered defects of the PPP.

The LC-MS methods applied to date for the analysis of sugar phosphates
and glycolytic intermediates have proven to be efficient for the identification
and determination of these metabolic intermediates in complex biological
samples. The challenge in LC-MS applications for metabolome analysis still
lies in the development of appropriate LC-MS methods based on new column
chemistries, using MS compatible mobile phases in order to achieve efficient
on-line coupling with MS.
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8.2.3.4 CE-MS

Since glycolytic intermediates and sugar phosphates lack a UV-vis chromophore,
most work on the analysis of these metabolites by capillary electrophoresis (CE)
uses indirect UV detection with various background electrolytes (BGEs). CE was
used by Ciringh and Lindsey29 for the analysis of sugar phosphate standards with
indirect UV detection using sorbic acid as the background electrolyte and
chromophore. It was shown that, using this CE method, isomers such as Glc1P
and Glc6P or ribose-1-phosphate and Rib5P were separated. Separation of a
mixture of seven sugar phosphate standards was achieved in 6 minutes and sharp
peaks were observed. Another example was reported by Soga and Ross30 for the
simultaneous determination of 82 compounds including pyruvate, glucose, fruc-
tose, sucrose and trehalose by CE with indirect UV detection using 2,6-pyridine
dicarboxylic acid (PDC) as the BGE. This CE method was further extended by
Soga and Imaizumi31 for the determination of 206 compounds, including sugar
phosphates.

However, in order to analyse metabolites from complex mixtures, an increase
in sensitivity is required and can be obtained by coupling CE to MS detection.
CE provides fast analysis and efficient separations, and MS provides the
high sensitivity and selectivity required in metabolome analysis of biological
samples.

Recently, CE-MS methods have been developed for the analysis of anionic
intermediates extracted from Bacillus subtilis. Soga et al.32 developed a simple
and reliable CE-ESI-MS method for the comprehensive analysis of intracellular
metabolites of the glycolysis and TCA cycle in Bacillus subtilis samples. In a
first step, a mixture of 32 standards including phosphorylated carboxylic acids,
sugar phosphates and glycolytic intermediates were separated by CE and
selectively detected by MS using a sheath-flow electrospray ionisation interface.
This method was applied to the comprehensive analysis of intracellular meta-
bolites extracted from Bacillus subtilis, including glycolytic intermediates and
sugar phosphates. Even though migration times of some compounds were very
similar (e.g., succinate, malate, 2-oxoglutarate and phosphoenolpyruvate),
MS successfully detected and differentiated them. However, isomeric com-
pounds such as Fru6P/Glc6P and 2PG/3PG were not fully resolved by CE,
nor identified and quantified by MS. Nevertheless, this CE-ESI-MS method
allowed the simultaneous determination of 27 metabolites from Bacillus subtilis
in less than 25 minutes. The method provides excellent reproducibility and
good linearity with relative standard deviations better than 0.4% for migration
times and less than 5.4% for peak areas. Detection limits ranged from 9 to 200
fmol at a signal-to-noise ratio of 3.

8.2.4 Data Analysis

In this post-genomic era, bioinformatic tools that allow the integration of
qualitative and quantitative data sets have been rapidly developed and applied
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in metabolomics studies, contributing to a better understanding of the function
of unknown genes. The data-processing approaches most commonly used in
metabolome analysis include unsupervised methods such as principal compo-
nent analysis (PCA) and cluster analysis (see Chapter 11).

8.3 Metabolic Disorders of Carbohydrate Metabolism

There are currently just two inborn errors of metabolism (IEMs) routinely
screened for in 99% of newborn babies in the UK: phenylketonuria (PKU) and
congenital hypothyroidism (CHT). (For more information about the UK
newborn screening programme centre, see http://www.ich.ucl.ac.uk/newborn/).
IEMs are hereditary, permanent biochemical disorders and although many
IEMs are relatively uncommon (in the UK 250 diagnoses of PKU and CHT are
annually reported from over 600 000 neonatal screens), it is paramount that
these disorders receive an early diagnosis so that treatment can be given as early
as possible in order to minimise the devastating and irreversible damage which
can be caused.

Genetic abnormalities of carbohydrate metabolism include the following
disorders: galactosemia, UDP galactose 4-epimerase deficiency, glycogenoses
(glycogen storage diseases), fructose intolerance, fructosuria, fructose 1,6-
diphosphatase deficiency, pentosuria, pyruvate dehydrogenase complex defi-
ciency, and pyruvate carboxylase deficiency. Unfortunately, many of these
carbohydrate metabolic disorders are often incorrectly diagnosed as diabetes,
for example L-xylulose in urine is diagnostic of pentosuria and not diabetes,
similarly fructose in the urine is diagnostic of fructosuria. These misdiagnoses
can waste valuable time in obtaining the correct diagnosis for the patient and
implementing the appropriate treatment.

The treatment and relief of symptoms for many of these carbohydrate
metabolic disorders can be achieved through strict diet control. However, in
some of these disorders, such as Pompe’s disease, there is no current treatment
available. Most disorders have been studied with an aim to identify biomarkers
in the various body fluids: blood, plasma and urine. However, many early
studies of these disorders (for example thin-layer chromatography is used in the
identification of lysosomal storage diseases, LSDs) have suffered from a lack of
specificity and sensitivity, and found that the complex nature of the biological
substrate can cause difficulties in the analysis. In the light of these limitations
and the requirement for the rapid and accurate study of biomarkers in these
disorders, contemporary mass spectrometry has been found to be an essential
tool in newborn screening that can make possible the early diagnosis of various
metabolic diseases. However, the expense, effort and effect of implementing
mass spectrometry, and in particular, MS/MS into current newborn screening
programmes is not a small undertaking. Indeed proposals for pilot studies to
screen for rare metabolic diseases using MS/MS for screening programmes are
still being carried out in many countries.33,34
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8.3.1 Sampling and Extraction

The most common biofluids used to determine metabolic disorders of carbo-
hydrate metabolism are urine (which is the least invasive sample to obtain) and
red/white blood cells or whole blood. However, tissue biopsies and MRI scans
are required for the diagnosis of some disorders. In the case of fructose 1,
6-diphosphatase deficiency, diagnosis is not via body fluid samples but through
the use of a fructose challenge test or a needle biopsy of the liver. Although far
less invasive than the liver biopsy, the fructose challenge test also poses a
significant risk for the individual under test. During a fasting period the
individual is given high fructose-content food and their blood glucose and
lactate levels are monitored. In affected individuals, glucose levels are low and
lactate high, and are the cause of the hypoglycaemia and lactic acidosis that the
individual suffers. The individual must be monitored very carefully during this
test as blood glucose and lactate may fall or rise, respectively, to dangerous
levels.

Metabolic abnormalities exist prior to the onset of the disease, therefore by
detection of abnormal metabolites or abnormally elevated metabolites in
blood, urine and other body fluids, diagnosis can be made in pre-symptomatic
neonates. The IEMs routinely tested for at present in the UK are diagnosed
from blood taken from a prick of the heel of babies approximately 1 week old.
The droplets of blood are spotted onto a Guthrie card,35 and the dried blood
droplets on these cards may be stored for many months. In addition to the
Guthrie test, it has been reported that babies in critical care units require more
specific sampling, as blood transfusions, nil by mouth status and administra-
tion of heparanised solutions can affect the newborn screen result.34

Inborn errors of metabolism occur when an enzyme does not properly
catalyse the transformation of one metabolite to another. The levels of meta-
bolites are known to be within a certain range for healthy individuals, so when
the enzyme doesn’t function, levels of the metabolite and its by-products are
distinctly elevated in the urine. Urine can, thus, be an effective biofluid sample
for the study and analysis of IEMs. Urine may be obtained as a dried sample on
filter paper, which is then extracted into distilled water. Alternatively, urine is
frozen on dry ice, stored at –20 1C or lower (often with desiccant) and prepared
in aliquots to prevent multiple freeze/thawing of samples before/during ana-
lysis. Urine samples that are to be directly infused into mass spectrometers are
usually centrifuged thoroughly beforehand.

In addition to blood and urine, biomarkers of LSDs have been identified
using amniotic fluid.36 Distinctive protein, oligosaccharide and glycolipid
markers have been found to provide unique signature metabolic profiles in
many LSD-affected individuals. In the human fetus, renal glomerular filtration
starts 9 –12 weeks after conception, and this contributes fetal urine to the
amniotic fluid, hence oligosaccharide biomarkers are elevated and were detected
from control populations by the second trimester. Little information is given in
that paper about how the samples were obtained. However, the post-sampling
treatment of the amniotic fluid was by lyophilisation and storage at –20 1C. The
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oligosaccharide metabolite biomarkers were then prepared as 1-phenyl-
3-methyl-5-pyrazolone PMP derivatives for analysis (see Section 8.3.2).

8.3.2 Sample Handling and Derivatisation

Guthrie cards are generally stored at –20 1C, and in one instance samples were
retrieved for further analysis from a bank of Guthrie cards (stored since they
were first used for screening) after 23 years.37 Retrospective analysis such as
this is only possible because the cards are stored at low temperature. However,
the cards would not be useable for analysis of protein markers, due to the
instability of proteins at this temperature. The dried blood spots are punched
from Guthrie cards in, usually, B3 mm discs. The blood is then extracted into
solution from the card into an appropriate solution for the next stage of
analysis. In this instance derivatisation of the oligosaccharide component of the
blood was carried out with 1-phenyl-3-methyl-5-pyrazolone (Scheme 8.1).

A derivative commonly used for monosaccharides to enable GC-MS analysis
is the TMS derivative, which produces trimethylsilyl ethers. In the diagnosis of
primary hyperoxaluria type II (PH2), heavy excretion of L-glyceric acid occurs
because of D-glycerate dehydrogenase deficiency. However, D-glyceric acid is
found in urine from patients with D-glycerate kinase deficiency. The absolute
configurations of these isomers are, therefore, important, as different optical
isomers can originate from separate metabolic pathways which reflect different
enzyme defects. The absolute configuration of glyceric acid cannot be deter-
mined using TMS derivatisation, thus O-acetyl-(+)-2-butylation with analysis
on a DB-5MS column was carried out in this instance.38 The method was

Scheme 8.1 PMP modification of GlcNAc6S; a glycosaminoglycan lysosomal storage
biomarker for mucopolysaccharidoses.39
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shown to have high sensitivity and could separate D- and L-glyceric acid in
samples from healthy control subjects (previously the absolute configurations
of glyceric acids were only reported from patients with PH2; however, this
study identified them in healthy control samples too). In addition, this deri-
vatisation offers greater stability of the derivative group over that of TMS
derivatives (samples were re-analysed over a 6-day time course). The method
used only 100 mL urine. It is important that when conducting experiments to
determine biomarkers for carbohydrate metabolic disorders, all patient samples
are analysed concurrently with those of age-matched controls, as much as is
reasonably possible.

8.3.3 Analytical Methods

8.3.3.1 Direct Infusion

The direct infusion of a mixture of unknown oligosaccharides is not common
practice due to the isomeric nature of the monosaccharides that make up these
structures. An element of separation is usually required to separate these
isomers and provide a basis for comparison of retention times with those of
authentic standards. In addition to this, the electrospray signal suppression is
high in biofluid analytes entering the mass spectrometer together, not least
because of the many competing analytes present, but also because of salts in the
biofluid. There is also the limitation of small sample volumes, particularly in
the paediatric setting. A study of LSDs using derivatisation and direct infusion
of the oligosaccharide derivatives has been presented.37 LSDs represent more
than 45 genetic diseases (inherited in an autosomal recessive manner) that result
in a deficiency of a specific lysosomal protein. This deficiency results in an
accumulation of substrates that are normally degraded within lysosomes. The
accumulated substrate can be used to group LSDs into categories; these are
the mucopolysaccharidoses, lipidoses, glycogenoses and oligosaccharidoses.
The clinical similarities between LSDs in these categories are organomegaly,
bone abnormalities, coarse hair and facial features (facies). The treatment for
such LSDs is bone marrow transplantation and enzyme replacement therapy.

Oligosaccharides resulting from lysosomal storage are very concentrated in
the urine compared to plasma, which suggests that the kidneys are very efficient
at removing these oligosaccharides from circulation. The derivative used in this
direct infusion analysis was 1-phenyl-3-methyl-5-pyrazolone (see Scheme 8.1).
The derivatives were directly infused into an ion-spray source on a triple
quadrupole mass spectrometer using 50% acetonitrile/0.025% formic acid
as solvent at 100 mL min�1. Neutral oligosaccharides were analysed in the
positive-ion mode and sulfated oligosaccharides were analysed in the negative-
ion mode. The ions generated were then mass analysed using multiple reaction
monitoring. Eighty oligosaccharide species were monitored and using MRM of
specific oligosaccharide markers, the concentration of these ions could be used
to show differences between the LSD disease groups (except for Pompe’s
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disease) and the control groups. Common oligosaccharide markers observed
that discriminate diseased patients from control groups are N-acetylhexosa-
mine-sulfate (for example in MPS IVA patients) and N-acetylhexosamine-
hexuronic acid disaccharide (HexNAc-HexA) in Tay-Sachs patients. Storage
oligosaccharides in a-mannosidosis are a combination of hexose (Hex) and
HexNAc, e.g., Hex2HexNAc, Hex3HexNAc and Hex4HexNAc, which are all
elevated in a-mannosidosis patients. Thus, many LSDs could be identified
using this method. However, a number of disadvantages were highlighted and
these disadvantages are also pertinent to other similar methods. For large scale
screening the derivatisation of oligosaccharides is labour intensive. In addition,
due to the low level of oligosaccharide biomarkers in blood, urine is the biofluid
of choice. However, using urine as the biofluid requires collection of an
additional sample alongside the blood/Guthrie card, which adds expense and
further sample handling and storage effort to the screening protocol.

8.3.3.2 GC-MS

GC-MS has been used for the diagnosis of inborn errors of metabolism (IEM)
since the 1970s. Quoting from a recent review of GC-MS analyses of IEMs
‘‘metabolome analysis by the simplified pre-treatment with urease of urine or
the eluates from urine dried on filter paper, stable-isotope dilution, and GC/MS
is the most comprehensive approach for the molecular diagnosis of IEMs.
A single chromatographic injection by full scan MS and extracted ion chro-
matograms enables the rapid screening of more than 130 IEMs. The approach
is non-invasive, valid, feasible, cost-effective and applicable to patients with
IEMs regardless of the presence/absence of clinical symptoms’’.40

Examples of such methods are the use of O-acetyl-(+)-2-butylation in the
very specific and sensitive analysis of optical isomers of glyceric acid (see Section
8.3.2). In addition to well established GC-MS methods for the analysis of IEMs,
authors are still reporting improvements to these methods in the current
literature. For example, a stable-isotope dilution method that used ammonia
chemical ionisation and negative-selected ion monitoring of 3-hydroxyglutaric
acid, a biomarker of glutaric aciduria type 1, is a highly sensitive method.
However, workers did not always find ammonia gas easy to handle, especially in
routine high-throughput operation. A method of similar sensitivity but with
more practical application has since been reported41 which utilises conventional
EI for the measurement of 3HGA as tert-butydimethylsilyl (tBDMS) deriva-
tives. Finally, although not specific to the analysis of IEM biomarkers, common
GC-MS derivatives such as TMS have recently been reported using microwave-
assisted silylation, which speeds up the derivatisation procedure enormously.42

8.3.3.3 LC-MS

The current practice, before enzymatic analysis such as assays for leukocyte or
fibroblast enzyme activity, for testing patients suspected of having an LSD, is
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screening for elevation of storage substrate using thin-layer chromatography.
There are limitations to these analyses in that there is difficulty in analysing
large numbers of samples and in identification of analytes based just on their
retardation factors (Rf). An offline LC-MS analysis for LSDs by analysing
amniotic fluid has been presented.36 Off-line analysis of PMP derivatives of
oligosaccharides as biomarkers for LSDs was achieved using C18 stationary
phase 96-well columns on an automated robotic liquid handling system. The
columns were washed with water and dried under vacuum before the addition
of CHCl3 to remove excess PMP reagent. The samples were further dried and
then derivatised oligosaccharides eluted from the stationary phase using 50%
acetonitrile with 0.025% formic acid. Samples were dried under nitrogen and
re-aliquoted in a known amount of LC mobile phase before undergoing
analysis by ES-MS/MS carried out on a triple quadrupole mass analyser.
Neutral oligosaccharides were analysed in positive-ion mode and acidic oligo-
saccharides in negative-ion mode. Semi-quantitative results were obtained
using MRM for 100 ms per MRM pair. The MRM pairs were chosen according
to specific fragmentation of PMP derivatives at m/z 175 (M+H)1 and 173
(M–H)�. Semi-quantification of the analytes was achieved using relative peak
heights of the internal standards (1 nmol d3-GlcNAc-6-sulfate for glyco-
saminoglycans, and 0.5 nmol methyl lactose for all other oligosaccharides).

Pompe’s disease is an LSD characterised by lysosomal accumulation of
glycogen within cells as a result of the deficiency of the lysosomal enzyme acid
a-glucosidase. In infant onset there is massive cardiomegaly (abnormal enlarge-
ment of the heart), macroglossia (enlargement of the tongue) and hypotonia
(decrease in muscle tone) and death occurs in the first 2 years. Onset later in life
is characterised by slower progressive muscle weakness, and death occurs from
respiratory failure. Definitive treatment is not available so there are two
strategies to treat the disease: enzyme-replacement therapy or gene-transfer
of the a-glucosidase gene using viral vectors. Due to early onset and very pre-
mature death the requirement for rapid, early diagnosis is evident and is also a
requirement for the future monitoring of biomarkers in order to check the
efficacy of therapy. Pompe’s disease was characterised some years ago by the
observation that the concentration of a tetrasaccharide of four glucose residues
was elevated in these patients’ urine.43 However, the use of this tetrasaccharide
as a biomarker for the disease has not been widely adopted, the likely reasons
being that the analytical methods available were complex, and laborious
derivatisations for GC- and HPLC-MS analyses and immunoassays. A less
laborious method has since been reported which utilises 1-phenyl-3-methyl-
5-pyrazolone derivatisation prior to ES-MS analysis of urine,44 plasma and
dried blood spots. The tetrasaccharide concentration was measured against
creatinine molarity in urine and was found to increase in both infantile- and
adult-onset Pompe individuals, against age-matched controls. Blood spots
could not be used to differentiate between controls and affected individuals.
The calibration curves generated in relation to the internal standard for
quantification were linear up to 8 mmol L�1 (LOD 0.32 pmol). This method
showed substantial improvement in sensitivity over previous methods that used
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pulsed amperometric detection (PAD) (LOD 20–50 pmol). In addition, the 96-
well solid-phase extraction format allows the analysis of 96 samples in a day
compared with, on average, 30 min HPLC run times, making the method
applicable for large-scale screening.

Pompe’s disease has also been characterised using butyl-p-aminobenzoate
derivatisation (BAB).45 BAB labelled oligosaccharides were separated on a C18

column and detected with UV absorbance. Fractions were collected offline and
analysed using ES-MS/MS. During the analysis of these oligosaccharide BAB
derivatives, a co-eluting compound was observed and was shown (using an
authentic standard) to be a component of human breast milk. The method was
then further modified to separate the Glc4 BAB derivative (Pompe biomarker)
from the breast milk compound. This example underscores one of the most
important advantages of using mass spectrometry in clinical HPLC assays over
detectors that do not offer the specificity of mass spectrometry.

8.3.3.4 CE-MS

No reports have been found in the literature of the use of CE-MS for the
diagnosis or characterisation of inborn errors of metabolism. This probably
reflects the generally poor concentration LODs of CE, and the technical
difficulties, when interfacing CE with MS, of obtaining reproducible data,
especially from samples in complex matrices.

8.3.4 Data Analysis

The common derivatisations of oligosaccharide analytes presented here are not
currently pooled into databases built of chromatographic and mass spectro-
metric data. However, the vast amount of data now present in the literature
from metabolomics and metabolite identification has created a need for stand-
ardisation in the research community. In addition to standardisation, mean-
ingful comparison of datasets and replication of experiments, user-friendly
open access tools for this flood of information are necessary. Although there
are numerous databases of information at the genomic, transcriptomic and
proteomic level, there is a comparative lack of metabolomic databases, in
particular for established GC-MS techniques. Efforts have been made by the
plant metabolomics community to agree conventions for their data formats and
description of experiments.46 These issues are only just receiving attention from
other workers in metabolome analysis.47

8.4 Glucuronidated Metabolites as Biomarkers

for Drug and Alcohol Abuse

The detection of a specific drug and its glucuronide metabolite(s) has become of
extreme relevance in clinical and forensic toxicology. Being able to estimate
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metabolite/drug ratios may provide information about route, dose and even
time of exposure/uptake. In the majority of cases, a parent drug is biotrans-
formed rapidly and is thus only present in its original form in biological fluids
at very low levels, which makes the detection of its metabolite(s) of crucial
importance for the identification of the parent drug(s).

Drugs undergo a range of metabolic transformations in the body that act as
detoxification mechanisms, and which change the compounds to a less toxic,
more water-soluble form that can be rapidly excreted from the body. In
general, any drug undergoes a series of enzymatic reactions designated Phase
I and Phase II metabolism.48

Phase I metabolism is regarded as the enzymatic transformation, such as
oxidation, hydroxylation, de-alkylation or reduction of functional groups.
Phase II metabolism involves a change in structure of a molecule or its Phase
I metabolite via conjugation with an endogenous substance (e.g., glucuronide
and sulfate). These Phase II reactions often follow Phase I modifications of a
drug, but there are examples of xenobiotics that undergo Phase II metabolism
without first undergoing Phase I metabolic steps.

The conjugation of a drug with glucuronic acid is probably the most important
detoxification reaction and it is found extensively in mammals. The fact that
glucuronic acid is readily available from the glucose that is generally stored in the
form of glycogen makes this reaction of glucuronidation so common. Addition-
ally, there are several functional groups such as hydroxyl, amino, carboxyl
and sulfhydryl to which glucuronic acid can be transferred enzymatically via
UDP-glucuronosyltransferase catalysis in the endoplasmic reticulum.49 The
effect of glucuronidation is to produce an acidic compound, more water-soluble
than its precursor at physiological pH. Therefore, these compounds are entirely
ionised at pH values between 3 and 4. Direct conjugation with glucuronic acid
generally removes the pharmacological activity of the drug.

8.4.1 Sampling and Extraction

A range of biological fluids and tissues is used for the determination of drug
glucuronide derivatives. These include urine, blood, plasma, serum, cerebro-
spinal fluid (CSF) and, more recently, even hair.

Analysis of urine has become the most common approach, due to the non-
invasive means of sample collection, but also due to the fact that most drug
metabolites are found in higher concentrations in urine and in the presence of
fewer interfering components, such as proteins and lipids, than other biological
samples. Urine can be sampled using several procedures, the most commonly used
being the collection of aliquots in sterile containers and subsequent freezing on
dry ice and storage at –20 1C, or –80 1C if available. The sample should normally
be stored in several aliquots to prevent loss of the analytes during multiple freeze/
thaw cycles. An alternative method that has proven to be quite popular is the use
of filter paper onto which the urine sample is collected and dried. Using this
method, the sample is easily recovered by extraction with water.
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Although reports are to be found in the literature of the analysis of other
fluid sample types (blood, plasma, serum and CSF), detail is lacking on the
sampling and sample handling approaches used.

Generally, glucuronide drug metabolites are extractable using solid-phase
extraction methods with several different chemistries associated with the packed
material, the most common being reversed-phase. This extraction step allows
reduction of the presence of other metabolites that would mask the presence of
the glucuronide metabolites as well as enabling the concentration of these
metabolites, which are present in trace amounts in biological fluids and tissues.

8.4.2 Sample Handling and Derivatisation

The determination of glucuronide metabolites has been performed, until
recently, by cleavage of the glucuronide moiety with an enzyme (e.g., b-
glucuronidase) to yield the parent compound, which may then be detected
and quantified. This type of enzymatic approach can suffer from several
limitations: (i) incomplete enzymatic hydrolysis due to competitive inhibition
of the enzyme used; (ii) difficulties in cleaving some conjugates at specific
positions; (iii) possibility of differing levels of hydrolysis of the conjugate with
some enzyme preparations. Additionally, there is evidence suggesting that
contaminants in the preparation may convert one metabolite into another
during the hydrolysis process.50 Even under very closely controlled conditions,
these methods involve extensive sample preparation, which can be time con-
suming, and the glucuronides of each class of drug require a unique analytical
method. Similar arguments can be made for methods that involve derivatisation
prior to analysis. All these limitations associated with these procedures reinforce
the need for methods that enable the direct detection of these metabolites.

GC-MS analysis of extracts containing these glucuronidated metabolites is
generally complicated. Many of the metabolites are not volatile and must be
derivatised prior to GC analysis. Trimethylsilylation is widely used as the main
derivatisation protocol because it is simple, quick and provides highly volatile
derivatives. One drawback of TMS derivatisation is the fact that all samples need
to be analysed in a period of 2 hours after the derivative is made, limiting
throughput. Several alternative reagents can be found described in the literature,
such as the acylating reagents pentafluoropropionic anhydride (PFPA) and
heptafluorobutyric anhydride (HFBA), which can provide more stable derivatives
but generally fail to provide the necessary volatility for gas chromatography.

8.4.3 Analytical Methods

8.4.3.1 Morphine Glucuronides

Morphine is an extremely potent opioid analgesic used for treatment of
moderate to severe pain. Morphine metabolism is achieved mainly via conju-
gation with glucuronic acid (GlcA) to form morphine-3-glucuronide (M3GlcA)
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and morphine-6-glucuronide (M6GlcA). M6GlcA contributes to the analgesic
potency of morphine. The principal metabolite M3GlcA has no opioid action
but seems to contribute to the side effects of morphine. Since morphine is a
metabolite of heroin, M3GlcA and M6GlcA are also heroin metabolites.51

Studies reported in the literature are generally aimed at monitoring therapeutic
concentrations in patients, to study opiate abuse, and even to identify causes of
intoxication or death in clinical or forensic work.

(a) Direct Infusion. The method of direct infusion into the mass spectro-
meter has not been found to be used in the analysis of the glucuronide
metabolites of morphine although applications of this methodology can be
widely found in other metabolite profiling studies. One of the reasons could
be because of the highly complex matrix in which the sample is generally
obtained, such as urine, blood and serum. These contain high concentrations of
other compounds and metabolites, making a chromatographic step necessary
to further simplify their analysis.

(b) GC-MS. Only relatively recently has a single method been described for
the direct measurement of morphine glucuronides using gas chromatography-
mass spectrometry (GC-MS), presumably owing to the thermal lability and
involatility of these compounds. In his paper, Leis et al.52 described a procedure
for derivatisation and highly sensitive detection and quantitative measurement
of morphine glucuronides in human plasma by GC/negative-ion chemical
ionisation MS.

Morphine glucuronides, namely M6GlcA and M3GlcA, were derivatised
to form their pentafluorobenzyl ester trimethylsilyl ether derivatives. The
compounds were then analysed using GC-MS, where a diagnostic fragment
ion at m/z 748 was obtained at high relative abundance from both target
compounds. Deuterium-labelled morphine glucuronides were used as internal
standards. Calibration curves were produced using polynomial fitting for the
range 10–1280 and 15–1920 nmol L�1 for the M6- and M3-GlcAs, respectively.
The method proved to be rapid and robust for batch analysis of morphine
glucuronides during pharmacokinetic profiling of the drugs.

(c) LC-MS. LC-MS based methods are widely used in the analysis of
morphine glucuronide metabolites and several examples have been reported in
the literature. These studies are generally performed using reversed-phase
column chemistries, but more recent examples also describe the application
of normal-phase columns for LC-MS studies.

Tyrefors et al.53 reported a method using LC–ES-MS in the positive-ion
mode for the detection of morphine and its metabolites, M3GlcA and M6GlcA
in serum. Separation was achieved on a reversed-phase column using a gradient
of 4–70% (v/v) acetonitrile with 0.1% (v/v) formic acid at a flow of 1.0 mL
min�1. The compounds were detected in the mass spectrometer by selected-ion
monitoring for m/z 286.2 for morphine and m/z 462.2 for both M3GlcA
and M6GlcA. A linear range of 5–500 ng mL�1 was obtained for M3GlcA
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and 2–100 ng mL�1 for M6GlcA. This method enabled very short analysis
times of less than 5 min.

Schanzle et al.54 determined the concentrations of M3GlcA and M6GlcA
in serum, urine and cerebrospinal fluid (CSF) of patients or volunteers recei-
ving morphine during a clinical study using LC-ES-MS in the positive ion
mode. A reversed-phase separation with a C18 column was used with water–
acetonitrile–tetrahydrofuran–formic acid (100:1:1:0.1, v/v) as the mobile phase.
Retention times were 1.7 and 3.2 min, respectively, for M3GlcA and M3GlcA.
The limit of quantitation (LOQ) was reported to be as low as 0.5 ng mL�1 for
M6GlcA and 2 ng mL�1 for M3GlcA when measured in serum or cerebrospinal
fluid samples and 25 ng mL�1 for M6GlcA and 9 ng mL�1 for M3GlcA in
urine.

Naidong et al.55 presented an alternative method using normal-phase LC-
MS/MS instead of the more generally used reversed-phase column chemistries.
In order to obtain a good spray and high sensitivity in MS the authors found
that only mobile phases with high organic solvent composition and acidic pH
gave the required optimal conditions. Curiously, an extremely fast equilibration
time (5–10 min) was achieved with a mobile phase of acetonitrile, water and
formic acid, instead of the traditional solvents used in normal-phase liquid
chromatography. Retention times for M3GlcA and M6GlcA were 2.4 and 1.9
min, respectively. Linearity for measurements in plasma was achieved over the
range 10–1000 ng mL�1 for M3GlcA and 1–100 ng mL�1 for M6GlcA. The
limits of detection (LOD) were reported to be as low as 1 ng mL�1.

Projean et al.56 developed a quick, simple method for the determination of
M3GlcA and M6GlcA in rat plasma by LC-ES-MS using selected-ion moni-
toring (SIM). Chromatographic separation was performed using a phenyl–
hexyl column with a step-gradient of acetonitrile and formic acid in water at 1.0
mL min�1. Naloxone was used as the internal standard. The limits of quan-
tification (LOQ) achieved with this method were around 4.88 nM for M3GlcA
and M3GlcA.

Whittington and Kharasch developed a method using LC-MS for the
detection of morphine and its glucuronides in plasma.57 The analytes were
separated using an isocratic mobile phase consisting of methanol, acetonitrile
and formic acid. The LOQ was 0.5 and 5 ng mL�1 for M6GlcA and M3GlcA,
respectively.

(d) CE-MS. The use of capillary electrophoresis coupled to mass spect-
rometry (CE-MS) has been recently used for the analysis of morphine
glucuronides in human urine.58 In this study, Wey and Thormann used an
aqueous background electrolyte containing 25 mM ammonium acetate and
NH3 (pH 9), combined with atmospheric pressure electrospray ionisation mass
spectrometry in the positive-ion mode, and showing that injection of untreated
or diluted urine would not allow the detection of the morphine glucuronides.
Only the incorporation of a solid-phase extraction step using a mixed-mode
polymer phase allowed the analysis of the glucuronidated metabolites with
limits of detection around 100–200 ng mL�1.
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8.4.3.2 Alcohol

Ethyl glucuronide (EtGlcA) (Figure 8.1c) is a non-volatile, water-soluble direct
metabolite of ethanol that can potentially serve as a marker of alcohol
consumption. EtGlcA was first isolated from rabbit’s urine in 1952 by Kamil
et al.59 In 1967, Jaakonmaki et al.60 detected the metabolite in human urine for
the first time. About 90–95% of blood ethanol is eliminated by hepatic
oxidation via alcohol and aldehyde dehydrogenase enzymes. The detoxifying
pathway of alcohol elimination via conjugation with glucuronic acid represents
about 0.5–1.5% of total ethanol elimination.61 Despite the fact that it is a
minor ethanol metabolite, this compound can be very useful in forensic
applications. Previous studies have demonstrated that ethyl glucuronide is
highly specific and sensitive as an alcohol marker.

(a) Direct infusion. Again, reports of the use of direct infusion into the
mass spectrometer have not been found for the analysis of the metabolite ethyl
glucuronide. Again, this is probably due to the highly complex matrix which
requires at least a chromatographic step to allow successful analysis.

(b) GC-MS. Janda and Alt62 have presented a method for the determination
of ethyl glucuronide (EtGlcA) in human serum and urine using a combination of
solid-phase extraction (SPE) and gas chromatography (GC) with mass spectro-
metric detection (MS). EtGlcA was isolated from serum and urine using
aminopropyl SPE columns after deproteination with perchloric acid and hydro-
chloric acid, respectively. The chromatographic separation was performed on a
DB 1701 fused silica column after conversion of the EtGlcA to its trimethyl-
silylated derivative. Using GC-MS in selected-ion monitoring mode, LOQs of
173 and 560 ng mL�1 and LODs of 37 and 168 ng mL�1 were reported for serum
and urine, respectively. This clearly shows the sensitivity of the method.

More recently, Jurado et al.63 described a procedure for the detection and
quantification of EtGlcA in hair samples. In this method the hair was sequenti-
ally washed with water and acetone. The decontaminated sample was then
finely cut and a deuterated internal standard (d5-EtGlcA) and 2 mL of water
were added, followed by sonication for 2 hours. The analysis was performed
using derivatisation with pentafluoropropionic anhydride (PFPA), following
which the acylated derivatives were injected onto the GC-MS system. Linearity
over the range of concentrations from 0.050 to 5 ng mg�1 was reported by the
authors, with LOD and LOQ of 0.025 and 0.050 ng mg�1, respectively.

(c) LC-MS. Wurst et al.64 developed an LC-MS/MS method without the
need for derivatisation or sample cleanup prior to analysis. 1 mg of deuterated
internal standard was added to 100 mL urine and an aliquot of this mixture
was injected onto the LC-MS/MS without further sample preparation. Samples
were separated using a reversed-phase C18 column with a mobile phase
consisting of 1% formic acid in methanol at a flow of 0.18 mL min�1. The
detector was a triple–quadruple mass spectrometer operated in multiple-
reaction monitoring mode. The detection limit was reported to be 100 ng mL�1.
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A simple analytical procedure to routinely screen for urinary EtGlcA was
developed by Stephanson et al.65 This method enabled direct injection of urine,
diluted and containing a deuterated internal standard, into an electrospray
LC-MS. The use of a porous graphitised carbon column (Hypercarb) allowed
an isocratic separation with 5–6 min retention times. The mobile phase
consisted of 25 mmol L�1 formic acid with 5% acetonitrile. The method
yielded a linear range of 0.1–1500 mg mL�1. The method was applied to screen
for EtGlcA in 252 clinical urine samples.

Weinmann et al.66 recently used LC-MS/MS in negative-ion mode for the
detection of EtGlcA in urine that enabled several MS/MS transitions to be
monitored (deprotonated molecule [M–H]�/product ions: m/z 75, 85, 113, and
optionally also 159). The LOD was found to be 52 ng mL�1.

Politi et al.67 recently presented a negative-ion mode LC-ESI-MS/MS method
for the determination of EtGlcA in urine. This assay was applied to several
authentic urine samples from social drinkers and to alcoholic beverages. Penta-
deuterated EtGlcA was used as internal standard. Two MS/MS reactions were
monitored, with the deprotonated molecule as precursor ion:m/z 221- 75, and
m/z 221 - 85. This method was preceded by a simple and rapid sample
pre-treatment step (1:50 water dilution and centrifugation of 50 mL of urine).
The method was accurate and precise over the linear dynamic range (0.05–10
mg L�1). This study has also shown that EtGlcA is stable in frozen urine for at
least 1 month.

(d) CE-MS. Although there are no examples in the literature of the use of CE-
MS for the analysis of EtGlcA, there is a recent method reported by Krivankova
et al.68 where the authors used capillary zone electrophoresis (CZE) to analyse
EtGlcA in model mixtures and human serum using uncoated and coated fused
silica capillaries together with acidic buffers in the pH range between 3.2 and
4.4 and UV detection at 214 nm. In these approaches, separation of EtGlcA from
endogenous macro- and micro-components (anionic serum components of high
and low concentration, respectively) is based upon transient isotachophoretic
stacking, referred to as sample self-stacking. The selection of a favourable buffer
co-ion and pH was shown to be crucial for optimised sensitivity. A buffer
composed of 10 mM nicotinic acid and epsilon-aminocaproic acid (pH 4.3) was
demonstrated to provide a detection limit for EtGlcA in serum of 0.1 mg mL�1.

Further developments will have to be made to allowmethods like this to be used
in conjunction with mass spectrometry. For a CE-MS method to be successful, it
is highly dependent on the use of MS compatible buffers which are frequently not
employed in off-line CE separations. In general, CE-MS is still not as robust and is
much less user friendly than the routinely used LC-MS methodologies.

8.5 Conclusions

Mass spectrometry, especially hyphenated with GC or LC, is a powerful
approach for the characterisation and analysis of glycoconjugate metabolites.
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In spite of the theoretical advantages of CE (advantageous flow characteristics,
constant solvent composition so that ionisation characteristics do not fluctuate,
lack of a requirement for expensive columns, fast separation times and high
resolution), this technique is noticeably underused in the analysis of glyco-
conjugate metabolites. This probably reflects the technical difficulty of opera-
tion in hyphenation with MS, the inherently poor concentration LODs, and the
compromises that have to be made as regards separation efficiency when
identifying a mass spectrometry compatible background electrolyte. In con-
trast, GC- and LC-MS(/MS) approaches offer robustness of operation, good
resolution, excellent LODs and compatibility of experimental protocols with
the complex sample matrices in which these challenging metabolites are gen-
erally sampled, and consequently generally represent the approaches of choice
for these analyses.
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9.1 Introduction

Mass spectrometric imaging using matrix assisted laser desorption ionisation
mass spectrometry (MALDI-MSI) is a technique pioneered by the group of
Richard Caprioli.1 In the most common variant of the technique, the sample is
imaged by moving it by set increments under a stationary laser. At each
position the laser is fired for a pre-selected time or number of shots and a mass
spectrum is acquired. Images are obtained by plotting the x and y coordinates
versus the abundance of a selected ion or ions, which is represented as a grey or
colour scale (Figure 9.1a). This is often referred to as the mass microprobe
mode of MALDI imaging. Using this approach images are typically acquired
with a spatial resolution of 50–200 mm (this being limited by the laser spot size/
resolution available for sample target movement).

An alternative to the mass microprobe approach, the mass microscope
approach has been pioneered by Ron Heeran and co-workers at FOM in
Amsterdam.2 In this approach, rather than the laser beam being highly
focussed a mass spectrometer that accepts a 150–300 mm diameter ion beam
is used to map a magnified image of the spatial distribution of a selected m/z
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value onto a two-dimensional detector. This approach is shown in Figure 9.1b.
To image larger areas than the diameter of the laser beam, adjacent images are
‘‘stitched’’ together in software and, by using ion gates, images of differing m/z
values can be obtained. Using such instrumentation a spatial resolution of 4 mm
has been demonstrated. Whilst such instrumentation holds enormous promise
for the future of MALDI-MSI, to date there are currently no commercial
systems available and hence in this article we will concentrate on the more
widely used microprobe approach.

9.2 Practical Aspects of MALDI Mass Spectrometric

Imaging (MALDI-MSI)

9.2.1 Instrumentation for MALDI-MSI

MALDI-MSI in microprobe mode has been performed on a wide variety of
instrumentation. Most widespread has been the use of a conventional time of
flight mass spectrometer and of note is the availability of software for Percep-
tive Biosystems/Applied Biosystems MALDI-TOF-MS instrumentation,

Figure 9.1 Schematic of the two different approaches to macromolecular imaging
mass spectrometry. (a) Microprobe imaging collects mass spectra from an
array of designated positions to reconstruct a molecular image after
completion of the experiment. (b) In microscope imaging magnified images
of the ion distributions are directly acquired using a two-dimensional
detector. (Reproduced from Luxemborg S. L et al., Analytical Chemistry
2004, 76, 5339–5344 with kind permission of the publishers r 2004 The
American Chemical Society.)
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as free downloads (http://www.maldi-msi.org) which both facilitates the ac-
quisition of MALDI-MSI data and provides tools for its processing. MALDI-
TOF-MS instruments with imaging options are, however, available from a
range of other commercial vendors.

Whilst conventional MALDI-TOF-MS instrumentation is the most appro-
priate for the original MALDI-MSI application of protein profiling, there are
limitations to its use for small molecule work. Conventional MALDI-TOF-
MS instruments are of axial configuration; that is the sample and the mass
spectrometer are in direct line of sight. The time of flight of an ion through
such an instrument and hence the measured mass can be affected by both the
surface topography of the sample and by surface charging if an insulating
surface, such as a sample of biological tissue, is analysed. Sputter coating of
sample surfaces with gold has been proposed as a method to overcome this
effect. For small molecule MALDI-MSI, however, the use of orthogonal
MALDI ion sources on hybrid quadrupole time of flight (QqTOF) instruments
offers both good mass measurement stability and the potential to use tandem
mass spectrometry to increase the specificity of analyses (discussed in Section
9.3.2). Such instruments are now also available commercially from a number
of vendors.

In order to simply couple MALDI to mass analysers other than TOF based
systems, atmospheric pressure MALDI (AP-MALDI) has been proposed.
Here, as the name implies, ions are generated at atmospheric pressure and
transferred into the mass spectrometer, either through a capillary inlet form-
ing part of an electrospray or other atmospheric pressure ionisation source or
through a nozzle skimmer arrangement. For imaging MALDI-MSI applica-
tions, AP-MALDI would clearly have the advantage that the tissue could be
kept at standard laboratory conditions rather than under vacuum. Although
still in its infancy and reported to suffer from sensitivity limitations, Oktem
et al.3 have demonstrated the feasibility of such an approach and produced
images of the distribution of phospholipids in rat brain.

9.2.1.1 UV Lasers for MALDI-MSI

The most widely employed lasers for MALDI-MSI are the standard UV lasers,
i.e. the nitrogen laser (l¼ 337 nm) and a frequency tripled Nd:YAG laser
(l¼ 355 nm). Whilst the low cost N2 laser is the most widely used laser for
MALDI applications, solid state Nd:YAG lasers have become popular for
MALDI-MSI owing to their high repetition rate (rates up to 1 kHz having been
employed compared to 20Hz on a standard N2 laser) and extended lifetimes
(B1� 109 shots compared to 2� 107 – 6� 107 shots for an N2 laser). A recent
paper, however,4 has discussed some of the limitations of Nd:YAG lasers for
MALDI applications. The narrow beam profile leads to poor sensitivity and a
reduction in the number of MALDI matrices that can be employed. The same
paper goes on to describe the development of a modified Nd:YAG laser to
overcome these limitations.
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9.2.1.2 Matrices for UV MALDI-MSI

The commonly used organic acid based UV-MALDI matrices such as sinapinic
acid (SA), alpha cyano-4-hydroxycinnamic acid (aCHCA) and 2,5-dihydroxy-
benzoic acid (2,5-DHB) have all found application for MALDI-MSI,
although the use of 2,5-DHB is somewhat hampered by the large crystals
it forms. The requirement for an energy absorbing matrix where a UV laser
is employed is a limitation of the technique for metabonomic profiling. This is
particularly the case where the common organic acid-type matrices are used.
This is due to the high chemical background observed in the low mass (o500
Th) region of the mass spectrum. Ionic liquids, synthesised by reacting a
conventional organic acid matrix with a base such as tributylamine or pyridine,
have been proposed as an alternative type of organic matrix that yield homo-
genous samples with a decreased low mass background. Lemarie et al.5 have
shown that a solid ionic matrix prepared by the reaction of aCHCA and aniline
yielded both higher sensitivity and reduced fragmentation in the MALDI-MSI
examination of proteins, peptides and phospholipids in rat brain tissue.

The initial publication on MALDI produced by Tanaka et al.6 did not in fact
use an organic acid based matrix at all. In this work, 30 nm particles of cobalt
suspended in glycerol were used as the matrix. Such ‘‘particle suspension
matrices’’ are particularly suited to low mass work owing to the low back-
ground of ions obtained below 500 Th. Schürenberg et al.7 studied a range of
particle suspension matrices for the analysis of peptides and proteins and
obtained best results using 35 nm TiN particles in glycerol. Crecelius et al.8

investigated the use of such matrices for thin-layer chromatography mass
spectrometry (TLC-MS), a technique which when carried out using MALDI
instrumentation is closely related to tissue imaging. In this case the best results
were obtained using 1–2 mm graphite in ethylene glycol. All reports on particle
suspension matrices, however, comment on the transient nature of signals
obtained and the poor sensitivity compared to conventional MALDI.

Perhaps one of the most interesting developments in small molecule MALDI
is desorption ionisation on porous silica (DIOS).9 Porous silicon is a UV
absorbing semi-conductor with a large surface area and is produced through
electrochemical anodisation or chemical etching of crystalline silicon. It is
proposed that the structure of porous silica provides a scaffold for retaining
solvent and analyte molecules and that its UV absorptivity provides the
mechanism for the transfer of laser energy. A comparison of the use of DIOS
and 9-aminoacridine for metabolite profiling in Escherichia coli was presented
recently;10 this work demonstrated that the sensitivity for such analyses ob-
tainable using DIOS was superior owing to the reduced chemical background.

9.2.1.3 MALDI with Infrared Lasers

An alternative to the use of UV lasers for MALDI-MSI applications is the use
of lasers operating in the infrared region. The use of such lasers for conventional
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MALDI was first demonstrated by the group of Franz Hillenkamp in 1990.11

The major attraction of the use of such a system for the study of particularly
small molecules in biological tissue is the strong absorption band of water (ice)
at B3mm, offering the potential of ‘‘matrix free’’ MALDI from plant and
animal tissue sections by using residual water (in the form of ice) as an
endogenous matrix. The Hillenkamp group have reported the use of ice as a
matrix for IR-MALDI of proteins.12 Exploitation of the huge promise of this
technique has been hampered, however, by the availability of suitable IR lasers.
Lasers that appear suited to this application have now started to appear on the
market and IR-MALDI-MSI of native tissue sections has been demonstrated by
both the Hillenkamp group and that of Vertes at a range of conferences in 2006.

9.2.2 Sample Preparation Procedures

The methodology utilised for the incorporation of the MALDI matrix into the
imaging experiment is the key to success. Several approaches have been
proposed. Caprioli and co-workers developed the imaging MALDI technique
originally to identify and profile peptides and proteins in biological tissue. In
their early work they demonstrated that optimum results were achieved by
spraying the required laser energy absorbing MALDI matrix onto the samples.
Such an approach minimised analyte spreading and allowed the mapping and
localisation of specific compounds within tissue sections. This is shown dia-
grammatically in Figure 9.2. Thin sections of tissue (typically B15 mm) are cut
using a cryostat. Chaurand et al.13 have proposed that for protein imaging
these sections are ‘‘fixed’’ and ‘‘seeded’’ prior to matrix coating by soaking
them in a matrix containing ethanol solution. Sections were then carefully
mounted onto the MALDI target plate for matrix coating which was generally
achieved by multiple spray passes (for protein imaging) of a solution of 20mg/
ml sinnapinic acid in 50:50:0.1 acetonitrile:water:trifluoroacetic acid.

The use of spray coating of tissue sections with organic acid based matrices is
still the most widely used methodology for tissue preparation; however,
recently the use of matrix spotters has been proposed. Here an array of discreet
matrix spots is produced on the sample surface. This approach has been
demonstrated using ink-jet printer technology and also by the use of a novel
matrix spotter based around the use of acoustic droplet ejection.14 It is
proposed by its exponents that such an approach to matrix application min-
imises the risk of analyte spreading caused by the matrix spraying. Such
systems also have potential for automation.

Alternative approaches to direct tissue analysis have been developed, includ-
ing techniques where the tissue under study is blotted onto a suitable membrane
or a hydrophobic surface created by using particles of C18 solid phase extrac-
tion stationary phase. Such surfaces appeared to aid the blotting/capture of
proteins.

Methods of sample preparation for MALDI-MSI have been reviewed by
Schwartz et al.15
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Figure 9.2 Schematic representation of the different steps involved for profiling and
imaging mass spectrometry of biological tissue samples. (Reproduced
from Chaurand P. et al., Anal. Chem. A-pages, 2004, 76(5), 86A–93A
with kind permission of the publishers r 2004 The American Chemical
Society.)
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9.3 Applications of MALDI-MSI

9.3.1 MALDI-MSI in the Study of Proteins in Diseased and

Healthy Tissue

Typical MALDI-MSI data of protein distribution in a 12 mm thick coronal
mouse brain section containing a tumour is shown in Figure 9.3 As can be seen,
a large number of proteins and polypeptides are observable in these spectra.
Multiple molecular images can be produced from such data sets. Figure 9.4
shows MALDI-MSI images generated for 11 different proteins from these data.
Histones (H4, H2B1 and H3) were identified in the tumour, consistent with the
presence of fast developing tumour cells. Clearly, identification of proteins
based on simply determining their relative molecular mass is not reliable.
Extraction of the proteins from the tissue followed by identification using
standard mass spectrometric based proteomics protocols is required for posi-
tive identification.

9.3.2 MALDI-MSI in the Study of Drug/Xenobiotic Distribution

The first demonstration of the use of MALDI to directly study pharmaceutical
compounds in animal tissue was published by Troendle et al.16 In this work,

Figure 9.3 MALDI-MS protein profile obtained from a 12 mm thick human grade IV
glioma tissue section. (Reproduced from Chaurand P. et al., Journal of
Proteome Research 2004, 3, 245–252 with kind permission of the publish-
ers r 2004 The American Chemical Society.)
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matrix was applied to the tissue surface by pipetting and electrospraying
followed by analysis using MALDI quadrupole ion trap mass spectrometry.
The technique was employed to detect the anti-cancer drug paclitaxel in a
human ovarian tumour and the anti-psychotic drug siperone in spiked sections
of rat liver tissue.

Figure 9.4 MALDI mass spectral image of a 12 mm thick coronal mouse brain section
containing a tumour (a) Photomicrograph of the section before matrix
application, (b) to (l) ion density maps obtained at different m/z values
with an imaging resolution of 100 mm. The ion density maps are depicted
as pseudo-colour images with white representing the highest protein
concentration and black the lowest. (Reproduced from Chaurand P.
et al., Journal of Proteome Research 2004, 3, 245–253 with kind permission
of the publishers r 2004 The American Chemical Society.)
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The Caprioli group have themselves begun to study drug distribution using
MALDI imaging in collaboration with Schering-Plough. They have reported a
study of the distribution of anti-tumour drugs in mouse tumour tissue and rat
brains.17 In these experiments matrix was applied to intact tissue by either
spotting small volumes of the matrix in selected areas, or by coating the entire
surface by airspraying. MALDI images were created by using the tandem mass
spectrometric technique of selected reaction monitoring (SRM) to specifically
monitor the drug under study. Such an approach minimises the potential for
ions arising from either endogenous compounds or the MALDI matrix to
interfere with the analyte signals. Figure 9.5 shows an image of distribution of a
candidate anti-cancer drug in mouse tumour tissue created using this method-
ology. As can be seen, this image indicates that the drug was present over most
of the tumour but was concentrated in the outer periphery.

Rohner et al.18 have recently reviewed MALDI imaging and described some
of the work being carried out at Novartis. In their article they demonstrate for
the first time the use of MALDI-MSI to study drug distribution in a whole
body mouse section. An illustration of these data is shown in Figure 9.6, where
the optical image of a mouse section is compared with the mass spectral image.
As can be seen, the use of the MALDI-MSI technique located the drug to the
central nervous system. This pioneering work has been further extended by the
Caprioli group19 who have combined this approach with their own work on
protein imaging to produce whole body images showing the location of drug,
drug metabolites and endogenous markers for various organs of the body. They
then go on to discuss the exciting possibility of imaging markers of efficacy
along with the analytes to provide in vivo pharmacodynamic data.

Another interesting application of MALDI-MSI in drug and xenobiotic
distribution has been the study of trans-dermal absorption.20 Here it was
demonstrated that the absorption of the anti-fungal agent ketoconazole into
skin could be examined by MALDI-MSI by the use of an indirect tissue
blotting approach. This work has been subsequently extended to show that the
absorption of a wide range of xenobiotics into skin can be studied but that
the sample preparation technique required, i.e. direct or indirect imaging, and
the choice of substrate for indirect imaging, is hugely influenced by the
analyte.21 In the same paper this group have also described some preliminary
data from a combined solvent assisted transfer/derivatisation approach to
sample preparation that may be useful for particularly intractable analytes.

In a paper by Mullen et al,, MALDI-MSI was used to study the distribution
of agrochemicals in soya plants.22 Detection and imaging of the herbicide
mesotrione (2-(4-mesyl-2-nitrobenzoyl)cyclohexane-1,3-dione) and the fungicide
azoxystrobin (methyl (E )-2-{2-[6-(2-cyanophenoxy)pyrimidin-4-yloxy]phenyl}-
3-methoxyacrylate), on the surface of the soya leaf, and the detection and
imaging of azoxystrobin, inside the stem of the soya plant, were achieved using
MALDI quadrupole time of flight mass spectrometry. In leaf analysis experi-
ments, the two pesticides were deposited on to the surface of individual soya
leaves on growing plants. The soya leaves were removed and prepared for direct
and indirect imaging analysis at different periods after initial pesticide
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Figure 9.5 Image of the distribution of an anti-cancer drug candidate in mouse
tumour tissue. (a) Optical image of the tissue after coating with the
MALDI matrix. (b) Mass spectral image showing the distribution of the
drug compound in the tumour section. (Reprinted from Journal of Mass
Spectrometry, M. L. Reyzer et al., ‘‘Direct analysis of drug candidates in
tissue by matrix assisted laser desorption/ionization mass spectrometry’’,
2003, 38, 1081–1092 with permission from John Wiley and Sons Ltd.)
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application. A solvent assisted blotting methodology using acetone as a transfer
solvent was adopted for indirect measurements. Mesotrione was detectable in
negative-ion mode using SA as matrix. In stem analysis experiments, azoxyst-
robin was added to the nutrient solution of a soya plant growing in a hydro-
ponics system. The plant was left for 48 hours, and then horizontal and vertical
stem sections were prepared for direct imaging analysis by electrospraying the
matrix (aCHCA).

9.3.3 MALDI-MSI and Phospholipids

A class of endogenous compounds that appear to be particularly amenable to
detection directly from biological tissue by MALDI-MSI are phospholipids.
Lipids are key structural/functional components of cells. In their role as
structural components, they provide a platform for membrane protein–protein
interactions (a lipid raft) in addition to providing the physical barrier for
cells. They can also have cellular functions, e.g. as second messengers in cellu-
lar events such as growth, proliferation and cell death. They and their
metabolites are involved in important signal transduction processes including
cell cycle arrest or apoptosis, proliferation and calcium homeostasis, as well as
cancer development, multidrug resistance, and viral or bacterial infection
processes and their distribution in brain tissue has been studied extensively
by MALDI-MSI.

We have become interested in examining the distribution of phospholipds in
colorectal liver metastasis by MALDI-MSI. Figure 9.7 shows the positive ion
MALDI mass spectra obtained from the three different regions of surface of a
human liver tumour metastasis – namely healthy tissue, tumour and tumour
margin. As can be seen, although the pattern of phospholipids observed is

Figure 9.6 Optical image and MALDI mass spectral image of a whole-body mouse
section following dosing with a drug candidate. As can be seen, the
compound under study is located by the mass spectral image into
the central nervous system. (Reproduced from Mechanism of Ageing
and Development, Rohner et al., ‘‘MALDI mass spectrometric imaging
of biological tissue sections’’, 2005, 126, 177–185 reproduced with
permission.)
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similar, there are some differences. One of the most striking differences is the
increased expression of sphingomyelin 16:0 in the tumour tissue. A series of
MALDI-MSI images from this tissue sample are shown in Figure 9.8; the
agreement with the histology of the sample (Figure 9.8a) is remarkable.

Figure 9.7 Positive-ion MALDI mass spectra obtained from the three different
regions of surface of a human liver tumour metastasis namely healthy
tissue, tumour and tumour margin.

Figure 9.8 A series of MALDI-MSI images from this tissue sample in Figure 9.7 are
shown, the agreement with the histology of the sample (a) is remarkable.
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9.3.4 MALDI-MSI and Metabonomics

Despite the realisation that spatial resolution of metabolites in complex tissues
is required before regulation of metabolism can be understood, this is not
possible using existing technologies. MALDI-MSI is an emerging technology
that avoids the problems of extraction and has the potential to provide a
metabolite profile at the single cell level thus allowing not only the metabolite
profile to be determined but also more importantly the known heterogeneity of
tissues to be examined.

Sub-cellular MALDI imaging is not possible, however, with the current state
of the technology. Animal cells are of the order of 10 mm diameter, plant cells of
the order of 50 mm diameter and hence at best the mass microprobe approach
would only yield one pixel per cell. However, we have felt it useful at this stage
of the development of the technique to begin to examine the low molecular
mass region of MALDI mass spectra obtained from biological surfaces for the
presence of peaks arising from primary and secondary metabolites and to
address the problems that occur in their use for imaging; namely low abun-
dance and matrix interference.23

These problems are indicated clearly in Figures 9.9a and 9.9b. These data
show partial MALDI mass spectra obtained from a wheat grain section with a

Figure 9.9 Partial MALDI mass spectra from two different regions of a wheat grain
acquired during an imaging run. Note the intense aCHCA matrix related
ions. Recalibration of data and accurate measurement appears to be
essential for the identification of endogenous compounds in such a high
matrix background.
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typical a-CHCA matrix background spectrum. The spectrum obtained from
the wheat grain is dominated by matrix related peaks. Of note are the
abundant ions corresponding to alkali metal adducts of the matrix and
fragments thereof. We have noted in this work that in fact the [M+K]1 ion
for a-CHCA (m/z 228) provides a good marker for the presence of biological
material. One obvious and widely used solution to the problem of the low
mass background that has been employed in the analysis of xenobiotics in
biological tissue is to use an MS/MS approach. In particular the use of selected
reaction monitoring has been proposed,17 where the selected ion of interest in
the single stage mass spectrum is subjected to further dissociation by collision
with a gas and then the intensity of a characteristic product ion formed by this
dissociation is monitored rather than the precursor itself. This approach,
however, presupposes that a target compound like approach is being adopted,
i.e. that the precursor ion m/z value is known or if the instrument automated
precursor selection software is used that only a limited number of analytes are
being studied.

An approach that potentially allows a wide range of metabolites to be
simultaneously monitored without any pre-selection, is the use of accurate mass
measurement. In Figure 9.9b a potential [M+K]1 ion for a hex2 oligosaccha-
ride at m/z 381 is observable. This assignment was confirmed by recalibrating
the data using the known accurate masses of matrix peaks and assigning an
elemental composition to the 381 peak. The theoretical and actual measured
masses were in agreement to 1.5 mmu. Although the assignments made are at
this stage tentative, some observations about the data obtained can be made. In
wheat grain at 15 days post anthesis, starch is being actively synthesized in the
endosperm (Figure 9.10). In the MALDI-MSI data obtained from such a grain,
a series of oligosaccharides were apparently detected as their potassium adducts
in this region. In contrast, arginine appeared to be more concentrated in the
embryo and the seed coat. Similar methodology has been used to detect
oligosaccharides in developing wheat stems.24

Using aCHCA as matrix, we observed some slightly unusual effects in the
analysis of a section of a pea pod (Figure 9.11). Of note from these data are the
apparent presence of sucrose as its sodium adduct in the pod (Figure 9.11f) but
as its potassium adduct in the pea (Figure 9.11e). This would not appear to
make any sense as anything other than a matrix suppression effect.

There are of course alternatives to conventional organic acid matrices such as
aCHCA for MALDI. Vermillion, Salsbury and Hercules demonstrated in
200225 that 9-aminoacridine could act as a MALDI matrix for the production
of negative ions. Edwards and Kennedy have demonstrated recently the
detection of 44 metabolites in islets of Langehausen and Escherichia coli strain
DH5a by using 9-aminoacridine as matrix.26 We have shown that it is possible
to spray coat plant tissue sections with 9-aminoacridine and produce good
quality images of the distribution of a range of metabolites.23 MALDI images
of the distribution of hex1-monophosphate (probably glucose-6-phosphate)
and the [M–H]� for hex2 sugars are shown in Figure 9.12. The heterogeneity of
these images is very striking.
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Figure 9.10 MALDI mass spectral images of a developing wheat grain 15 days post
anthesis acquired in positive ion mode using aCHCA matrix: (a) optical
image; (b) m/z 175 (arginine?); (c) m/z 381 (hex2 oligosaacharide?); (d) m/
z 543 (hex3 oligosaacharide?); (e) m/z 705 (hex4 oligosaacharide?); (f) m/z
867 (hex5 oligosaacharide?).
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9.4 Data Handling and Data Interpretation Issues

The data sets obtained from MALDI-MSI experiments carried out in full scan
mode are extremely large files and potentially contain a wealth of information.
We have been concerned with how such large data sets are ‘‘mined’’ to find
target ions to yield biologically significant images.

Figure 9.11 Images of (a) m/z 212 (matrix+Na); (b) m/z 228 (matrix+K); (c) m/z
138 (proline?); (d) m/z 175 (arginine?); (e) m/z 381 (hex2+K); (f) m/z 365
(hex2+Na), obtained from a section of pea pod.

Figure 9.12 MALDI mass spectral images of developing wheat grain 15 days post
anthesis acquired in negative ion mode using 9-aminoacridine as matrix.
(a) m/z 259 hex-monophosphate (glucose-6-phosphate) [M–H]�; (b) m/z
341 hex2 [M–H]�. (Reproduced from Burrell M et al., ‘‘Imaging Matrix
Assisted Laser Desorption Ionisation Mass Spectrometry: a technique to
map plant metabolites at high spatial resolution’’, J. Exp. Bot. 2007, 58,
757–763 with kind permission of the publishers r Oxford Univerisity
Press 2006.)
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The use of principal components analysis (PCA) in the analysis of MALDI
image data sets has been reported by McCombie et al.27 In their work the
coefficients of principal components were plotted as images in order to identify
regions of tissue that were different. Problems found using raw data in PCA
stem from irreproducible ion intensities. This is particularly evident whilst
attempting to apply PCA to small molecules where variations in mass and
intensity of potential analytes are masked by more significant variations in the
type and intensity of matrix peaks. This in turn can be related to homogeneity
of matrix coverage and distribution of salts within the tissue.

We have found that in order to apply PCA to small molecules, normalisation
of ion intensities is extremely useful.21,28 The normalisation must take into
account variation in ion intensity in relation to matrix coverage, as well as the
effect that variation in salt content has on protonated molecules versus salt
adduct formation. For this reason we have developed a method of normalisa-
tion which functions to normalise each ion species of a compound against the

Figure 9.13 Principal components analysis of 25 spectra taken from inside and 25
from outside the drug treated area of porcine skin treated with a
commerical 0.1% hydrocortisone cream. The ion intensities in each
spectrum were normalised to the corresponding matrix species, i.e. peaks
presumed to be non-alkali metal containing based on their fractional
mass were normalised to the a-CHCA [M+H]1 ion at m/z 190 and
others to the [M+Na]1 ion at m/z 212 or the [M+K]1 ion at m/z 228 as
appropriate. In the scores plot clear grouping in treated (red spots) and
untreated (blue squares) is observed. The loadings plot indicates that m/z
363.28 the [M+H]1 ion for hydrocortisone is a major contributor to the
differentiation of the groups. (Reproduced from Prideaux B., et al.,
‘‘Sample Preparation and Data Interpretation Procedures for the Exam-
ination of Xenobiotic Compounds in Skin by Indirect Imaging
MALDI-MS’’, Int. J. Mass Spectrom. 2007, 260, 243–251 with kind
permission of the publishers r Elsevier 2006.)
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respective ion species of the matrix. PCA carried out on data normalised in this
way is also able to give clearer indication of variants than that which is found
when using raw data. Figure 9.13a shows the PCA scores plot from analysis of
data obtained from an area of drug treated skin. As can be seen, spectra
obtained from the treated tissue (red dots) and untreated tissue (blue squares)
are clearly differentiated, following the ion species specific normalisation pro-
cedure. In the loadings plot (Figure 9.13b), m/z 363.27 is clearly an outlier and
hence makes a significant contribution to the difference between the data
groups in the scores plot. Therefore it is a clear candidate for imaging despite
not being a prominent peak in the original mass spectra.

The use of PCA or a related multi-variant statistical technique to facilitate
the detection of hidden variables in image data sets has clear implications in
clinical and biomedical research.

9.5 Conclusions

MALDI-MSI is an emerging technology for molecular imaging in biological
tissue. Applications of the technology to the study of protein, xenobiotic and
phospholipid distribution are rapidly increasing. To date few groups have
attempted to apply MALDI-MSI to endogenous metabolites. Its use for this
application is hampered by the low mass matrix background commonly
encountered in conventional MALDI with organic acid matrices. In this
chapter we have described some of the applications of MALDI-MSI that have
been carried out to date and attempted to give a brief overview of some of the
exciting work that is being carried out to increase its applicability. The first
commercial instruments for this technique only became available in 2004 and it
is still in a phase of rapid improvement in terms of spatial resolution, sensitivity
and applicability. Without question, instrumental and sample preparation
innovations over the next 10 years will lead to it becoming a key tool in the
increased understanding of cellular processes and their interaction with external
stimulants.
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CHAPTER 10

Plant Metabolomics

THOMAS MORITZ AND ANNIKA I. JOHANSSON

Umeå Plant Science Centre, Dept. Forest Genetics and Plant Physiology,
Swedish University of Agricultural Sciences, SE-901 87, Sweden

10.1 Introduction

To date (January 2007) three plant genomes have been fully sequenced:
Arabidopsis thaliana,1 Oryza sativa2 (rice) and Populus trichocarpa3 (black
cotton wood). The availability of these sequences, and the increasingly abun-
dant information on various other plant genomes, is revolutionising plant
biology. The information is an extremely important tool for genetic analysis,
and the ability to characterise plants by genome-wide analysis of gene expres-
sion (transcriptomics) and alter their phenotypes via specific gene knockouts or
over-expression has transformed plant research. However, in order to under-
stand many aspects of plant biology and gene function, broad phenotypic
characterisation is also essential. In addition to traditional morphological and
anatomical observations, this requires analysis of metabolite profiles, including
characterisation of the metabolome, metabolite network analysis and flux
determinations.

The aim of this chapter is to provide an overview of metabolomic analysis in
plant research, focusing on general methodology and examples of its applica-
tions (for reviews see Fiehn4 and Sumner et al.5 and Table 10.1 for links to
various web pages). Ten years before the term metabolomics was coined, Sauter
et al.6 used metabolite profiling to unravel the mode of action of herbicides.
Now, nearly 20 years later the number of publications related to plant
metabolomics and metabolite profiling has increased dramatically. Today,
plant metabolomics is used in diverse applications including high-throughput
fingerprinting of genetically7–9 or environmentally modified plants,10–12 the
identification of metabolite quantitative loci,13 the characterisation of gene
functions14 and the analysis of metabolic differences between genetically modi-
fied and parental lines of crop species.15 Metabolomics is now an integral
component of plant functional genomics and its importance will almost
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certainly increase in coming years with further advances in metabolic profiling
techniques. One of the most challenging aspects of plant metabolomics is to
characterise the large number of metabolites that occur in plants, which are
estimated to produce, across the plant kingdom, up to 200 000 different
metabolites (cited in Sumner et al.). Although the number of different meta-
bolites in specific species is much lower (a roughly guess is 5000–10 000), there is
an urgent need to identify metabolites and create databases with structural and
spectral information to fulfil the ultimate aims of metabolomics; to identify and
quantify all metabolites in biological samples.16

10.2 Analytical Technology

10.2.1 General Considerations

In plant metabolite profiling many different analytical platforms have been used,
including GC/MS,17 LC/MS,18 CE-MS,19 HPLC-PDA20 and NMR.21 How-
ever, since the most widely used approaches are mass spectrometry coupled with
GC or LC separation systems, only GC/MS- and LC/MS-based metabolomics
will be covered in this chapter. Nevertheless, it should be emphasised that other
analytical approaches are also useful for profiling metabolites and they should
not be considered to have no value in plant metabolomic analyses. Indeed,
appropriate combinations of analytical tools are often required to cover relevant
aspects of plant biochemistry and chemistry.

Analysis of metabolites can be divided into several steps:

(i) design of experiment;
(ii) sampling and extraction of metabolites;
(iii) derivatisation of metabolites (especially when GC/MS is used);

Table 10.1 Links to various plant metabolomics and database sites on the
internet.

Max Planck Institute, Golm,
Germany

http://csbdb.mpimp-golm.mpg.de/csbdb/gmd/
gmd.html

Noble Foundation, USA http://www.noble.org/PlantBio/MS/
metabolomics.html

RIKEN Plant Science, Japan http://www.psc.riken.go.jp/eng/group/
metabolomic/index.html

Rothamsted Research, UK http://www.metabolomics.bbsrc.ac.uk/
UC Davis, USA http://fiehnlab.ucdavis.edu/staff/fiehn
Umeå Plant Science Centre,

Sweden
http://www.upsc.se/metabolomics.htm

Utrech University, Netherlands http://www.abc.uu.nl/centersofexcelle/
metabolomicscent/29714main.html

TAIR http://www.arabidopsis.org/index.jsp
KEGG http://www.genome.ad.jp/kegg/kegg2.html
MetaCyc http//metacyc.org
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(iv) analysis of metabolites, e.g. by GC/MS or LC/MS;
(v) data processing of MS-files;
(vi) statistical analysis of data;
(vii) interpretation of data.

Metabolomic experiments must be carefully designed since the information
obtained from them heavily depends on the starting point. Further discussion
of the importance of design of experiments (DOE) is provided by various
introductions such as the one published by Trygg et al.22 The growth condi-
tions, sampling strategies, numbers of replicates and controls must all be
appropriate. In addition, optimised extraction protocols and MS analysis,
robust MS-data processing and critical statistical analysis are also crucial for
relevant metabolomic analysis.

10.2.2 Sample Preparation

The pre-extraction sampling procedures applied in metabolomic analyses of
plant tissues are very important, partly because relevant tissues must be selected
for the purposes of the study and ( just as importantly) all metabolic processes
must be stopped as immediately after sampling as possible. The most frequently
used procedure today is to freeze the samples directly in liquid nitrogen.
However, it must be emphasised that changes and artefacts in metabolite
profiles will inevitably occur during the short period between sampling of a leaf
(for instance) and placing it in liquid nitrogen. An alternative is to use freeze-
clamping techniques, but they are difficult to apply in large-scale experiments.
Therefore, placing sampled tissues immediately in liquid nitrogen is still the
best alternative for minimising pre-extraction changes in the metabolome.

For similar reasons, metabolites should be extracted as rapidly as possible
and during the extraction the degradation or modification of metabolites must
be avoided (or at least minimised). The metabolites represent many diverse
classes of compounds, including amino acids, fatty acids, carbohydrates and
organic acids, hence their physico-chemical properties vary widely. This raises
problems when choosing extraction protocols, since the optimum extraction
conditions differ widely for different types of compounds, and probably for
different plant tissues and species. The most common way to extract meta-
bolites is to homogenise the plant tissue (e.g. by grinding in a mortar and pestle
or using one of a range of mechanical devices), and then to shake the homog-
enised tissue at high or low temperatures in either a pure organic solvent, or a
mixture of solvents. For polar metabolites, methanol, ethanol and water are
often used, while for more lipophilic compounds chloroform is the most
commonly used solvent. Combinations of chloroform:MeOH:water are also
often used, either in a 1:3:1 mixture to avoiding solvent partitioning23 or in
other mixtures that result in the separation of a MeOH/water phase with
associated lipophobic metabolites from a chloroform phase and associated
lipophilic compounds. Gullberg et al.23 showed, using a design of experiment
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approach, that a 1:3:1 methanol:water:chloroform mixture is an acceptable
compromise for extracting metabolites with diverse chemical properties from
Arabidopsis plant tissue.

Since only volatile and heat-stable compounds can be analysed by GC/MS,
the next step is derivatisation if GC/MS is to be used to analyse metabolites
that are insufficiently volatile in their native state. Although there are a number
of strategies for derivatising compounds prior to GC/MS analysis, e.g. silyla-
tion, alkylation, acylation and alkoxyamination, the standard procedure in plant
metabolomics is to first derivatise them using methoxyamine (CH3–O–NH2)
in pyridine to stabilise carbonyl moieties in the metabolites, thereby suppress-
ing keto-enol tautomerism and the formation of multiple acetal or ketal
structures. Methoxyamination helps to reduce the numbers of derivatives of
reducing sugars, and generates only two forms of the –N¼Co derivative (syn
and anti forms). After methoxyamination, functional groups, such as –OH,
–COOH, –SH or –NH groups, are converted into TMS-ethers, TMS-esters,
TMS-sulfides or TMS-amines, respectively, using a trimethylsilyl (TMS) rea-
gent, usually BSTFA or MSTFA. TMS derivatisation has been thoroughly
investigated and shown to be very efficient. However, one should be aware that
derivatisation artefacts occur, including multiple derivatives of some com-
pounds, e.g. amino acids (see Chapter 1). An alternative to GC/MS is LC/MS
analysis, and for such analysis no derivatisation of the metabolites is needed
prior to the MS analysis.

10.2.3 GC/MS

In GC/MS-based plant metabolomics and metabolite profiling both electron
impact-quadrupole and TOF-instruments have been used (see Table 10.2 for a
general overview of mass spectrometry techniques). Due to its fast spectral
accumulation (and hence rapid analysis) capacities, GC/TOFMS has become
popular within the plant metabolomics community.9,13,23 A typical GC/TOFMS
TIC-chromatogram from an Arabidopsis thaliana extract is shown in
Figure 10.1. In such an analysis between 300 and 500 peaks can usually be
detected. Between 200 and 1000 detected metabolites have been reported from
GC/MS-based plant metabolomic studies, but the exact number of verified
metabolites (known or unknown) or used in final statistical analysis has not
been clearly stated in some of these studies. Nevertheless, in many laboratories
100–200 plant metabolites can now be routinely quantified using GC/MS,
including many carbohydrates, fatty acids, amino acids, amines and sterols.

GC/MS profiling of plant samples is now a robust technique from which
reproducible data can be obtained using internal standards to track recovery
rates, derivatisation efficiency and other potential sources of analytical
error.17,23 The standard deviations of normalised peak areas depend on the
chemical nature of the detected compounds, but mean RSD values of 13.8%23

and 10.8%24 have been reported. These standard deviations can be reduced by
including more isotope-labelled internal standards and matching their peaks
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Table 10.2 Common mass spectrometry terms. Note that only the most
common ionisation techniques and types of mass analysers are
mentioned. For a more thorough description see Chapter 1 of this
book and other text books published in this area.

Ionisation techniques
Processes that produce ions from neutral molecules in
the ion source of the mass spectrometer

Electron impact (EI) The most commonly used GC/MS ionisation
technique. Ions are generated by bombarding
gaseous sample molecules with a beam of high
energy electrons (M+e� - M1�+2e�). Both
intact molecular ions and fragments can appear in
a mass spectrum.

Chemical ionisation (CI) Ions are generated by exposing sample molecules to
a large excess of ionized reagent gas, e.g. CH4 or
NH3, yielding (inter alia) [M+H]1 ions. Negative
ions can also be detected. CI is an alternative to
EI ionisation, e.g. when molecular weight
information is needed.

Electrospray ionisation (ESI) The most commonly used LC/MS ionisation
technique. A liquid containing mobile phase and
analyte(s) is pushed through a small charged
capillary. An aerosol of charged liquid droplets is
then formed. Ionisation takes place at
atmospheric pressure. Mainly [M+H]1 or
[M�H]� ions are formed.

Atmospheric pressure chemical
ionisation (APCI)

A form of chemical ionisation for LC/MS which
takes place at atmospheric pressure. Can be
successfully used for many substances that can
not be analysed by ESI, e.g. carotenoids and some
lipids.

Mass analysers The part of the MS that separates the ions according
to their mass-to-charge ratio (m/z). Tandem mass
spectrometry (MS/MS) involves multiple steps of
mass analysis, usually separated by some form of
fragmentation. Example of instruments with
MS/MS capabilities are QTOF, triple-quadrupole
and ion traps.

Time-of-flight (TOF) An analyser that measures the flight time of ions with
the same kinetic energy over a fixed length.

Quadrupole (Q) A mass filter consisting of four metal rods that uses
oscillating electrical fields to selectively stabilise
or destabilise ions passing through a radio
frequency quadrupole field. Only ions of a certain
m/z will reach the detector for a given ratio of
voltages.

Ion-trap An analyser that produces a three-dimensional
symmetrical quadrupole field capable of storing
ions with a certain m/z value.

Fourier transform ion
cyclotron resonance
(FT-ICR)

The m/z is determined by measuring the ions’
cyclotron frequency in the presence of a magnetic
field. FT-ICR is an ultra high mass resolution
technique.
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against those of corresponding endogenous metabolites.23 However, a problem
with GC/MS analysis that needs to be addressed is the paucity of standard mass
spectra libraries, which restricts the scope to identify detected compounds.
Large libraries are commercially available, e.g. the NIST library, which con-
tains more than 100 000 electron impact mass spectra, but since many of the
spectra included are of synthetic compounds, and thus of little general rele-
vance in plant metabolomics, there is a need to create specific libraries for
plant metabolomics. The Max Planck Institute in Golm, Germany, has made
its mass spectra library, which includes spectra of standard compounds
and mass spectra tags from several laboratories, publicly available25

(http://csbdb.mpimp-golm.mpg.de/csbdb/gmd/gmd.html). This database in-
cludes several kinds of information, including mass spectra and corresponding
retention indices (RI) that facilitate the identification of metabolites (see
Schauer et al.26). Although this library is a help for many laboratories, the
number of identified peaks in an Arabidopsis extract analysed by GC/TOFMS
is still only 20–30% of all detected peaks (Johansson, Moritz et al. unpub-
lished). Further pooling of information from different laboratories, thereby
creating common mass spectra databases, would definitely increase the number
of identifications.

10.2.4 LC/MS

Since there is no need to derivatise compounds prior to the MS analysis when
using LC/MS (as mentioned above), fewer sample preparation steps are
required in LC/MS than in GC/MS analyses, and there are generally fewer

Small amino acids
and organic acids 

Monosaccharides

Sugar
Phosphates Disaccharides

trisaccharides

Time (s)
200 250 300 350 400 450 500 550 600

Sterols  

Figure 10.1 Total ion current chromatogram of a methanol:chloroform:water extract
ofArabidopsis thaliana leaves analysed by GC/TOFMS. The elution order
of the main groups of metabolites is indicated in the chromatogram.
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artefacts. It is also capable of analysing large numbers of compounds that
cannot be analysed by GC/MS, including compounds with labile glucosidic
bonds such as phenylpropanoid derivatives, carotenoids and many lipids.
However, although direct infusion ESI-MS can, in principal, be used for
metabolite fingerprinting/footprinting analysis,27 it cannot be used when meta-
bolites need to be definitively identified, due to problems with suppression
effects, its inability to distinguish structural isomers and the need for ultra-high
resolution MS detection. Therefore, LC/MS-based metabolomics requires the
use of an appropriate separation technique, such as HPLC, prior to the MS
analysis. Compared to GC, HPLC has some drawback in the chromatographic
performance. However, the recent introduction of ultra-performance liquid
chromatography (UPLC) and columns with smaller particle sizes (together
with associated improvements in plate number and efficiency) has improved the
chromatographic resolution.28 UPLC also allows higher flow rates than HPLC
(since the optimum flow velocity has a broader range) and thus more rapid
analysis without loss of resolution. However, despite the improvements pro-
vided (inter alia) by the introduction of UPLC systems and monolithic col-
umns,29 one should be aware that the optimal packing materials for separating
specific classes of compounds differ widely. For example, highly polar com-
pounds like ATP and GTP are very difficult to retain on a C18 column, but for
such substances HILIC-type columns can be used instead. Consequently, the
LC separation of whole metabolomes is impossible (currently at least) using a
single chromatographic system.

Following separation by LC the liquid mobile phase, including compounds
of interest, is introduced into the MS and the metabolites are ionised by
appropriate techniques, such as electrospray ionisation (ESI) or atmospheric
pressure chemical ionisation (APCI) (Table 10.2). To obtain as much inform-
ation as possible regarding the metabolome both ESI and APCI should be
used. For example, carotenoids and many lipids can be satisfactorily detected
using APCI-MS, but not ESI-MS systems, while the reverse applies to other
compounds. Since the sensitivity of ESI-based systems towards different com-
pounds varies, depending on whether positive or negative ions are detected,
each sample should be analysed twice using both positive/negative modes,
alternatively using positive/negative switching mode. Since LC/MS analysis
usually provides poor structural information ([M+H]1 or [M�H]� are
the main ions produced) high-resolution detection systems are essential, e.g.
TOF, QTOF, Orbi-trap or FT-MS instruments. LC/MS profiling has been
successfully applied to samples from a number of species, e.g. tomato18 and
Arabidopsis;30 for an example see the UPLC-ESI/TOF data acquired from an
Arabidopsis leaf extract shown in Figure 10.2. The number of detectable peaks
using the commercial software ‘‘MarkerLynxt’’ (Waters) is estimated to be
several thousands, but this includes isotopes, adducts and fragments. The
number of true compounds detected is therefore much lower, a fact very
seldom mentioned in publications.

Mass spectra libraries for LC/MS analysis are less common than GC/MS
libraries, partly because tandem mass spectra vary depending on the instrument
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and technique used. Therefore, there is a need to compile further metabolite
databases (including data on the compounds’ mass spectra and structure
together with other relevant information, such as LC conditions, retention
times, species and sampled tissues) in order to fully exploit the potential of
LC/MS in plant metabolomic analysis. One example of such a database that
has been made publicly available is the Metabolome Tomato Database31

(MoTo DB; http://appliedbioinformatics.wurl.nl).

10.3 Applications of Plant Metabolomics

10.3.1 Phenotyping Plants Using Metabolomics

In order to characterise genetically modified plants phenotypically, easily
identifiable traits such as morphological features and rates of fertility, lethality
and growth are often measured. Alternatively, biochemical approaches, for
instance monitoring gene expression or protein profiles or enzyme activities,
can often be successfully used to identify mutants and mutated gene functions.
However, in many cases phenotypic differences between plants are not solely
determined by differences in the expression of a specific gene, instead they are
due to the interactive effects of multiple differences in the plants’ transcriptomes
and metabolomes, especially when the expression levels of genes encoding
metabolic enzymes are altered. It is also important to remember that changes in
gene expression do not necessarily have linearly proportional effects on protein
expression, enzyme activity and/or metabolite levels since complex feed-back
and feed-forward loops are involved in the control of plant metabolism.31

Time (min)

2.00 4.00 6.00 8.00 10.00 12.00 14.00

%

0

100

Figure 10.2 Base-peak chromatogram of a methanol:chloroform:water extract of
Arabidopsis thaliana leaves analysed by UPLC/ESI-TOFMS in the
positive-ion detection mode.
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Metabolite profiling approaches (mainly GC/MS based) have been used to
phenotype various plants that have been genetically or environmentally mani-
pulated for more than 5 years. A large number of publications have shown the
value of these approaches for phenotyping genetically altered plants, including
potato32 and tomato.8 More than 100 primary metabolites have been simulta-
neously identified and quantified, and by comparing the profiles obtained using
multivariate statistical techniques like principal component analysis (PCA) and
hierarchical cluster analysis (HCA) different genotypes can be clustered
according to metabolic variations. Using this approach an overview can be
obtained of the relationships between and among the different genotypes or
environmentally triggered phenotypes. Interpretation of loading plots from
PCA enables metabolites responsible for the differences between clusters (e.g.
genotypes) to be identified. In all these studies the main focus has been on
known metabolites involved in primary metabolism. However, it should be
possible to apply a similar approach to all detected metabolites (peaks) using
PCA or other multivariate statistical tools. The advantage of this would be that
a database could then be created with information on unidentified metabolites
(non-annotated mass spectra) and their variations in different genotypes and/or
environments, as well as identified metabolites. This would be of great help in
the future if and when unknown peaks are identified.

Many organisms that are genetically modified or grown under specific
conditions do not show any obvious phenotypic variations, such as differences
in growth rate, morphology or related parameters, in comparison to parental
lines or control conditions. Such phenotypes, in which there are no apparent
phenotypic deviations from controls, are usually called ‘‘silent’’ phenotypes,33

and can be observed in such diverse types of organisms as yeast and Arabido-
psis. In some cases even when key genes are mutated the observed plant
phenotype does not show any obvious alteration (see Bouche and Bouchez34).
The generally accepted explanations for the phenomenon are that organisms
have a redundancy of gene families, or cope in other ways with the presumed
deleterious effect of a mutated key gene. It is also generally believed that
metabolomic analysis can help to characterise such silent phenotypes function-
ally, especially when the primary effect is on enzyme-encoding genes.31 The
underlying rationale for this belief is that fingerprints of the metabolome under
a given biological/biochemical situation obtained by metabolomic analyses
should provide valuable indications regarding differences in both the levels of
specific compounds and the status of associated metabolic networks between
the plants compared. Silent phenotypes in yeast have been successfully clus-
tered from WT strains using direct infusion ESI-MS27 combined with multi-
variate statistical analysis.

In contrast to the work in yeast, Weckwerth et al.9 presented another strategy
for characterising silent phenotypes of potato based on GC/TOFMS profiling
(Figure 10.3). The main advantage of this approach, compared to the direct
infusion ESI-MS strategy, was that it enabled the metabolites associated with
the clustering to be identified. The study objects were potato lines transformed
with sucrose isoform II (SS2) in antisense orientation. The role of sucrose
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synthase is to catalyse, enzymatically and reversibly, the cleavage of sucrose into
UDP-glucose and fructose. Sucrose synthases are very important regulators of
plant metabolism and have functions in various processes, including phloem
unloading and plant development. However, since the expression patterns of
different isoforms of sucrose synthase overlap both temporally and spatially,
their specific roles are very difficult to determine. Silencing specific sucrose
synthases by antisense or RNAi approaches may therefore result in silent
phenotypes. In the study published by Weckwerth et al.9 the aims were to
investigate the potential of metabolomic analysis to discriminate the antisense
line from the parental line and to identify the effect of down-regulation of SS2
on primary metabolism. The results showed that the antisense SS2 potato line
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Figure 10.3 (a) Methodology used by Weckwerth et al.9 for identifying metabolic
differences between wild type and a mutant with a silent phenotype.
(b) Suggestion for an alternative approach for the analysis of silent
phenotypes.
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did not have any obvious visible phenotypic deviations from the parental line
with regards to leaf and tuber morphology, or selected enzyme activities.
Furthermore, t-tests and PCA did not detect any major differences in the
GC/MS-acquired metabolite profiles of leaves and tubers between the antisense
and parental line. To obtain more detailed knowledge about the biochemical
differences between the lines the cited authors then applied metabolic correlation
and metabolite network topology analyses. The purpose of these analyses was to
investigate the hypothesis that primary carbohydrates like sucrose and glucose
are interconnected to multiple pathways, and thus changes in their levels might
have an impact on overall networks.35 One of the problems with such studies is
that the large number of pairwise correlations involved complicates attempts to
overview the data. The authors therefore chose to use a sub-network of mainly
polar metabolites for their connectivity topology ranking. Interestingly, using
this strategy they were able to detect subtle metabolic differences between
the modified and unmodified lines by determining the number of ‘‘metabolite
connectivities’’ in the different genotypes. At any given relevance level the
average number of correlations per metabolite was found to be higher in
the SS2 tubers and lower in SS2 leaves compared to the parent line. The
metabolites that showed differences in connectivity between genotypes were also
identified. Although this interesting approach seems to give valid and interpret-
able results, it would be intriguing to compare it with the use of supervised
multivariate projection methods like PLS-DA and O-PLS-DA (Figure 10.3; see
Trygg et al.22 for an introduction to chemometrics). These methods can handle
large data sets, give interpretable results and are not dependent on univariate
statistics, which causes problems when variables (metabolites) are correlated.

10.3.2 Genetic Metabolomics: Identification of Metabolic QTLs

There is a need to develop improved plant breeding tools that facilitate earlier
selection based on desirable traits in (inter alia) commercially important crops,
fruit trees and forest trees. Recently, an example of the use of metabolite
profiling for identifying important traits, in tomato, was published by Schauer
et al.13 The cited authors phenotyped tomato ingression lines containing
chromosome segments of wild species in a background of a cultivated variety.
Using this approach they identified more than 800 so-called quantitative
metabolic loci (metabolite QTLs) and more than 300 loci associated with
yield-associated traits. About 50% of the metabolic loci were associated with
quantitative trait loci. The authors conclude that this approach, combining
metabolite profiling and detailed morphological analysis, is useful for analysing
traits that are potentially important for crop breeding. An interesting study,
that is similar in some ways to the tomato study, was recently published in
which flavonoid profiles were detected by HPLC-PDA in apical tissues of two
full-sib families of Populus deltoids � P. nigra and P. deltoides � P. trichocarpa.
Metabolite correlation followed by QTL analyses were used to detect the point
of metabolic control of flavonoid biosynthesis.36
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In forest breeding one of the major problems is the lack of tools for early
selection of important traits. Traditionally used traits such as growth rate and
biomass, together with wood characteristics, such as lignin content and fibre
length, are commercially important and there is a need to accelerate the
selection of trees since the demand for forest trees will increase in the future.
Although the number of studies in which metabolite profiling has been
applied in forest tree related research is limited, GC/MS profiling has been
successfully applied to identify differences between wild type Populus tremula �
P. alba and two transgenic lines with modified lignin monomer composition.37

PCA was able to distinguish the two lines irrespectively of whether the samples
were taken from wood-forming tissues or non-lignifying tissues. An alternative
(and perhaps more attractive) approach to find metabolic markers or traits
related to specific phenotypic characteristics, is to combine metabolomics
analysis of a large number of trees in which the phenotypic characteristic of
interest has been quantified and then apply multivariate statistical tools like
O-PLS22,38 to correlate and identify metabolites with the phenotypes. An
example of this is shown in Figure 10.4. In a long-term project we are
performing metabolomics analysis of xylem scrapings from wood-forming
tissues of a large number of trees (both wild type and genetically modified)
in which the xylem fibre length and width have been determined. By using
multivariate projection methods it is then possible to both classify the
trees and correlate the length or width of their fibres with their metabolite
profiles.

10.3.3 Plant Metabolomics and Gene Identification

In the post-genomics era the main focus is on identifying gene functions. The
classical approach is to use gene cloning, and forward or reversed genetic
approaches. In large numbers of cases the sequences of the examined genes
(including, unfortunately, many plant metabolic genes) suggest that they
encode enzymes involved in secondary metabolism or enzymes with unknown
biochemical effects. In such cases metabolomics is likely to be a helpful or
perhaps essential complementary approach to obtain relevant information to
identify the functions of the genes,17 although few publications have really
demonstrated the value of metabolomics for identifying gene functions per se.
In the legume Medicago both isoflavonoid and triterpine pathways have been
elucidated using LC/MS-based metabolomic approaches.14 However, it must
be emphasised that in such cases the use of transcriptomics has also been
helpful. Figure 10.5 describes a general approach for using metabolomics
to identify a bioactive molecule involved in branching in Arabidopsis (see
McSteen and Leyser39). In this case a number of genes involved in the
biosynthesis of the branching regulator have been identified and gene homo-
logy data suggest that carotenoids are precursors. By analysing root tissue
from the branching mutants (max-mutants) the mass spectra that differ
between the mutants and wild type can be identified. Although the phenotypic
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differences in root tissues between wild type and mutants are small, the
metabolic differences are large, therefore the strategy has been to use meta-
bolic profiling (GC/MS) to identify mass spectra that might correspond to a
carotenoid cleavage product. Luckily, one of the peaks that appeared to differ
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Figure 10.4 Illustration of how metabolomics and multivariate projection methods
can be used for identifying metabolic markers related to phenotypic
characteristics. A large number of trees are selected, and their fibre
lengths and metabolite profiles are determined. Multivariate analysis can
then be used to correlate their fibre lengths and metabolite profiles, and
thus metabolite markers can be identified.
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between spectra obtained from the wild type and the mutants has a mass
spectrum that can be interpreted as a carotenoid cleavage product. The next
step is to purify and identify the compound thoroughly by NMR and
chemical synthesis.

WT

?

max3

Metabolomics (GC/MS and LC/MS) 

Multivariate statistical analysis

Find mass spectra that differ 
between the genotypes

Prior knowledge for data mining:
MAX3 and 4 genes encode caretonoid cleavage enzymes.

Mass spectrum of importance should correspond to a carotenoid 
cleavage product.

Verfication of identification:
Bioassay, NMR, synthesis 

max1 max4

Figure 10.5 Schematic presentation of how a metabolomics approach can be used for
identifying gene function, exemplified by the identification of an un-
known branching regulator in Arabidopsis (see McSteen and Leyser39).
The key-point is the use of multivariate statistical tools combined with
prior knowledge about gene homologies.
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10.3.4 Other Applications of Plant Metabolomics

In plant biology a common objective is to follow biochemical events associated
with environmental changes. Inevitably, metabolomics has gained interest in
such studies since changes in metabolite levels can help to elucidate the
biological processes underlying phenotypic changes induced by alterations in
the environment, e.g. diurnal rhythms,10 sink-source transitions of leaves40 and
acclimatory responses to cold stress.12

Metabolomics has also been applied (and will be applied further) to identify
unintended effects of genetically modified crops (GM plants; see e.g. Rischer
and Oksman-Caldentey41), based on the hypothesis that potentially unintended
effects of genetic modifications on human health or the environment will be
connected to changes in metabolite levels in the plants. However, there have
been very few studies on this issue, although the general assumption should
be that changes in a gene will inevitably cause some metabolic changes too (see
the section on silent phenotypes above). Catchpole et al.15 used different
metabolite profiling and clustering approaches to determine differences be-
tween field-grown GM potato tubers and conventional potato tubers. Although
the cited study’s general objective was to compare genotypes, the data acquired
show that levels of a number of metabolites related to the genetic modification
differed between the cultivars, but the general metabolic profiles of the
two cultivars were very similar. Although metabolomics approaches, especially
when a large proportion of the metabolome is analysed, might be useful
for evaluating how GM crops differ from the respective wild-type crops, a
problem that still needs to be addressed is to define an ‘‘unhealthy’’ metabolite
profile.

10.4 Conclusions and Future Directions

Metabolomics or metabolite profiling is now widely used in plant research.
Methods for routinely detecting hundreds of metabolites have been developed
and databases containing information from experiments have started to be
compiled. To further exploit the potential of plant metabolomics, there is a
need to identify more metabolites. Since only a small proportion of the
metabolome in plants has been identified, the focus must be on the unknown
metabolites. With further advances in the analytical equipment used, such as
mass spectrometers, the prospects for determining metabolite profiles in specific
cells (metabolomics at the cellular or organellar level) will hopefully be
enhanced in the future. Sample fractionation using solid-phase extraction or
related techniques, and vapour-extraction methodology42 may, in the future,
also be useful for monitoring metabolite profiles. Furthermore, to obtain
further insights into biological and biochemical processes, fluxes of metabolites
must also be measured. Since plants use CO2 in photosynthesis, 13CO2 has a
potential to be of great help for determine fluxes, as after a certain period all
molecules will be labelled with 13C.43 This can also be a help for identification

268 Chapter 10



of unknowns (determination of the number of carbons) and also for creating a
true set of internal standards for all metabolites.
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CHAPTER 11

Data Mining for Metabolomics

ANDERS NORDSTRÖM

The Scripps Research Institute, Scripps Center For Mass Spectrometry,
BCC007, 10550 North Torrey Pines Road, La Jolla CA 92122, USA

11.1 Introduction

‘‘Data mining’’ is a broad term and has been described as ‘‘the science of
extracting useful information from large data sets or databases’’.1 The terms
metabolomics, metabonomics, and metabolic profiling are also broad and to
some extent used differently throughout the literature.2 They share a common
trait of a more or less global profiling approach with an ambition to perform
untargeted measurements of metabolites in cells, tissues, fluids, or entire
organisms. It is difficult to generalize the concept of data mining in conjunction
with all ‘‘-omics’’ approaches and, hence, the data must be mined in a fashion
that best answers the particular experimental question. In Figure 11.1 some
possible paths of data mining are outlined, covering cases from finding met-
abolic markers for a certain disease/phenotype or markers for toxicology to
more holistic scenarios where gene function and systems biology are addressed.
The first three boxes can be considered universal regardless of further down-
stream data mining. The process starts with a question and an experimental
design of some kind. Then follows a data acquisition step which most often in
global profiling approaches involves mass spectrometry (MS)3–7 and/or nuclear
magnetic resonance (NMR).3,4,7–9 It is typically necessary to generate data in a
format suitable for further processing – data extraction will be slightly different
between MS and NMR due to the different data structures. The actual data
mining can take several different routes depending on the question asked.
Mining data for potential biomarkers typically will involve statistical analysis,
unsupervised such as t-tests, hierarchical cluster analysis, or principal compo-
nent analysis (PCA) or supervised classification through partial least squares
regression (PLS), analysis of variance (ANOVA), or discriminant analysis.
Data mining in a more exploratory fashion can involve different types of
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correlation studies or direct database queries or browsing. Output of a meta-
bolomics data mining is a set of interesting metabolites that can be used to draw
direct conclusions and potentially design new experiments. In this chapter we
will focus on data mining of mass spectrometry (MS) generated data, but the
approaches covered could generally be applied to analysis of data generated by
other means (i.e. NMR) as long as the data is in a suitable format. Section 11.1
covers primary data extraction and pre-processing strategies and Section 11.2
covers different approaches to perform data mining.

11.1.1 Data Extraction – Generating Variables

The aim of data extraction is to create variables which subsequently can be used
for data mining. The challenge in this process is to generate variables which can
be compared to each other between samples, that is that variable X represents
variable X throughout all observations (samples). For metabolomics data
acquired by means of mass spectrometry coupled to some type of chromato-
graphy, a generalized data structure is illustrated in Figure 11.2. The data have
three dimensions: intensity, m/z, and time, with different observations (repli-
cates and samples) constituting a fourth dimension. To generate comparable
variables from this type of data we must first consider how different types of
‘‘drift’’ in the first three dimensions affect our data output when we want to

Figure 11.1 Scheme illustrating possible ways of data mining.
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Figure 11.2 General structure for chromatography hyphenated mass spectrometry
data. Three aspects of the data have to be aligned (between observations)
prior to data mining: intensity, m/z, and retention time.
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compile data in the fourth dimension. Here are some general considerations for
the individual variables:

� m/z Spectral drift, m/z shifts will vary with type of mass spectrometer
and resolution. A time of flight (TOF) mass spectrometer will typically
have a larger m/z drift than quadrupole due to the flight tube’s sensitivity
to small temperature changes and, hence, changes in flight length for the
ions. A simple calibration of the m/z scale compensates for drift in the
m/z dimension. However, quite often peak shape causes small variations
in the interpretation of the m/z data when it is converted to discrete
tabular values. It can therefore sometimes be beneficial to perform
‘‘binning’’ of spectral data prior to data analysis to compensate for these
small variations in the spectral data. Reduction of spectrum resolution
to, for example unit mass resolution, will ensure that a specific m/z peak
remains in its bin regardless of small spectra shifts.

� Intensity The intensity dimension is subject to variation from differences
in ionization efficiency. Factors such as ionization suppression, ambient
temperature, and ion source condition will affect intensity recorded for
each ion. All these factors can drift over time and therefore especially in
experiments running over longer periods of time, it is important to
normalize the intensity response. Considering that ultimately this is the
dimension that we will perform data mining on, it is worth monitoring
and evaluating how the intensity is normalized. The most robust way to
normalize data is to use stable isotope labeled versions of the metabolites
of interest. In an untargeted global profiling approach such as met-
abolomics, this is, however, somewhat difficult since the experimenter
basically doesn’t have specific target compounds to measure. Using a set
of selected stable isotope labeled compounds, representing a verity of
potential metabolites and metabolite classes, have proven to be a good
substitute strategy.10,11 Other mathematical approaches for normalization
have also been proposed for use in a metabolomics context.12,13

� Retention time Drift in the time domain is arguably the most difficult to
normalize or compensate for. The reason for drift in the time domain can
be: temperature changes, gradual clogging/contamination of columns,
pump/gas pressure fluctuations, etc.One aspect of drift in the time domain
is that it is typically not a linear phenomenon, which makes it more
difficult to compensate for. Calculating retention time index (i.e. kovats
indices) for the different components is one possible approach, but this
strategy involves introduction of standards (typically alkane series for GC)
and is potentially problematic to automate. In our lab we have developed
XCMS, which is a freely available open-source software.14 XCMS gener-
ates ion chromatograms that are individually processed. It performs
filtering, peak detection, matching, and alignment. The non-linear reten-
tion time correction is based upon the identification of groups of ions with
a conserved retention time from which a non-linear retention time correc-
tion filter can be calculated and applied to all the other ions. Other
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strategies have been developed, both commercial and free, that address
data extraction and time alignment and they are summarized in Table 11.1.

The data extraction strategy will depend on the type of data acquisition. Some
parameters to consider before choice of data extraction protocol are the following.

(1) What is the super structure of the data – direct infusion or chromato-
graphic step prior to mass spectrometry analysis.

(2) Chromatographic resolution.
(3) Spectral information, fragmentation (electron ionization, EI, or electro-

spray ionization, ESI).

For direct infusion type of metabolomics where the data consist of an intensity
and m/z domain, the mass spectra can be directly exported in a table format
containing raw spectral data15 or as discrete m/z values.16 These tables are
subsequently subject to further evaluation. Binning of data (as discussed in the
section above) can facilitate data mining of exported spectral tables.

Table 11.1 Platform independent data extraction tools.

Name Reference URL Comment

XCMS 14 http://metlin.scripps.edu/ Open source, runs in

software ‘‘R’’, reads

CDF files, peak

detection and non-

linear retention time

correction

MZ-MINE 71 http://mzmine.sourceforge.net/

index.shtml

Peak detection,

alignment and

normalization. GUI

for import and

processing

MET-IDEA 72 http://www.noble.org/PlantBio/MS/ Input is a list of ion/

retention time pairs

typically generated

manually in software

or through AMDIS

H-MCA

(Hierarchical

multivariate

curve

resolution)

21 Generates a table with

metabolites (and their

relative

concentration) that

differs between

samples

LCMSWARP 73 Aligns both mass and

time aspect of both

LC-MS and LC-MS/

MS data

MS-resolver http://www.prs.no/ Commercial, platform-

independent

metAlign http://www.pri.wur.nl/UK/ Commercial, platform-

independent
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It is more common to use a chromatographic step prior to the mass
spectrometer. Chromatography can facilitate the detection of isomers and
reduce ion suppression during the ionization, which enhances detection limits.
By using chromatography a time domain is introduced. The two principal
options for data extraction are illustrated in Figure 11.3. In the first case data
dimensionality is reduced to m/z and intensity by summation over the time
domain. This process creates variables in the form of m/z vectors and the
output is similar to that of direct infusion mass spectrometry.11,17 The other
option is to find the components (metabolites) through deconvolution18–21 or
curve resolution of the total ion chromatogram. The variables then become
discrete metabolites (known or unknown). After metabolites have been decon-
voluted, they must be aligned creating comparable variables. How well the
deconvolution algorithm can perform largely depends on (1) amount of spec-
tral information and (2) chromatographic resolution. Electron ionization (EI)
typically causes more fragmentation of the molecules in the ionization process
than electrospray ionization (ESI). Furthermore, gas chromatography (GC) is
achieving higher resolution (narrower chromatographic peak profiles) than
liquid chromatography (LC). Combined, these two facts make GC data easier
to deconvolute. Recent developments in LC (e.g. ultrahigh performance liquid
chromatography, UPLC) paired with new extraction software (see Table 11.1)
will facilitate deconvolution strategies for LC generated metabolomics data.

11.1.2 Data Pre-treatment

Before subjecting extracted data to further analysis, it is worth considering
some inherent properties of the data variables. Many statistical operations such

Figure 11.3 The two principal strategies for generating variables for further data
mining.
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as a t-test are valid on the assumption that the data is normally distributed. It
might therefore be worthwhile to check some variables as histogram plots to
make sure that data appear normally distributed. With mass spectrometry
(depending on data extraction approach) the number of variables can range
from a few hundred to several thousand, but browsing through some 20 to 50
variables will give a general impression of how data is distributed. One strategy
that can be used to address skewed data (data that is not normally distributed)
is to perform a transformation of the entire data set. The transformation would
typically be a power transformation (for example the square root) or a
logarithmic transformation, with logarithmic transformations being the most
applied. Another aspect of data structure to consider is that many unsupervised
(see section below) classification tools such as principal component analysis
(PCA) will project data according to their maximum variation. This means that
variables that vary with smaller amplitude in absolute terms between observa-
tions (or potential classes) will be less important to the model than variables
with a higher variation (in absolute terms). Most often it is the proportional or
relative variation which is more interesting, therefore we would like to com-
pensate data through ‘‘scaling’’ or ‘‘weighing’’ of some kind to give variables
equal weight in the data analysis. The most common technique to standardize
the variance is to perform ‘‘unit variance scaling’’ in which the inversed
standard deviation of a certain variable is multiplied by that particular variable.
Another standard procedure is to eliminate the offset of a given variable
through centering the data around zero instead of the mean. This is performed
by calculating the average for a certain variable, and subsequently subtracting
that average from each observation of that variable. Several different
approaches for scaling and transformation of metabolomics data has been
evaluated by van den Berg and colleagues.22

11.2 Data Mining

The output of a data mining routine can be a list of metabolites ranked in a
certain order, for example concentration, fold change, p value (from a t-test),
score value (from a multivariate evaluation), or loading value (from a multi-
variate evaluation). The purpose of the investigation can also be more explor-
ative in its nature, in these cases the output might be best mined visually as a
relational ‘‘neighbor’’ networks or a hierarchical cluster (heat map). The choice
of strategy for data mining will depend on the question that we want to answer.
With data extraction and data pre-treatment, we have now produced a data set
containing variables in a format suitable for further data analysis. In the
paragraphs below are described a few scenarios of data mining, including an
example from our laboratory. It is important to have a well-defined question;
for example, do we want to be able to classify a certain sample as ‘‘healthy’’ or
‘‘diseased’’, or we want to find/understand the underlying metabolite difference
(and biochemistry) between ‘‘healthy’’ and ‘‘diseased’’. In the first case it might
be enough to establish a data mining scheme that can recognize the metabolite
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pattern of a certain condition and classify samples accordingly. It could also
involve finding one or a set of metabolites that have a significantly different
concentration level associated with a certain condition such as a disease. In
more exploratory types of data mining such as elucidation of gene function
where biochemical redundancy has to be accounted for, it might not be
sufficient only to rank interesting metabolites according to their concentration
differences. Here, ranking of interesting metabolites could potentially be more
relevant in terms of altered concentration ratios towards other metabolites.
Initial data mining can frequently result in ‘‘unknown’’ compounds among the
interesting metabolites. Verification of metabolite significance is important
before proceeding to identification since this can be a time consuming effort
especially if the list of interesting metabolites is long. This can involve reverting
to raw data for verification of data extraction and/or re-analyzing samples.

The origin of what we refer to as metabolomics/metabonomics can be found
in metabolite profiling. Profiling of blood, for example, has resulted in the
discovery of several biomarkers that are now routinely used in screening of
newborn babies for inborn metabolite disorders.23 Finding biomarkers for
disease diagnosis is a very important application of metabolomics and putative
markers for conditions like myocardial ischemia24 (loss of blood flow to the
heart muscle) and influenza-associated encephalopathy25 have recently been
identified. For an experimental design where samples can be classified either as
‘‘A’’ or ‘‘B’’, assuming that there is no metabolic difference between them (null
hypothesis), it might be sufficient to compare and rank the list according to
p values calculated by performing a t-test to determine if the means (of A and
B) are equal or distinct. This ‘‘simple’’ type of data mining is aimed at
discovering concentration changes between metabolites of the two classes
‘‘A’’ and ‘‘B’’. The next step would typically be to identify, and subsequently
perform, targeted analysis on a few top metabolite candidates from the pro-
duced ‘‘rank list’’ and use these as biomarkers for a specified condition or state.

11.2.1 Multivariate Data Mining

Often an experimental design might be more complex than of the type ‘‘A’’ and
‘‘B’’ samples. The design can for example involve a series of pathological
progression states26 or samples taken in a time series27 which generates data
sets containing several variables in several observations placed in several sub-
classes such as time points or progression states. Statistical tools such as t-tests
might not be sufficient to rationally find underlying variable–observation cor-
relations. Multivariate statistics is a set of different procedures that deal with the
observation and analysis of more than one variable at the time. This section will
cover some of these procedures that have found application within meta-
bolomics. Multivariate analysis can be divided into non-supervised classification
and supervised classification methods. Non-supervised classification methods
analyze the data set as it is by methods such as principal component analysis
(PCA)28–31 and hierarchical cluster analysis (HCA).32–34 In supervised
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classification, additional external information relating to the data set, such as
class or certain quantitative or qualitative responses, is used for making
predictions through multivariate calibration or by performing discriminant
analysis. Supervised classification methods include partial least square analysis
(PLS),28,35 discriminant analysis,33 analysis of variance (ANOVA),33,36 and
projections to latent structures by means of partial least squares discriminant
analysis (PLS-DA).37

HCA has the advantage of being easy to visualize in tree diagrams (dendro-
grams). The similarity or difference between different observations is calculated
by, for example, mean Euclidean distances. With a distance/similarity scale in
place, observations can step by step form clusters of similarity until all obser-
vations are gathered in one cluster (dendrogram). In metabolomics/meta-
bonomics investigations HCA has been used for data mining of endogenous
plant compounds38 and to classify toxicological effects.39 Projection models
such as PCA are widely used for data mining and evaluation in metabolomics
experiments.10,22,30 When performing a principal component analysis, the
information in a data matrix is compressed to a few principal components
(latent variables) by means of matrix decomposition (single value decomposi-
tion, SVD, or non-linear iterative partial least squares, NIPALS). Each prin-
cipal component consists of one score vector (t) and one loading vector (p). The
scores are linear combinations (eigenvectors) of the original data and the
loading is the link between the original data and the score. The compression
should explain as much variation as possible in the original data set. By
reducing dimensionality of the data it becomes easier to get an overview over
trends, groups, and outliers. The result can be viewed graphically showing how
observations relate to one and other (score plots) and also perhaps more
importantly what variables are contributing to these relations (loading plots).
In PLS-DA the latent variables (score and loading pairs) are calculated to
maximize the covariance between the data and the class assignment. This is a
powerful technique that can be used for predictions26 and for finding variables
that explain class belonging.40

In our laboratory we wished to validate our metabolomics protocol (data
acquisition and data extraction) for its capacity to find minor differences and
small concentration changes between different samples. We set up an experi-
mental design involving spiking of known quantities of small organic molecules
into human serum (Figure 11.4), which were subsequently analyzed using
LC-MS. Data extraction was performed using XCMS14 software. The resulting
exported data tables from XCMS were further analyzed using the SIMCA
software (UMETRICS, Umeå, Sweden). The ‘‘A’’ serum was not spiked, ‘‘B’’
serum was spiked with 19 compounds of various concentrations, and the ‘‘C’’
serum was spiked with a slightly modified version of the ‘‘B’’ spiking mixture
where two compounds were completely removed, two compounds were in-
creased 25% in concentration, two compounds were decreased 25%, two
compounds were increased 50%, and two were decreased 50% in concentration
(Figure 11.4). Each spiking mixture was injected in 5 replicates, generating 15
observations in total. The XCMS data extraction and alignment resulted in
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2711 unique ion features (unique m/z at a unique retention time). The data
matrix was initially mined with PCA (Figure 11.4), which did not reveal any
groups or clusters. In fact, the most dominant feature in the resulting PCA
score plot turned out to be the sample run order. The next step was to perform
supervised data mining using PLS-DA. Assignment of class belonging A, B and
C resulted in two distinguishable clusters, one consisting of observations ‘‘A’’
and the other of a mixture of ‘‘B’’ and ‘‘C’’ observations – PLS-DA score plot

Figure 11.4 Evaluation of data extraction performance and subsequent data mining.
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(1) in Figure 11.4. To evaluate which variables contributed to the group
formation, the loading values for component 2 were tabulated and sorted in
descending order. Inspection of the variables revealed that 12 out of 19 spiked
compounds in ‘‘B’’ could be identified amongst the 24 variables with the highest
loading values (Figure 11.4). The ‘‘A’’ observations were removed and classes
‘‘B’’ and ‘‘C’’ were modeled. The same procedure was repeated with the loading
values for component 1 – PLS-DA plot (2) in Figure 11.4. Variables associated
with a higher loading value are more correlated with class ‘‘B’’ and vice versa
for class ‘‘C’’. The resulting loading value tables are shown in Figure 11.4 and it
was evident that 4 out of 6 of the compounds that were decreased between ‘‘B’’
and C’’ could be found amongst the 4 variables with the highest loading values,
and 2 out of 4 of the compounds that were increased in ‘‘C’’ could be identified
in the same way. The conclusion of the validation was that XCMS provided a
reliable way for extracting and aligning data and that the subsequent multi-
variate data mining approach could detect differences close to the analytical
variance (B10–20%) (Figure 11.4).

11.2.2 Exploratory Data Mining

Metabolomics studies which are more exploratory in nature might need several
different type of statistical and visualization tools. Experiments intended to
explore how different metabolites relate to each other, or how protein or gene
expression under certain experimental conditions effects the metabolome, calls
for a more iterative data mining strategy where output from one analysis
triggers another mining strategy or a new experiment (Figure 11.1). The more
complex the experimental design is (different perturbations or different pheno-
types) and the more levels of data we wish to compare (metabolome or
proteome or genome), the more complex the outcome of the data analysis will
be. Visualization of data in score plots (PCA) or clusters (HCA) are strategies
to facilitate intuitive understanding of how different data sets relate to each
other and what variables contribute to these particular relations. When com-
paring several layers of data (genes or proteins or metabolites), the outcome of
a metabolomics experiment can be placed in the context of metabolic pathways
such as the ones displayed in the KEGG database.41 Visualization software
that links metabolite concentration data to protein and gene expression data is
available which can provide a basis for better understanding of changes in the
metabolome.42,43 There is, however, a certain debate over what a metabolic
pathway actually is and metabolites (intermediates) might be ‘‘exchanged’’
between different ‘‘pathways’’. This fact has promoted the concept to visualize
metabolite neighborhoods42,44 or metabolic networks45,46 as a tool to under-
stand which metabolites are correlated and thus better understand metabolites
in context. This approach has, for example, been used to understand metabolic
changes in silent plant phenotypes,47 phenotypes that due to pleiotropic effects
and gene redundancy don’t display any morphological or biochemical altera-
tions to wild type. Other software that can be used for visualization and mining

283Data Mining for Metabolomics



of large networks include PAJEK,48,49 MetNet3D,50 and paVESy51 which
allows the researcher to explore gene expression and metabolic pathway data
simultaneously. A simple organism, Saccharomyces cerevisiae, has had the
entire metabolic network reconstructed in silico.52 This is possible with the vast
array of genomic, biochemical, and physiological information available for this
well-studied species. Furthermore, this type of modeling made it possible to
correctly predict, for 70–80% of the considered conditions, the subsequent
phenotypic observations.53 A data mining approach modeling observed met-
abolomics data against in silico predictions of phenotypes is obviously only
possible for less complex and well-characterized organisms like yeast. However,
it opens up a very interesting scenario for fundamental studies integrating gene,
protein, and metabolite data.

11.2.3 Databases

Databases can be a powerful tool at several different levels of the data mining.
Mendes has classified databases in a metabolomics context into five different
categories.54

(1) Databases storing detailed metabolite profiles, including raw data and
detailed metadata (information about the data).

(2) Databases storing metabolite profiles obtained for a single biological
species.

(3) Databases collecting diverse metabolite profile data from many biolog-
ical species and at many different physiological states.

(4) Databases listing all known metabolites (metabolome) for each biolog-
ical species.

(5) Databases representing established facts.

Most available databases today represent category 5 and, to some extent,
category 4 (see Table 11.2). The initial use of a database can be to identify
metabolites that after initial data mining remain ‘‘unknown’’. Several of the
databases listed in Table 11.2 can for example be used to search for compounds
by mass (molecular weight or exact mass) if data is acquired using a mass
spectrometer (e.g. METLIN,55 KEGG,41 ChemDB,56 ZINC,57 PubChem,58

ChemBank59 and KNApSAcK60). This can result in a list of potential com-
pound candidates which subsequently can be purchased or synthesized for
evaluation. If metabolite identity is already established, the database can be
used to place metabolite concentration changes in a biological or biochemistry
context by overlaying gene expression and protein data with databases such as
KEGG,41 BioCyc,61 or BRENDA62 (see Table 11.2). Modeling results in this
fashion can result in hypothesis generation and design of new experiments (see
Figure 11.1). Using the highest levels of databases (categories 1, 2, and 3),
extracted data can be directly mined against already performed experiments.
This requires certain standards for reporting data so that results may be
interchangeable between different researchers much like the MIAME63,64
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standards for micro array data which makes it possible to query or browse
databases such as ARRAY EXPRESS65 and GEO58 for gene indexed expres-
sion profiles. Standards like MIAME are underway in metabolomics as
well66,67 which will facilitate the creation of similar high level databases for
use in a metabolomics context.

11.3 Conclusions

The scope and procedures of a metabolomics/metabonomics data mining
scheme is determined by the questions that we want to answer. Any data
mining strategy, and hence the conclusions that are drawn, will be based on the
metabolites actually measured. It is important to stress (see Figure 11.1) that
the choice of data acquisition system is critical. A factor to consider is if there is
any discrimination towards certain metabolites (polar or hydrophobic), size or
a certain functional groups. For example, GC-MS typically discriminates
against thermally labile and non-volatile compounds and LC-ESI-MS can
discriminate against only weakly acidic or basic compounds. The data extrac-
tion step creates variables of some type that must be comparable between
observations. For some experimental designs a t-test might be sufficient for
mining differences, while other more complex designs are better mined using
both non-supervised and supervised multivariate statistics or more exploratory
strategies such as metabolite networks. Typically the data mining effort results
in a list of metabolites that are ranked according to a certain property for
example concentration difference.

More holistic concepts in biology such as ‘‘systems biology’’,68–70 which aims
to understand phenotypic variation and build comprehensive models of cellu-
lar/organ/organism organization and function, must use data mining tools on
different levels including multivariate statistics, correlation studies, and dat-
abases, and has already started to produce some very encouraging system
functional models.69 The establishment of reporting standards for met-
abolomics is creating a foundation for high level databases to which data can
be directly uploaded and mined against. This will allow comparisons of
metabolomics data between different experiments, developmental stages, and
organisms much like how gene expression data has been mined.
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CHAPTER 12

Metabonomics and Global
Systems Biology

IAN D WILSON1 AND JEREMY K. NICHOLSON2
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Mereside, Alderley Park, Macclesfield, Cheshire SK10 4TG, UK

2Department of Biomolecular Medicine, Faculty of Medicine, Imperial
College London, South Kensington, London SW7 2AZ, UK

12.1 Introduction

‘‘Systems biology’’ is a term that has a relatively recent origin and currently
means many different things to different investigators. The ideas encompassing
the term systems biology have arisen as a result of the development of the ‘‘omics’’
technologies such as genomics, proteomics or metabonomics/metabolomics.
In these fields of study large amounts of quantitative (or semiquantitative) data
are being derived, at a variety of levels of biomolecular organisation, from
genes through proteins down to metabolites. One of the expectations of systems
biologists is that, in some way, such data can be integrated to give a holistic
picture of the state of the ‘‘system’’ that provides insights that are not available
by other, more directed, methods, ultimately enabling a more fundamental
understanding of biology to be obtained via networks of interactions at the
molecular level.

This may, or may not, be a realistic ambition but, successful or not, such
work may greatly aid in efforts to deliver the ‘‘Personalised Healthcare Solu-
tions’’ so desired by the practitioners of 21st century medicine. Such therapeutic
approaches, tailored to the exact biology (or biological state) of an individual,
clearly require methods of patient evaluation that enable the clinician to select
the most appropriate combinations of drugs, dosages and treatment regimens
before commencing therapy. In an ideal world this process would maximise
therapeutic benefit and minimise adverse drug events. Attempts at this type of
sub-classification of individuals (patient stratification) are beginning to be
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performed and are currently most often attempted using some particular
genetic feature.

Moving away from disease, such concepts could easily be extended to more
general lifestyle paradigms aimed at minimising the propensity of an individual,
found to have gene-level risk factors, to acquire a disease later in life by
optimising lifestyle (nutrition and exercise, etc.). Given the current cost of
providing such detailed information on an individual it is difficult to believe
that personalised medicine will be delivered via a systems biology approach in
the near future (at least to large populations). However, this does not mean that
systems approaches may not be valuable in identifying better diagnostics and,
paradoxically, many of the insights that will illuminate ‘‘personalised medi-
cine’’ may well come from omics-based epidemiological studies of populations.

If it is taken as a given that the state of any biological system, be it cell, organ
or whole organism, is a function of a combination of factors such as genotype,
physiological state (e.g. age), disease state, nutritional state, environment (both
current and historical), etc., the complexity faced by such investigations is
clearly enormous (an attempt to illustrate this is given in Figure 12.1). It is
arguable that metabonomics,1,2 because it measures the outputs of the system
rather than potential outcomes, offers the most practical approach to measur-
ing global system activity via accessing the metabolic profiles that are deter-
mined by these combinations of genetic and environmental factors.3,4 This set
of assumptions provides the basis for the following discussion of the use of
global metabolic profiling in systems approaches.

Figure 12.1 Relationships between systems biology, personalised healthcare and
molecular epidemiology. Dotted lines indicate indirect connections or
influences. Modified from ref. 45.
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12.2 Biological Fluids as a Window on the Global

‘‘System’’

In attempting to perform studies at a systems level on a complex, multi-cellular,
multi-organ, organism such as an experimental animal or human there are
obvious problems associated with sampling (what, when and how much). From
a practical standpoint biological fluids, such as urine and plasma, provide both
a convenient sample for analysis and a window on the metabolic state of the
subject, be it rat or man, and can be obtained using non-, or minimally, invasive
procedures (unlike organ biopsies). Other, currently underexploited, sources of
non-invasive metabolic monitoring include breath and possibly saliva, though
clearly there are more problems in obtaining such samples from animals
compared to humans.

Urine is particularly useful because it can be collected in a completely non-
invasive manner from both experimental animals and human subjects and such
collections can be repeated over periods of hours, days, weeks (or even years)
on the same test subjects to observe the effects of treatment and determine the
time course of changes in the ‘‘system’’. Indeed, the utility of urine as a suitable
sample type for performing metabonomic studies has been amply demonstrated
in innumerable studies covering basic physiology, toxicology and clinical
investigations (reviewed in refs 5–10, for example). Whilst somewhat more
invasive, blood samples can also be obtained from both experimental animals
and humans and, as with urine, there are examples of the successful application
of metabonomics using this approach. Blood and urine are, however, not
equivalent and provide the investigator with different levels of information on
the metabolic status of the whole organism. Thus, the excretory function of
urine makes it particularly appropriate for monitoring the state of the global
system as it provides a ‘‘sum of histories’’ of what has taken place in the whole
animal since the last sample was voided. Such information can be immensely
subtle, providing genetic, environmental, nutritional and physiological inform-
ation, not only on the host but also on the commensal/symbiotic bacteria and
other microorganisms in the gut that form the microbiome. Also, given that one
of the functions of the kidney is to maintain homeostasis, it is arguable that
early markers of disease, or toxicity, are likely to be more easily detected in the
urine rather than plasma, where they would become readily detectable only
when the ability of the excretory mechanisms to maintain homeostasis became
overwhelmed and unable to adequately compensate for the disease-driven
dysbiosis, or themselves became damaged and defective. The urinary metabolic
profile therefore provides a metabolic ‘‘phenotype’’ for the animal or human
being studied and we have termed this the ‘‘metabotype’’.11

Plasma, in contrast to urine, provides a system-level read out of the physio-
logical state of the organism under study at the time the sample is taken.
Obviously integrating data from both plasma and urine samples taken at the
same times greatly enhances the investigators ability to extract meaningful
information from the study.
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12.3 Examples of the Use of Metabonomics in Normal

and Disease Models

As discussed above, the metabolic profile detected in biological fluids or tissues/
extracts represents the outcome of the various potentials inherent in the
expressed genome and proteome. Examination of these metabolic profiles
can illuminate many biological process such as, for example, normal aging
and development. A recent example of this is provided by studies on the urinary
metabolome of normal male Wistar-derived rats performed using both 1H
NMR spectroscopy and HPLC-MS to obtain profiles on samples collected
from these animals every 2 weeks (post weaning at 4 weeks up to 20 weeks of
age).12 The advantage of using several analytical techniques is that a much
wider coverage of the metabolome is obtained than could be provided by either
alone. (It is a continuing problem for those trying to obtain global metabolite
profiles is that there is no one analytical method that will provide comprehen-
sive determination of all the components of the sample.) Multivariate statistical
analysis of the resulting analytical data allowed clusters to be visualised within
the data set that were dependent on the age of the animals. This analysis of the
data found that urine collected at 4 and 6 weeks of age, shortly after weaning,
showed the greatest differences in composition compared to later samples.
Some of the age-related markers, which increased as the animals aged (detected
using 1H NMR spectroscopy), included creatinine, taurine, hippurate and
resonances associated with amino acids/fatty acids. Others that decreased in
amount with age included citrate and glucose/myoinositol. Analysis using
HPLC-MS, using both positive and negative electrospray ionisation, in con-
trast detected a different range of compounds, some of which were only present
in urine samples at 4 weeks of age. Based on these data, models were
constructed that enabled the urinary metabolite profiles to be used to predict
the age of the animals. These predictions were made by PLS-regression modell-
ing and clearly demonstrated an age-related trend from between 4 and 12 weeks
for HPLC-MS, and 4 to16 weeks for NMR spectroscopy, after which the trend
levelled out indicating a degree of stability (or at least a slower rate of change)
in urine composition with maturity. Examples of these plots are shown in
Figure 12.2 for NMR and Figure 12.3 for HPLC-MS.

Such results reveal a number of possibilities, and raise a number of questions.
Firstly, there is clearly the potential to use of these techniques to study the
aging process and determine the age-related changes in biofluid composition in
both the rat and other species, including man. The second is the basic biological
question of why some of these changes occur at all. What, for example, is the
biology that underlies the steady increase in taurine concentrations in the urine
of these rats noted by ourselves and others?12,13 Another obvious result of these
studies is that, if profiles change with age, then it is essential to have suitable
control animals in pharmacological and toxicological studies, as an animals
predose urine cannot be used as the control profile. Indeed, the sensitivity of
these analytical techniques combined with multivariate statistical analysis is
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such that we have seen measurable changes in metabolic profiles in periods of a
few days that are probably related to aging and development in young rats.14 If
not recognised, looked for, monitored and controlled, such effects could easily
make nonsense of poorly designed studies (and such comments can probably be
made with equal force for the other omic techniques as well).

We have also extended this approach to a metabonomics examination of the
development of the male Zucker (fa/fa) obese rat, an important experimental
model of Type II diabetes, comparing the global urinary metabolite profiles
with those of the Wistar-derived animals.15 As seen in the previous study, both
1H NMR spectroscopy and HPLC-MS revealed changes in the composition of
the samples with age. Strain-related differences were also observed and even at
4 weeks of age the Zucker and Wistar-derived animals could readily be
differentiated. These differences became more pronounced with time and by 8
to 10 weeks a clear divergence in metabolic trajectories was evident (Figure
12.4), continuing up to the end of the study at 20 weeks. The ‘‘markers’’
identified in the urine of the Zucker (fa/fa) obese rats via 1H NMR
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Figure 12.2 1H NMR spectroscopy and PLS regression. Cross-validated age predic-
tions for male rats for the period from 4 to 20 weeks of age made using a
PLS model with three components. Data expressed as mean� standard
deviation. (From ref. 12.)
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spectroscopy by the 20 week time point included increased protein and glucose,
changes in Krebs cycle intermediates and reduced concentrations of taurine
compared to the Wistar-derived strain. Markers were also seen using HPLC-
MS and a number of ions were observed that increased by 20 weeks of age in
the Zucker (fa/fa) obese animals compared to the Wistar-derived rats. These
included those at m/z 71.0204, 111.0054, 115.0019, 133.0167 and 149.0454
(negative-ion ESI) and m/z 97.0764 and 162.1147 (positive-ion ESI). Ions
observed to decrease in intensity relative to the normal strain included those
at m/z 101.026 and 173.085 (negative-ion ESI) and m/z 187.144 and 215.103
(positive-ion ESI). Possible identities of some of these ions included fumarate,
maleate, furoic acid, ribose, suberic acid, carnitine and pyrimidine nucleoside.

As noted above, in the case of the normal Wistar-derived strain the urinary
metabolite profile eventually became relatively stable and from 16 to 20 weeks
showed relatively little change. For the Zucker (fa/fa) obese rats, in contrast,
the urine composition continued to change with age and the metabolite profiles
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Figure 12.3 HPLC-MS, negative ion mode and PLS regression. Cross-validated age
predictions for male rats for the period from 4 to 20 weeks of age made
using a PLS model with three components. Data expressed as
mean� standard deviation. (From ref. 12.)
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did not stabilise, no doubt reflecting the progress of the disease and an
increasingly abnormal state of health of the Zucker animals.

Again, the results of these global metabolite profiling efforts show both the
utility of the techniques employed to study the onset and progression of a
pathophysiological state in a non-invasive manner in an animal model and also
highlight a number of questions. Thus, whilst the appearance of glucose in the
urine of some of the Zucker animals could have been anticipated, the reasons
for the observed fall in taurine concentrations are less obvious. This is clearly
not a function of the normal aging process as, as described above, in the
Wistar-derived rats the concentrations of taurine increased from 4 weeks to 20
weeks, with the resonances for this metabolite eventually becoming one of the
dominant features of the urinary spectra of these animals. Interestingly, at early
time points, the concentration of taurine in the urine of the Zucker rats was
much higher than that for the Wistar-derived strain, as illustrated in Figure
12.5. The relationship, if indeed there is one, between the development of
insulin resistance and the decline in taurine concentrations is not clear. Taurine,
an abundant and essential non-protein amino acid, appears to have many
functions, including e.g. conjugation of bile acids, cytoprotection against
myocardial and hepatic necrosis and pulmonary fibrosis. Insofar as the com-
pound has effects in diabetes, taurine also appears to affect glucose and insulin
concentrations in the blood16 and a role in the function and integrity of
pancreatic b cells has also been suggested. In addition, taurine has been found
to decrease body weight in hyperglycaemic obese mice and suppress the
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Figure 12.4 Age-related PCA trajectories, derived from 1H NMR spectroscopic data,
showing time-related changes for two groups of male rats: Wistar-derived
(red) and Zucker (fa/fa) obese (blue) animals. The data point for each
individual animal is displayed as a number representing the time point
of sample collection (week) whilst the mean data point for each strain
at each time point is displayed as a dot, labelled with the week
number. (From ref. 15.)
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development of atherosclerotic lesions in mice.17,18 When the plasma of the
20-week-old animals examined in the metabonomic study described above was
examined, the concentrations of taurocholate detected were elevated in the
Zucker (fa/fa) obese animals compared with Wistar-derived rats.19 Given
the possibility therefore that taurine may have some role the development of
the condition it is possible that the decline in urinary taurine concentrations
that precedes an elevation in urinary glucose reflects some fundamental process
in the development of diabetes. Equally, there may only be some casual
relationship. However, causal or casual, the metabonomic study performed
here does allow a hypothesis to be generated that taurine is in some way
important, and allows studies to be designed to investigate this. It is also
noteworthy that not all of the animals progressed towards disease at the same
rate (glucose was only elevated in the urinary profile of 4 out of 6 of the Zucker
(fa/fa) obese rats), reflecting normal biological variation in the animals. This
type of disease progression, or response to a toxic insult etc., is readily
monitored using non-invasive metabonomics and allows such variability to
be taken into account.

As well as glucose and taurine, other changes, such as increased concentra-
tions of acetate (also seen for patients with type 2 diabetes by NMR,20 with
the authors suggesting that this was the result of impaired renal function rather
than metabolic alteration) were noted, together with alterations in the ratios
of citric acid cycle intermediates. These metabolites have been suggested to
be acting as ligands for orphan G-protein-coupled receptors (GPCR) (specifi-
cally GPR91 which acts as a receptor for succinate and GPR99 for a-keto-
glutarate) implying a link between energy homeostasis/metabolic status and
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Figure 12.5 Normalised spectral intensity of the spectral region arising from taurine
(3.40–3.44 ppm) obtained from 1H NMR spectra of urine samples col-
lected from male Zucker and Wistar-derived rats between 4 and 20 weeks
old. Data expressed as mean� standard deviation. (From ref. 15.)
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haemodynamic regulation.21 Perturbed concentrations of these citric acid cycle
intermediates have been associated with the molecular pathology of diseases
such as hypertension, atherosclerosis and diabetes,21 and thus changes in the
ratio of these metabolites may reflect a signalling response occurring in these
animals as the disease state progresses.

However, another valuable feature of metabonomics is that it allows access
to effects on the metabolic profile that result from interactions of the host
organism and its symbiotic consortium of gut microbiota. This is discussed in
more detail in the next section, but it is noteworthy, in the context of disease
models and insulin resistance, that in recent studies on the differential induction
of insulin resistance (IR) and non-alcoholic fatty liver disease in two strains of
mice fed high-fat diets it was shown that the disease progression was linked to
critical gut microfloral metabolic events leading to choline conversion to
trimethylamines in IR susceptible animals.22

12.4 The Microbiome – an Integral Part of the

Global System

The influence of the gut microflora on the metabolic profiles represents another
neglected area of research in systems biology;4 however, as alluded to above,
the gut microflora make a significant contribution to the metabolic profiles
determined for urine (e.g. see Figure 12.6).23–26 The recent concentration of

Figure 12.6 1H NMR spectra of urine samples obtained from conventional (lower)
and germ-free (upper) rats showing the differences in metabolic profile
resulting from the presence or absence of gut microbiota. Key: 2-OG,
2-oxoglutarate, PAG, phenylacetylglycine, 3-HPA, 3-hydroxyphenyl
propionic acid, TMAO, trimethylamine N-oxide, DMG, dimethylglycine.
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attention on obtaining genome sequences, by focussing solely on the host, has
further tended to obscure the fact that most organisms have a symbiotic
relationship with the microorganisms inhabiting their guts that is fundamental
to their health.27,28 The microbiome, which in effect represents an external
‘‘organ’’ is, self-evidently, not represented in the gene sequence of rats or
humans, for example, and this is to the detriment of simplistic genome-based
attempts to understand the biology of the host. This very close symbiotic
relationship between the gut flora and the host is such that the two can perhaps
be best envisaged as a ‘‘superorganism’’.29 To put this into context, there are
approximately 1012 parenchymal cells in an average human (excluding blood
cells and neurons) compared to the microbiome which comprises some 1014

microbes (weighing >1kg). In humans the majority of the intestinal bacteria
are obligate anaerobes and include species of the genera Bacteriodes, Clostridium,
Lactobaccillus, Eschericia and Bifidobacteria, amongst others. In addition,
there are a variety of yeasts and other microorganisms and all of these co-exist
in a dynamic ecological equilibrium. Current estimates are that there are more
than 1000 species of gut microorganisms, but many more may yet be discov-
ered. As indicated above, the interaction between the host and the ‘‘forgotten
organ’’ represented by the gut microflora provides an interesting challenge for
global systems biology as the there are a huge range of interactions between
host and gut flora involving metabolic exchange and co-metabolism of many
substrates. Thus these microbial symbionts stimulate the development of
intestinal microvilli, provide the host with significant amounts of energy (via
the fermentation of non-host digestible dietary fibre and the anaerobic meta-
bolism of peptides and proteins), are involved in xenobiotic (including drug)
metabolism, and are part of the host’s defence against pathogens at the gut
level. In addition, the gut microflora are involved in the development the host’s
immune system. There is increasing evidence that these ‘‘metabolome–
metabolome’’ interactions may have significant implications in the develop-
ment a variety of diseases. The acquisition of the gut microbiome begins at
birth but is influenced by factors such as the method of delivery and method of
feeding in newborns, diet, etc. Once weaning has taken place, there is evidence
that the microbiome is stable and resistant to change. Given the way that the
microbiome is, at least in part, ‘‘transmitted’’ via the mother at birth it will
clearly be, in the broadest sense, heritable, and there is good evidence that
different populations have different microfloral compositions. Because of their
very large metabolic capacity, the gut bacteria can influence toxicity and
metabolism of drugs and, in humans, there have been reports of geographic
differences in microbial-related metabolism of the drug digoxin.30 Thus digoxin
is metabolised by 36% of a North American population to reduced metabolites
compared to only ca. 14% by a South Indian population (with significant
differences between urban and rural populations).30 Another example of this
type of effect is provided by studies of the metabolic fate of isoflavones and
lignans in germ-free rats and in those inoculated with human gut microbiota.31

The germ-free animals were found to excrete substantial amounts of isoflavones
in urine following feeding with a soy-isoflavone-containing diet but the
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isoflavone metabolites equol, O-desmethylangolensin and the lignan entero-
lactone were not detected. However, following colonisation by with human-
derived microbiotia these pharmacologically active compounds, which will
almost certainly have modulating effects on host metabolism, and therefore
metabolic profiles, were detectable in urine. Of particular interest, however, was
that the ability to produce these metabolites depended on the human donor, as
equol excretion by the animals was limited to those inoculated with bacteria
from subjects who themselves produced equol. Thus it seems evident that some
of the variability in drug response, or toxicity, between individuals may result
from differences in the microbiome, rather than host genetic factors. Thus
genome-based studies for effects such as these are likely to prove poorly
predictable, whilst metabonomic investigations, which do take into account
both host genetic and environmental factors such as the status of the micro-
biome, will capture such effects.

In our own metabonomic studies in the rat, we have shown large micro-
biome-derived variations in the urinary metabolic profile for a number of
common aromatic species derived from the metabolism of dietary components
such as chlorogenic acid.23 In the presence of a full complement of gut flora this
compound can be metabolised in a variety of ways, in a complex interaction
between the microbiome and the host, depending upon the composition of the
gut microbiotia. One route leads to the excretion of 3-(hydroxyphenyl)propio-
nic acid (and related compounds) whilst another route results in the formation
of benzoic acid (which is converted by the host to hippuric acid). Interventions,
such as dietary changes, can result in the microbiota switching from one route
to another,23 with profound changes to the aromatic metabolite profiles, but
such changes can also occur when the diet is kept constant. As an example, in a
recent study the initial urinary profiles of control animals were those of a 3-
(hydroxyphenyl)propionic acid metabotype.14 However, as the study pro-
gressed the profile changed to that of a hippurate excretor. It is not unknown,
in our experience, for some of these animals to then revert to the
3-(hydroxyphenyl)propionic acid metabotype as the study progresses (unpub-
lished observations). As the diet supplied to the animals and other environ-
mental conditions were constant the observed changes must presumably have
reflected a shift in the gut microenvironment resulting from other factors such
as, e.g. stress, etc. Clearly it is essential to monitor and understand such
background variation as it might affect the interpretation of the study and
these gut microbial effects on metabolite profile. As a simple example, we have
noted effects on the aromatic profiles of rats administered antibiotics as part of
a series of studies on nephrotoxicity.32 These observations were, however, more
likely to have been the result of ‘‘pharmacological’’ effects of the drug on the
gut microbiota rather than any effect on the kidney. The need to consider
effects such as these certainly increases the complexity of biomarker interpre-
tation, as the effects being observed in a study could be the result of changes in
either the mammalian metabolic process or the microbiome or, indeed, both. In
the extreme case, where the gut bacteria have been effectively eliminated by
rearing the animals in germ-free colonies, the effect on the urinary metabolic
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profile can be large. This is illustrated in Figure 12.6, where typical 1H NMR
profiles of normal and axenic rats are shown, revealing, amongst other things,
differences in the profiles of the aromatic metabolites present in the samples.
Once exposed to the external environment, such germ-free animals rapidly
begin to acquire gut microbiota, but the process is not instantaneous and
indeed takes several weeks before a ‘‘normal’’ metabotype is observed.25

We have termed the products of microbial and host–micrbobial metabolism
sym-xenobiotics and would contend that the metabolic signature provided by
these compounds in biofluids such as urine offers a unique, and non-invasive,
insight into the often dynamic interaction between the gut microbiome and the
host organism.3 The global system in this instance, therefore, is a metabolic
continuum including all of the mammal–microbiome interactions formed from
a combination of the hosts ‘‘primary’’ metabolome (effectively endogenous
metabolites and metabolic processes under host genome control) and the
microbial co-metabolome. The co-metabolome can result in a supply of meta-
bolites to the host, both useful (such as energy-rich metabolites, vitamins etc.)
and microbial waste products for processing and disposal by the host. This
‘‘combinatorial metabolism’’ greatly increases the number of metabolites that
will be encountered in the analysis of biofluid samples. Thus the microbiome
interacts with the host via absorption of metabolites from the gut whilst the
various host cell types are also able to ‘‘communicate’’ with the microflora by a
metabolic axis via the enterohepatic circulation (bile plus gut secretions into the
enteron). In this way microbial-derived compounds can flow from the gut into
the circulation (with or without pre-processing by the gut wall or liver) and
compounds can also flow from the gut to the liver (and other tissues) and be
recycled to the gut for excretion or further microbial processing and structural
modification. The latter type of metabolic co-processing is well characterised,
bile acids for example, and occurs on a large mass scale.

12.5 Pharmaco-metabonomics

‘‘Pharmaco-metabonomics’’ is an approach that aims to enable the prediction
of the effects of drugs (efficacy, toxicity and drug metabolism) based on
mathematical models constructed from pre-dose metabolic profiles. This has
been demonstrated in a ‘‘proof-of-concept’’ study in the rat that used the model
hepatotoxins galactosamine, allyl alcohol and acetaminophen (paracetamol),
which act via different mechanisms.33 These investigations showed that the
pre-dose urinary profiles encoded information that predicted the degree of
toxicity that resulted from the administration of the toxins (or indeed to predict
the metabolism of the drug itself ). Thus, in the case of galactosamine, the
responder/non-responder pattern of liver damage at 24 hours post-dosing was
reflected in the pre-dose metabolic profile of the urine analysed using a simple
PCA model. For acetaminophen a more complex study was performed with
animals administered a ‘‘threshold’’ toxic dose of the drug that produced a wide
range of liver toxicity between individuals. The resulting data were analysed
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using a supervised approach, projection-to-latent structure (PLS) but, once
again, there was a significant association between pre-dose metabolic profile
and post-dose outcome with respect to both degree of toxicity and metabolic
fate with the acetaminophen to acetaminophen glucuronide excretion ratio
strongly correlated to the pre-dose urinary metabolite profiles. The potential to
apply such metabotyping to screening patients for drug trials is obvious, but
clearly requires significant efforts to extend our knowledge on the relationships
between endogenous metabolic status and drug metabolism outcomes.

12.6 Combining Omics

Whilst there is no doubt that metabonomics on its own can provide many new
and valuable insights into biological processes there are a variety of reasons
why performing simultaneous gene and protein level analysis of the system
under study are intellectually attractive. Not the least of these is the assumption
that having information from more than one (preferably all three) of the major
levels of biomolecular organisation on the organism under study should enable
more complete understanding and allow more robust models to be derived.
Now this view is somewhat simplistic as, as we have discussed elsewhere,34

responses to stimuli may evolve at different rates depending upon the level of
biomolecular organisation, with effects dispersed over time (e.g. gene tran-
scription fast, protein synthesis and post transcriptional modification slower,
metabolite synthesis last, by which time gene activity may be past), and have
different half lives. Nonetheless, true systems biology approaches need to be
able, wherever possible, to combine the data obtained by different ‘‘omic’’
technologies to obtain a single, global, view.

There are two basic approaches that can be taken to combining such multi-
omic data. In the first, the data at each level is statistically analysed, independ-
ently of the other levels, and the major changes correlating with the observed
effects of treatment on the organism are discovered. Following this analysis, the
investigators attempt to combine the results from the genomic, proteomic and
metabonomics levels in such a way as to link them into some structure that
makes narrative sense. Hypothesises are then constructed and tested. There are
a number of examples of this type of ‘‘combinatorial omics’’ of the first kind,
from various groups,35–42 including our own. These include investigations
on acetaminophen (paracetamol)36 and, most recently, the drug methapyrilene
(a histamine antagonist).35 In the rat, administration of high doses of metha-
pyrilene causes periportal liver necrosis. The mechanism of toxicity is ill-
defined, probably involving reactive metabolites, and in this study we attempted
to perform an integrated systems approach to understanding the toxic mecha-
nisms by combining gene expression profiling, proteomics and metabonomics
profiling.Male rats were dosed with methapyrilene for 3 days at either 150mg/kg/
day to induce liver necrosis, 50mg/kg/day as a ‘‘therapeutic’’, subtoxic, dose, or
as a control, undosed, group. Urine, blood plasma and liver were obtained
from the rats and analysed by the various gene transcript, proteome and
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metabonome analytical platforms as appropriate. The resulting data showed
changes occurring in signal transduction and metabolic pathways as a result of
methapyrilene hepatotoxicity, and revealed changes in the expression levels of
genes and proteins associated with oxidative stress and a change in energy
usage that was reflected in both gene/protein expression patterns and meta-
bolites. The interrogation of genes, proteins and metabolites thus provided, to
some extent, an integrated picture of the response of the liver to methapyrilene-
induced hepatotoxicity with mutually supporting and mutually validating
evidence arising from each biomolecular level that correlated with conventional
histopathology and clinical chemistry. Not unexpectedly there were a number
of examples of genes and proteins, either encoded by the same gene or by other
genes within the same pathway, that were co-regulated in response to the drug-
induced toxicity, and sometimes this was in concert with an associated meta-
bolic product. This example demonstrates the synergy that might be expected
from combining these parallel omic approaches. However, as well as providing
a different insight into the hepatotoxic effects of this particular drug, the study
highlighted a number of areas that require addressing in approaches to systems
biology employing a multi-omic approach. For example, alterations in expres-
sion of genes or enzyme levels, or the modification of proteins, while suggestive
do not either prove a potential target of toxic effects or show that function or
activity must be altered. This means that, from gene and proteomic profiling
alone, the distinction between causative and casual effects cannot be made. On
the other hand, an alteration to a metabolic profile does indeed reflect a
functional change and thus can aid in interpretation of the changes at other
levels of biomolecular organisation. So, whilst the metabolic profile provides a
window on function, the changes seen in gene and protein expression may be
interpreted as the homeostatic response to the current metabolic ‘‘challenge’’.
There is of course the issue of experimental design in such multi-omic studies.
In the case of methapyrilene, it may well have been the case that sampling at
time points where the toxicity was already well established is not helpful in
obtaining a clear understanding of the temporal dynamics of the mechanism for
the reasons described above concerning the time scales of changes at the gene,
protein and metabolite level. This could lead to highly non-linear relationships
between the concentrations of various species at the different levels of bio-
molecular organisation and experiments that allowed the time course of the
changes to be determined would clearly be of benefit. In addition, using the
approach described here, the analysis of such complex data sets is both
challenging and, to an extent, involves a degree of subjectivity. It may thus
be very easy to miss more subtle relationships present in these data linking the
genes, proteins and metabolites that might nevertheless be highly significant.

Another complexity is due to the way in which the analytical data are
generated in multi-omic studies. So, whilst the DNA microarray methods
measure the expression of individual genes, and a single expression numerical
value can be derived for each, the same is not true for the proteomic and
metabonomic data. The latter methodologies instead provide a measure of the
overall change in the profile, where the variables are expressed in terms of
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differential responses or relative changes. This disparity represents a significant
modelling challenge and is one reason why latent variable methods dominate
the metabonomics literature. In the case of methapyrilene, hundreds of gene
expression changes were detected with a much smaller number seen for both
proteomic and metabonomic profiling and it is quite conceivable that insuffi-
cient detail was obtained at each biomolecular level to elaborate fully on the
mechanism of methapyrilene toxicity. However, at each of three levels exam-
ined (gene expression, protein expression and global metabolic profiles) a range
of dose-dependent changes were seen relating to broad areas such as stress
responses and to changes in metabolic pathways involving lipid, glucose and
choline metabolism and the urea cycle. With respect to mechanism of toxicity,
previous studies have suggested covalent binding of a reactive metabolite of
methapyrilene may be responsible for the observed toxicity.43,44 This binding
has been associated with mitochondrial proteins and the mechanism is there-
fore likely to be related to mitochondrial disfunction. In this study we observed
that two mitochondrial proteins, pyruvate carboxylase and carbamoyl phos-
phate synthase, underwent modification to negatively charged species, possibly
(though this was not conclusively demonstrated in this work) as a result
covalent adduct formation. Whilst the exact mechanism of toxicity was not
unambiguously defined, what was not in doubt, however, was the fact that
many of the metabolic processes that were apparently affected by metha-
pyrilene toxicity (such as gluconeogenesis, fatty acid b-oxidation, urea cycle,
choline metabolism), in the main, reside within the mitochondria. Mito-
chondrial dysfunction causes oxidative stress, the hallmarks of which were
observed in the gene and protein stress response, and eventual cell death either
through apoptosis or necrosis. This study also provides an example of the
information that can be obtained on intact tissue using the technique of high
resolution magic angle spinning (HR-MAS) NMR spectroscopy, which is
ideally suited to solid and semi-solid samples. Figure 12.7 shows a series of
1H MAS NMR spectra of liver samples obtained from each treatment group,
clearly illustrating the dose-related changes in fatty acid composition, eleva-
tions in trimethylamine N-oxide concentrations and the decrease in liver
glucose and glycogen with increasing dose. Interestingly, this pattern of
changes was also observed in studies on the mouse following administration
of sub-toxic and hepatotoxic doses of acetaminophen, where major effects on
energy production were also indicated, suggestive of mitochondrial toxicity.36

An alternative to this approach of measure, evaluate and ‘‘manually’’ inte-
grate the different levels of biomolecular organisation, is to use statistical
methods that exploit the variability inherent in any biological experiment to
discover connections between metabolites and proteins, for example. An
example of this is the investigation of cancer biomarkers in the plasmas of
nude mice implanted with a human-derived prostate PC3 tumour line.38 In this
work, parallel 2D-DIGE proteomic and 1H NMR metabolic profile data were
collected on blood plasma from mice with the xenograft and from matched
control animals. At the individual omic level the metabonomics-detected
changes in the plasma metabolite profile were made up of decreased amounts
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of amino acids such as valine, isoleucine, glutamine, leucine, lysine, tyrosine
and phenylalanine combined with increased quantities of glucose, 3-D-hydro-
xybutyrate and acetate. Similarly, clear differences were also detected in the
plasma protein profile between PC3 and control mice, including increased
amounts of gelsolin precursor, serotransferrin precursor, a-enolase/b-2-glyco-
protein 1 precursor, plasminogen precursor/fibrinogen gamma polypeptide,
and complement C4 precursor. These increased concentrations of proteins were
also accompanied by decreased amounts for major urinary protein 1 precursor
and complement factor H precursor in PC3 tumour-bearing animals. As
discussed in more detail elsewhere, these changes in metabolites and proteins
can be related back to various aspects of tumour biology.38

However, as well as this attempt to interpret the data using a ‘‘one omic at a
time’’ approach, we also used a statistically integrated proteometabonomics
method to interrogate the xenograft-induced differences in plasma profiles.
This was performed via the use of multivariate statistical algorithms, including

Figure 12.7 Average standard 1H MAS NMR spectra of liver from methapyrilene
treated animals at 0, 50 and 150mg/kg day for 3 days showing dose-
related elevations and composition changes in fatty acid species as
indicated by the change in shape of the CH2 and CH3 peaks in the
regions of 1.3 and 0.9 ppm, respectively. TMAO levels are also elevated
in high-dose animals. There is also a clear decrease in liver glucose and
glycogen levels. (From ref. 35.)
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orthogonal projection to latent structure (O-PLS), which were applied to
generate models characterising the disease profile. Two approaches to integrat-
ing metabonomic data matrices, based on O-PLS algorithms, were used to
provide a framework for generating models relating to the specific and common
sources of variation in the metabolite and protein data matrices that can be
directly related to the disease model. Patterns of correlation between 1H NMR
data and 2D-DIGE data were initially explored by visualisation of the data as a
correlation map, to provide an overview of similarities between variables in the
two data sets (Figure 12.8) which can be used to aid the identification of
proteins associated (correlated) to specific metabolite signals and vice versa.
Then, in order to further investigate and confirm the relationships observed
between NMR regions and protein spots, O-PLS was used. The O-PLS models
were constructed using the 2D-DIGE data spots and individual 1H NMR data
peaks, giving the highest discriminatory power between the control and
tumour-bearing animals. This approach provides a means of adding further
confidence in correlations between NMR and DIGE variables since we are able
to apply cross-validation for the O-PLS models. The separate O-PLS models
were built by e.g. regressing all NMR variables against a single DIGE variable
or the reverse, an NMR-detected metabolite against all of the DIGE spots. For
example, the metabolite 3-D-hydroxybutyrate was found to be present in
significantly higher concentrations in the plasma of mice carrying the PC3
xenograft. Interpretation of the regression coefficients for a model where the
DIGE data were regressed against the 3-D-hydroxybutyrate NMR signal
identified a number of protein spots with both high positive and negative
regression coefficients against this metabolite. In the same way an O-PLS model
generated for tyrosine, which was down-regulated in the tumour-bearing
animals, also showed associations with a number of proteins.38

The correlation maps generated linking the NMR and DIGE data sets show
associations between many proteins and metabolites (Figure 12.9) and provide
leads for further analysis and modelling. These correlations may also be used to
generate hypotheses on biological relationships or pathway activity that can be
further tested experimentally in vivo or in vitro. However, because of the current
state of our knowledge of the proteome, many of the proteins that were
detected as significant in this study remain, as yet, unidentified. This clearly
limits and complicates any attempt to provide a robust biological interpretation
of correlations between metabolites and proteins.

This approach differs significantly from that employed in the methapyrilene
study described above in that, as indicated above, the subjectivity of selecting
for significant metabolites and proteins, and then trying to find connections,
was eliminated. What was particularly interesting in this study, however, were
the multiple correlations seen between metabolites and proteins that were not
obviously connected by the same pathways. These included statistical connec-
tions between the variations in the protein serotransferrin precursor and both
tyrosine and 3-D-hydroxybutyrate. Additionally, a correlation between de-
creased excretion of tyrosine and increased presence of gelsolin was also
observed for PC3 tumour-bearing mice compared to the controls.
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Figure 12.8 Visualisation of correlations between NMR variables (x-axis) and DIGE
variables ( y-axis) in the form of a correlation map (correlations>� 0.77
are shown in the figure). Red coloured areas indicate positive correlations
and blue coloured area indicates negative correlations between NMR and
DIGE variables. The region corresponding to the tyrosine resonance in
the 1H NMR spectrum is expanded in the left most part along the x-axis.
The dashed lines shows and example of how the correlation map may be
used to identify proteins associated with a specific metabolite and vice
versa. In this case the marked DIGE spot, which is negatively correlated
with the B7 ppm tyrosine NMR signal, is identified as serotransferrin
precursor/fibrinogen A alpha polypeptide. (From ref. 38.)
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Clearly, where biological sense can be made out of co-varying proteins and
metabolites, the results are more robust since changes in protein expression, to
some extent, validate the changes seen in metabolites and vice versa, providing
the opportunity to obtain increased information from the study and improve
interpretation. Self evidently not all changes in the amounts or activities of
proteins will result in a change in metabolite concentrations and not all changes
in the metabolome will connect exactly with obvious changes in the protein
expression profile but, where they do, the observation may turn out to be of
great value. This approach for examining, interrogating and integrating com-
plex data sets, derived from different analytical platforms, does provide one
means of deriving statistical relationships between metabolites and proteins.
These relationships can then be used to construct hypotheses regarding

Figure 12.9 Visualisation of correlations between selected DIGE spots and NMR
data points with a correlation to class of>0.77. Edges in the network are
present between nodes (NMR/DIGE variables) where the correlation
is>0.85. Key: Blue node¼NMR variable, red node¼DIGE spot, red
edge¼ positive correlation>0.85, blue edge¼ negative correlation
o –0.85). (From ref. 38.)
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biological relationships for subsequent testing. Although applied only to meta-
bolites and proteins in this instance, the method is of general applicability and
could just as easily be applied to the co-analysis of gene expression data with
proteomic data. This approach thus seems able to provide enhanced recovery
of combination candidate biomarkers across multi-omic platforms, potentially
enabling an enhanced understanding of systems where multiple omic data is
available.

12.7 Conclusions

The potential for metabonomics to illuminate the system-level responses of
complex multi-cellular, multi-organ animals as diverse as rodents and humans
is now well established. When combined with data from other levels of
biomolecular organisation and coupled to methods of integrating these meta-
bolic end points with changes at the proteome and genome level, for example,
there seem to be good prospects for obtaining novel mechanistic insights into
the systems under study. Hopefully the outcome of all of these efforts will be
better biomarkers in areas such as the detection of toxicity and disease, patient
stratification and efficacy monitoring and a more fundamental understanding
of biology at the molecular level.
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