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PREFACE

The interaction of DNAwith different cosolutes is fundamental in biology and forms
the basis for manipulating the DNA. The aim of this book is to provide a broad
overview of the interaction of DNA with cosolutes, with an emphasis on inorganic
metal ions, organic cations, positively charged polymers, proteins, surfactants, and
lipids. The interactions in both bulk solution and at interfaces are considered.

The potential benefits of manipulating DNA have ever more increased because of
advances in biotechnology. The interaction of DNAmolecules with cosolutes is being
investigated as a way of controlling DNA compaction and release.

DNA Interactions with Polymers and Surfactants provides the basis for under-
standing the factors leading to complexation between DNA and different cosolutes as
well asDNAadsorption at different interfaces, and coversDNA–cosolute interactions
including simple metal ions, polyelectrolytes, spermine, spermidine, surfactants and
lipids, and proteins. Theoretical information, such as the main correlation forces, are
addressed, as well as more practical aspects, such as the biological significance of the
interactions within chromatin and in transfection.

The polyelectrolyte character of DNA largely controls its behavior, and therefore
the book startswith a general account of the physicochemical andbiological aspects of
polyelectrolytes (M. Ullner). This together with the survey of the solution behavior of
nucleic acids in general (R. Dias) gives a suitable background for the chapters dealing
with the interactions of DNAwith different cosolutes. A. Zinchenko, O. Pyshkina, A.
Lezov, V. Sergeyev, and K. Yoshikawa survey the behavior of single-DNAmolecules
in their interactions with mainly cationic cosolutes. In three chapters, accounts are
given for the interaction betweenDNAanddifferent types of cosolutes, surfactants (R.
Dias, K.Dawson,M.Miguel), polymers (E. Raspaud,A. Toma, F. Livolant, J. R€adler),
and proteins, notably histones (K. Rippe, J. Mazurkiewicz, N. Kepper). The last-
mentioned chapter, focused on experimental biological aspects, is complemented by
one dealing with the theoretical aspects (I. Kuli�c, H. Schiessel).

In order to understand various DNA systems the interactions not only with
cosolutes but also with water and the interactions among DNA molecules need to
be analyzed. L. Nordensk€old, N. Korolev, and A. Lyubartsev give a broad overview of
DNA–DNA interactions and their implications and C. Leal and H. Wennerstr€om
describe DNA hydration, and how hydration is affected by association with
surfactants.

The interfacial behavior ofDNA–surfactant andDNA–lipid systems is described in
two chapters, one dealing with liquid interfaces (D. Langevin) and one with solid
surfaces (M. C�ardenas, T. Nylander).

xiii



M. Khan emphasizes the role of electrostatic correlation forces in DNA–cosolute
and DNA–DNA interactions, and A. Pais and P. Linse demonstrate that computer
simulations can be successfully used for the study of the compaction, adsorption onto
surfaces, and confinement of polyions.

As DNA gels and gel particles can be expected to play an important role in
applications, such systems are treated in one chapter by D. Costa, C. Mor�an,
M. Miguel, and B. Lindman.

While the electrostatic interactions of DNA have been thoroughly studied, the fact
that DNA has hydrophobic groups, and is thus an amphiphilic polymer, has received
much less attention. Still the formation of the double helix andmany other aspects can
only be understood by considering the amphiphilic nature of DNA; these conse-
quences are briefly analyzed by R. Dias, M. Miguel, and B. Lindman.

The final chapter deals with the implications of DNA–cosolute interactions for
transfection (K. Ewert, C. Samuel, C. Safinya).

The editorswould like to thankBlackwell for the invitation toproduce this bookand
mainlySusanFarmer andSusanEngelken for efficient collaboration.Wealsowould to
thank all the contributors for their enthusiasm and their efforts.

The research of the editors has been generously supported by the Swedish and
Portuguese research councils. Of particular significance for this book has been the
research within a EUMarie Curie Research Training Network “CIPSNAC” (Contract
no. MRTN-CT-2003-504932), supported by the European Commission and directed
by Joachim R€adler. We are particularly acknowledging the impact on the book from
the other research groups within CIPSNAC; the other groups represent Munich
(responsible J. R€adler), Coimbra (M. Miguel), Dublin (K. Dawson), and (with two
groups) Paris (D. Langevin and F. Livolant). We owe special thanks to our colleagues
in Lund that contributed for this book and also to Lennart Piculell.

Lund, March 2008

RITA DIAS

Lund University, Lund, Sweden

BJ€ORN LINDMAN

Lund University, Lund, Sweden
Coimbra University, Coimbra, Portugal
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Figure 2.4 Secondary structures of (from left to right) A-form, B-form, and Z-form of DNA.
Space-filling model (a) and “ball-and-stick” representation with the phosphate backbones
highlighted in a side (b) and top (c) view (taken from http://www.biochemistry.ucla.edu/
biochem/Faculty/Martinson/Chime/abz_dna/abz_master.html).



Figure 3.10 Dynamic process of transition of single T4 DNA molecule. The color indicates
the intensity of the fluorescence, corresponding to the spatial density of the segments in a single
DNA. (Left) Transition from elongated coil to compacted globule. The kinetic process is
characterized as “nucleation and growth.” The time interval is 2 seconds. (Right) Transition
fromglobule into coil. The time interval is 3 seconds, except for the period, 20 seconds, between
d0 and e0. The image size is 10� 10mm. (Reproduced from [49]with permission fromAmerican
Chemical Society)



Figure 4.8 Examples of DNA–cationic surfactant structures. (a) Suggested supramolecular
arrangement in stoichiometric DNA–CTA complexes. The cylindrical surfactant rods—
cationic head groups (blue) and hydrocarbon tails (yellow)—are hexagonally deformed as a
response to the interactionwith theDNAhelices—negatively charged backbone (red) and sugar
bases (black). (b) Lamellar phases obtained for DNA (red)–cationic lipid (green)/zwitterionic
lipid (blue) mixtures. The zwitterionic and the cationic lipids comprising the bilayer are
expected to locally demix with the cationic (blue) lipids more concentrated around DNA.
(c) Reversed hexagonal phases obtained for DNA (red)–cationic lipid (green)/alcohol (blue)
mixtures. (Illustrations rendered by Daniel Topgaard and Cecilia Leal using POVRAY�)



Figure 7.1 Steps of DNA compaction: (1) DNA, (2) nucleosomes, (3) chromatin fiber,
(4) higher order structures, and (5) the mitotic chromosome. Details of the structures
beyond the nucleosome are still under debate.

Figure 6.4 Molecular structure of the core nucleosome. The DNA is depicted as backbone
line, the histones as ribbons. Histone proteins are colored blue for H3, green for H4, yellow for
H2A, and red for H2B. The dyad axis is depicted as broken line. (A) A top view of the
nucleosomewith avertical alignment of the dyad axis. (B) The side viewof the nucleosome. (C)
The upper half portion of the nucleosomal structure. (D) The corresponding lower half. The
positions of superhelical locations are referenced by numbers. The structures were generated
from the 147 bp X-ray nucleosome structure [6].



Figure 9.6 Illustration of the supramolecular structure of complexes made of DNA and a
single-chain surfactant CTA: 2D hexagonal structure (left). With a double-chain surfactant
DDA a lamellar structure is obtained (right).

Figure 8.12 Details from all-atom MD simulations illustrating bridging of DNA molecules
by oligocationic histone tails: (top) side view; (bottom) view from the top of the simulation cell.
The parts of the two closely separated (23–25A

�
) DNA oligomers are displayed in different

colors (atoms shown as spheres). The H4 histone tail fragments taking part in DNA–DNA
bridging are shown in sticks with NZ atoms of Lysþ as blue spheres; the pink spheres are Kþ.
(Details given in [113])



Figure 11.10 Results from supramolecular stamping that make replication of single-stranded
DNA features through a hybridisation–contact–dehybridization cycle. (A) Tapping mode AFM
height image of a series ofDNA lines printed fromauniformly gold-coated SiO2 substrate.Only
the DNA on top of the wires could reach the second substrate and thus be printed. The inset
shows theAFMheight profile of the printed lines. Note that the distance between the two lighter
lines is 15 nm. (B) Fluorescence microscopy image of a sample printed from a master that is
created lithographically by dip pen nanolithography (DPN). A 40 by 40mm rectangular box of
octadecanethiol was written on gold; then a DNA monolayer was formed around it. This
monolayer was printed and the samplewas immersed in a solution of RhodamineGreen labeled
DNA. The fluorescent DNA hybridized to its complement, leaving a 40mm black box. These
images show the versatility of the technique. Note that printable length scales range from
hundreds of nanometers to hundreds of microns. (—Reproduced with permission from [87])

Figure 12.1 (a) Distribution of the long-axis lengths L of T4 DNA molecules vs the weight
fraction of tert-butyl alcohol in aqueous solution. 100 single DNAmolecules are measured for
each tert-butyl alcohol concentration. (Reprinted from [22])



Figure 13.1 (Top) Detailed atomistic model of a polyion and (bottom) a corresponding
coarse-grained representation.

Figure 15.4 NMR solution structure of the TOTO-1 dye bound to DNA. The image was
derived from data submitted to the Protein Data Bank (number PDB108D,www.rcsb.org/pdb/).
The NMR structure shows that TOTO-1 binds to DNA through bis-intercalation. (Image taken
from http://probes.invitrogen.com/handbook/figures/1557.html)



Figure 16.9 Laser scanning confocalmicroscopy images of transfectedmouseL cells, fixed six
hours after incubation with complexes. (See text for full caption.)



CHAPTER 1

Polyelectrolytes. Physicochemical
Aspects and Biological Significance

MAGNUS ULLNER

1.1 INTRODUCTION

The basic facts about DNA are widely known and often repeated in general texts, for
example, that its fundamental role is to store the blueprint for proteins, the machinery
of life. The purpose of the Human Genome Project some years back was to read this
information. Many people are also able to pick out the double helical DNA from
molecularmugshots and explain that a key feature of the double helix is that it contains
its own carbon copy, or rather a matrix of renewal by which the protein recipes are
multiplied and handed down through the generations.

However, the situation is less clearwhen it comes topreciseknowledgeofhowDNA
behaves and interacts on the molecular level, for example, how DNA is neatly tucked
away in thecell nucleus, or reverselyhowrelevantgenetic information isunraveledand
presented to the translational machinery. A deeper understanding can be approached
fromtwosides: from the specific chemicalnature thatmakesDNAtrulyuniqueor from
the generic properties of a larger group of molecules of which DNA is a member. This
chapter is an introduction to the latter approach, focusing on the fact that DNA is a
polyelectrolyte, as aremany other biomolecules. Thus the purpose of this chapter is to
discuss basic features of polyelectrolytes and to illustrate how they can be useful in a
biological context in general, and not only where DNA is involved.

1.2 POLYELECTROLYTES AND BIOLOGICAL FUNCTION

Asimple electrolyte or salt, suchasNaCl, consists of positiveandnegativecharges that
canbe separatedwhendissolved inwater.The same is true for apolyelectrolyte, but the
difference is that either the positive or the negative charges are joined together to form
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a highly charged molecule. This is illustrated schematically in Figure 1.1. Poly-
ampholytes are also large charged molecules, but they contain both kinds of charges
and can be net electroneutral. Polyelectrolytes and polyampholytes can be character-
ized as either strong (quenched), having a fixed charge distribution determinedonlyby
the chemical sequence, or weak (annealed), having charges that can move within the
molecule and respond to the surrounding conditions, such as the pH of the solution.
This is similar to characterizing an acid or a base as strong or weak. In other words,
weak polyelectrolytes are weak polyacids or polybases and synthetic examples are
poly(acrylic acid) and poly(vinylamine).

Many biomolecules are polyelectrolytes, and this is no coincidence because life on
a molecular level is an aqueous solution of many components that need to be water
soluble and interact in a controllable fashion. For example, proteins are usually
polyampholytes with both acidic and basic groups, while DNA and RNA are strong
polyelectrolytes.

Some of the naturally occurring polysaccharides are also polyelectrolytes, for
example, alginates, hyaluronan, and pectin. There are also polyelectrolytes obtained
by modification of natural polysaccharides, such as carrageenans and carboxymeth-
ylcellulose. Many polysaccharides (both charged and non-ionic) are used technically
as thickeners, gelling agents, and emulsion stabilizers. In a biological context, they can
serve similar functions, namely to generate structural viscoelastic elements. For
example, hyaluronan is a major component in the vitreous body of the human eye, in
synovial joint fluid, and in the comb of a rooster. The polysaccharides are too large
to escape their compartment, and when they are charged, the counterions will
be retained to maintain electroneutrality. For entropic reasons, water wants to enter
the compartment to dilute its contents and the counterions boost the osmotic effect.
The superabsorbents in diapers are polyelectrolyte gels, and they work in the same
way. The high water content in the polysaccharide-rich parts of the body creates a
gelatinous consistency, which may act as a shock-absorbing and lubricating material
in the joints. “Viscoelastic water” is also a good way to fill a volume, especially if it
needs to be clear as in the eye.
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Figure 1.1 Dissociation of (a) a simple electrolyte and (b) a polyelectrolyte in an aqueous
solution.
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However, higher biological functions require a bit more than a modification of
solution properties. To gain a more specific structure and functionality, hydropho-
bic groups are often needed, which can make it difficult to maintain the water
solubility of the molecule and prevent aggregation, especially since the more
advanced molecules need to be big. The solution to dissolution is to give these
macromolecules a big dose of charge. This helps solubility not so much because
each charge makes a molecule more hydrophilic but because it contributes a
counterion that can explore the solution on its own and give the dissolved
polyelectrolyte lots of entropy. More counterions means more entropy. Further-
more, charging themolecule can prevent aggregation by electrostatic repulsion, but
it can also have the opposite effect when desired, by forming complexes with
oppositely chargedmolecules. This can be large aggregates, such as DNAwrapping
around histone complexes to form nucleosomes in chromatin, or small aggregates,
such as ions binding to specific sites in proteins.

The electrostatic interactions are long ranged, as opposed to hydrophobic inter-
actions, and they can be moderated. Weakly acidic or basic groups can have their
charges turned on and off by shifts in the pH, and an increase in the ionic strength
reduces the range of the electrostatic interaction, repulsive as well as attractive. The
latter is the main salt effect if the ions that contribute to the ionic strength are
monovalent. If there aremultivalent counterions, correlations give rise to an attractive
interaction between similarly charged objects or parts of the same molecule [1–10].
For example, DNA can be compacted with the so-called polyamines spermidine and
spermine, which carry charges of þ3 and þ4, respectively [11–24]. Note that, in the
context of polyelectrolytes, a better name for these polyamines would be oligoamines
because theyare rather small compared to theothermolecules thatwegive the attribute
“poly” to indicate that they are composed of many monomeric units. The polyamines
are ubiquitous in prokaryotic and eukaryotic cells. They interact, for example, with
DNA and RNA and have an essential role in cell growth and cell death, but much of
their function on a molecular level remains unclear [25,26]. However, for the
compaction of DNA the main effect is ion correlations, since other multivalent ions,
such as Co(NH3)6

3þ [15,18,19,27–31], Cr(2, 20 bipy)3
3þ [19], and Fe3þ [32], can also

act as condensing agents and an excess of monovalent salt can decompact the
molecules [9,13,15].

In short, by adding charge to molecules, nature gains an enormous amount of
possibilities and life as we know it would be impossible without polyelectrolytes.

1.3 ELECTROSTATIC INTERACTIONS

1.3.1 Ion Distributions and the Poisson–Boltzmann Equation

For a highly charged polyelectrolyte at a finite concentration, it is not entirely true that
the counterionswander off on their own; in fact the opposite charge still holds amutual
attraction that creates an ion atmosphere around the polyion. This is known as an
electrical double layer and a commonway to calculate the ion distribution is to use the
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Poisson–Boltzmann (PB) equation,

r2cðrÞ ¼ � e

ErE0

X
i

zini;0e
�bziecðrÞ; ð1:1Þ

where !2¼ q2/qx2þ q2/qy2þ q2/qz2 is the Laplace operator, r is the coordinate of
a point in the solution, e is the elementary charge, Er is the dielectric constant of
the solution, and E0 is the permittivity of vacuum. b� 1/kBT, with kB being
Boltzmann’s constant andT the absolute temperature. kBT is ameasure of the available
thermal energy. The PB equation is obtained by relating the charge density rc(r) in the
diffuse part of the double layer to the electrostatic potential c(r) through Poisson’s
equation,

r2cðrÞ ¼ � rcðrÞ
ErE0

; ð1:2Þ

and making the approximation that the ion species i with valencies zi are Boltzmann
distributed with respect to the electrostatic potential without considering ion–ion
correlations. This means that the local number density of ion i is

niðrÞ ¼ ni;0e
�bziecðrÞ; ð1:3Þ

where ni,0 is the number density at a point wherec(r)¼ 0. Adding up zini(r) for all ion
species gives the distribution of net charge, rc(r), and transforms (1.2) into (1.1). The
Poisson–Boltzmann equation represents a mean-field theory, since the ions in the
diffuse part of the double layer only affect each other through their average contribu-
tions to the mean-field potential. Despite the simplifying neglect of ion–ion correla-
tions, the PB equation is generally cumbersome to solve and even simple geometries
require numerical solutions, except in special cases.

The equation itself is general. In order to solve it, amodelwith boundary conditions
has to be defined. Since polyelectrolytes are somewhat extended and stiffened by the
internal electrostatic repulsion, the usual choice of model is a charged cylinder. A
straight cylinder might be a crude representation of thin, flexible polyelectrolytes, but
it seems like a natural choice for DNA, which is stiff over contour lengths on the order
of 500A

�
and more or less has a cylindrical cross section with a radius of about 10A

�
.

Note, however, that very long DNAwould qualify as thin and flexible.
With the Laplace operator written in cylindrical coordinates, the PB equation

becomes

1

r

d

dr

dcðrÞ
dr

� �
¼ � e

ErE0

X
i

zini;0e
�bziecðrÞ: ð1:4Þ

If the charge is smeared on the surface of the cylinder, the boundary condition for the
potential at the surface, at r¼ a, is given by Gauss’s law

dcðrÞ
dr r¼a

���� ¼ � s
ErE0

¼ e

2pErE0ab
; ð1:5Þ
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where s is the surface charge density. The second equality represents a negatively
charged surfacewiths¼�e/2pab,where e/b is the linear chargedensity (a unit charge
distributed over a length b) along the cylinder.

To treat a finite polyelectrolyte concentration, a cell model is often used, where the
charged cylinder and surrounding ions are enclosed in a larger cylinderwith a radiusR,
centered on the polyelectrolyte axis. The fact that the system is electroneutral gives a
second boundary condition

dcðrÞ
dr
j
r¼R

¼ 0: ð1:6Þ

Theelectroneutralityalsomeans that thenetcharge in thediffusepartof thedouble layer
should have the same magnitude as the polyelectrolyte charge and the opposite sign,

2p
Z R

a

rcðrÞrdr ¼ �2psa ¼ e

b
; ð1:7Þ

which can be used as an alternative boundary condition. Once again the last equality is
for a negatively charged surface.

The salt-free case, which is when the cell only contains the counterions that
neutralize the surface, can be solved analytically [33,34]. Another special case, the
Gouy-Chapmancase, isachargedsurface inequilibriumwithabulksalt solution. In the
cell model this corresponds to letting R go to infinity with limR!¥c(R)¼ 0 and ni,0
representing the concentration of the bulk salt. This has to be solved numerically for a
cylinder.Figure1.2showsthemagnitudeof theelectrostaticpotentialoutsideacharged
cylindrical shell at two charge densities and two bulk concentrations of salt, as well as
the corresponding charge distribution in the diffuse part of the double layer. The radius
of the cylinder is set to 10A

�
. With the higher linear charge density of one unit charge

every 1.7A
�
, this roughly corresponds to DNA (upper curve in each pair in the figure),

which is highly charged. The lower charge density is one unit charge per Bjerrum
length, which is also a relatively high linear charge density. The Bjerrum length,

lB ¼ e2

4pErE0kBT
; ð1:8Þ

is a measure of the strength of electrostatic interactions, depending on the dielectric
constant, Er, and the temperature, T. In water at room temperature lB� 7.15A

�
.

Lowering the charge density obviously lowers the magnitude of the potential, but
increasing the salt concentration also reduces the potential outside the cylinder, as can
be seen in Figure 1.2, which shows the results for 10mM (solid lines) and 100mM
(dashed lines) 1 : 1 salt. The charge density in the diffuse part of the double layer is due
to the redistribution of ions, as shown inFigure 1.3.Although the coions contribute to a
net charge by being repelled, the main effect is an increase in the counterion
concentration in theneighborhoodof the cylinder.Note that thevolumeofa cylindrical
shell at a distance r from the cylindrical surface increases as r increases (the volume
increases as (aþ r)2, where a is the cylinder radius), which means that the number of
ions corresponding to a certain concentration is not as high close to the surface as
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further out. At higher salt concentrations there are more ions available, which makes
the redistribution of ions to create a charge distribution less of a perturbation to the
entropically preferred even ion distribution. The cylindrical charge can then be
neutralized over a shorter distance and the double layer becomes thinner. The very
existence of a double layer is an important characteristic of polyelectrolytes. For the
cylinder it represents an effective radius, since the thickness of the double layer
determines the range of the electrostatic interactions, and also because the ions in the
diffuse part hinder the solventwhen there is a flow.Both types of interactions affect the
viscosity of the solution. We will return to this point later.

Yet another way to reduce the electrostatic potential is to increase the valency
of the counterions, as illustrated by Figures 1.4a and 1.5a. These figures show
comparisons between 1 : 1, 2 : 1, and 4 : 1 salts, where the bulk concentrations of
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Figure 1.2 Poisson-Boltzmann results for the dimensionless electrostatic potential (a) and the
neutralizing charge density (b) at a distance r from a negatively charged cylindrical surfacewith
a 10A

�
radius in equilibrium with a bulk solution of a 1 : 1 salt. The salt concentrations are

10mM (solid lines) and 100mM (dashed lines). The upper curve in each pair corresponds to a
linear charge density of one unit charge per 1.7A

�
, which corresponds to DNA, and the lower

curve is for one charge per Bjerrum length (7.15A
�
).
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countercharges |zi|ci are the same. The higher the valency, the larger is the amount
of countercharge drawn close to the cylinder, and the neutralizing atmosphere
becomes less extended, reducing the potential faster in terms of distance from the
cylinder. It might be tempting to describe the effect as a result of increasing the
ionic strength and put it on par with an increase in a 1 : 1 salt, since the ionic
strength depends quadratically on ion valency,

I ¼ 1

2

X
i

z2i ci; ð1:9Þ

where ci is themolar concentration of species i. However, the change in Iwould be the
same if it were the coion valency that changed, but this has very little effect on the
electrostatic potential and the charge distributions, as can be seen in Figures 1.4b and
1.5b. Another way to see the dominance of polyion–counterion interactions, as
opposed to polyion–coion interactions, is by the fact that the counterion activity is
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Figure 1.3 Poisson-Boltzmann results for the concentration of counterions (upper curves)
and coions (lower curves) at a distance r from a charged cylinder with a 10A

�
radius in

equilibriumwith a 10mM (a) and 100mM (b) bulk solution of a 1 : 1 salt (Notice the difference
in scale on the y-axes.) Solid lines correspond to a linear charge density of one unit charge per
1.7A

�
, which corresponds to DNA, and dashed lines one charge per Bjerrum length (7.15A

�
).
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muchmore affected by the presence of the polyion than the coion activity. Simulations
of polyelectrolytes with monovalent ions have shown that it is possible to define an
effective ionic strength based on the counterion activity [35], as suggested experi-
mentally by studies of polyelectrolyte viscosity using Manning theory to predict the
proper ionic strength for the isoionic dilution method [36–39].

Although they serve to prove a point, the Poisson–Boltzmann results for multiva-
lent ions should not be taken too literally. This is because the neglected ion–ion
correlations become important for multivalent ions and higher concentrations.
Modified Poisson–Boltzmann theory, which has also been applied to cylindrical
geometry [40–42], strives to correct for the shortcomings of the original theory.Monte
Carlo simulations have demonstrated that themodified theory is an improvement [43],
but it comes at the cost of a more complicated set of equations.
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Figure 1.4 Poisson-Boltzmann results for the dimensionless electrostatic potential at a
distance r from a negatively charged cylinder with a 10A

�
radius and a linear charge density

of one unit charge per 1.7A
�
for (a) 1 : 1 (solid lines), 2 : 1 (dashed curves), and 4 : 1 (dotted lines)

salts and (b) 1 : 1 (solid lines), 1 : 2 (dashed curves), and 1 : 4 (dotted lines) salts with bulk
concentrations 10mM, 5mM, and 2.5mM, respectively. In short, the valency of counterions (a)
and coions (b) are varied, while the bulk concentrations of charges remain constant.
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1.3.2 Debye–Hückel Theory

If we dial back to monovalent ions and weak electrostatic potentials, the Poisson–
Boltzmann equation may be linearized,

r2cðrÞ ¼ e2

ErE0kBT

X
i

z2i ni;0cðrÞ ¼ k2cðrÞ: ð1:10Þ

This is the starting point for Debye–H€uckel (DH) theory [44], and k is known as the
Debye screening parameter. In an excess of a 1 : 1 salt, which means that the
concentration of the polyelectrolyte is so low that its own counterions can be ignored,
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Figure 1.5 Poisson-Boltzmann results for the concentration of counterion charge (upper
curves) and coion charge (lower curves) at a distance r from a charged cylinder with a 10A

�

radius and a linear charge density of one unit charge per 1.7A
�
for (a) 1 : 1 (solid lines), 2 : 1

(dashed curves), and 4 : 1 (dotted lines) salts and (b) 1 : 1 (solid lines), 1 : 2 (dashed curves), and
1 : 4 (dotted lines) salts with bulk concentrations 10mM, 5mM, and 2.5mM, respectively. In
short, the valency of counterions (a) and coions (b) are varied, while the bulk concentrations of
charges remain constant.
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the Debye parameter can be expressed in terms of the salt concentration, cs,

k2 ¼ e2

ErE0kBT

X
i

z2i ni;0 ¼ 4plB
X
i

z2i NAci ¼ 8plBNAcs; ð1:11Þ

whereNA isAvogadro’s number.Note thatk�1 has the unit of length, and it is ameasure
of the range of the electrostatic interactions after the ion atmosphere has been taken
into account. It is therefore often referred to as the screening length.

Within the Debye–H€uckel approximation the cylindrical case can be solved
analytically. The Debye–H€uckel potential outside an infinitely long negatively
charged cylinder of radius a is [45,46]

�ebcðrÞ ¼ 2lB
b

K0ðkrÞ
kaK1ðkaÞ ; ð1:12Þ

where b is the axial length per unit charge and K0(x) and Kl(x) are modified Bessel
functions of the second kind.

Figure 1.6 shows a comparison between the potentials obtained with the Poisson–
Boltzmann equation and the Debye–H€uckel approximation. For high charge densities
and low salt concentrations, the latter performs poorly. This is because DH theory is a
linear response theory, while the PB equation takes into account a nonlinear accumu-
lation of counterions (see Figure 1.7), which reduces the electrostatic potential. For
lower charge densities and higher salt concentrations, the nonlinear effects become
less significant and the DH approximation becomes increasingly good. Expressed
differently, lower charge densities and higher salt concentrations reduce the potential,
which eventually makes the linearization of the PB equation a valid approximation.
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Figure 1.6 Same as Figure 1.2a, but with the Debye–H€uckel results (upper curve in the
related pairs) added for comparison.
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Note, however, that higher salt concentrations also means more ion–ion correlations
and when they are significant, the PB equation itself becomes questionable as an
approximation.

With the computer power of today, it is not really a problem to calculate potentials
and ion distributions around rigid geometries like a cylinder or even more detailed
models of polyelectrolytes by solving equations numerically or by performing
simulations. The great advantage of the DH approximation is instead in the study
of flexible molecules.

The DH solution to the Gouy–Chapman case (limR!¥c(R)¼ 0) for a sphere with
radius a is

cðrÞ ¼ zee�kðr�aÞ

4pErE0rð1þkaÞ ; ð1:13Þ
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Figure 1.7 The Poisson–Boltzmann charge distributions from Figure 1.2b together with the
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where ze is the charge of the sphere. If we let a! 0, we get the result for a point ion

cðrÞ ¼ zee�kr

4pErE0r
; ð1:14Þ

which may be expressed as a pair potential for two point charges i and j,

uijðrÞ ¼ zjeciðrÞ ¼
zizje

2e�kr

4pErE0r
¼ kBTzizj

lBe�kr

r
: ð1:15Þ

This is knownas the screenedCoulombpotential, andbycomparisonwith theordinary
Coulomb potential,

uijðrÞ ¼ kBTzizj
lB
r
; ð1:16Þ

it isclearhowk, throughtheexponentialfactor, reduces thestrengthofthe interactionand
how k�1 represents a length overwhich the (screened) electrostatic interactions remain
significant. Furthermore, since (1.15) represents the interactions between two charges
with their ionatmospheres taken intoaccount andk is a functionof the salt concentration
(see Eq. (1.11)), the screened Coulomb potential makes it possible to study salt effects
without treating the free ions explicitly. For example, it is enough to express the
conformational properties of a flexible polyion as functions of k. This is why most
theories for flexible polyelectrolytes use the Debye–H€uckel approximation. It is also a
great time-saver for simulations, since only the interactions between polyion charges
have tobecalculated tofindtheelectrostaticenergywhenaveragingoverconformations.

However, as noted above, the Debye–H€uckel approximation has its limitations. In
particular, it cannot handle very large charge densities, which would produce a
nonlinear accumulation of counterions. A common approach to deal with the nonline-
arity, while retaining the simplicity of Debye–H€uckel theory, is to apply Manning
theory [47–50]. Conceptually it belongs to two-phase theories, where the polymer
domain and the bulk solution are treated separately and ionsmay distribute themselves
between the two “phases” [51–56]. There are two basic elements in Manning theory
[57]. First, the linear charge density, expressed dimensionlessly as

x ¼ lB
b
; ð1:17Þ

with b being the distance between unit charges, has a critical maximum value

xmax ¼
1

jz1j ; ð1:18Þ

where z1 is thevalencyof thecounterions (assumingasinglekind).Thus, formonovalent
counterions, themaximumvalue is 1. If a polyion by itself has a higher charge density, a
certain fraction of the counterions from the polyelectrolyte will be associated with the
polyion, so that the combined charge density will be reduced to xmax. This is known as
Manningcondensation.Note that the“condensed” ionsarenotconsidered tobebound to
sites on the polyion, only confined to a certain volume around it [48,49,50].
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Second, the remaining counterions and other free ions from any added salt can be
treated within the Debye–H€uckel approximation given the effective charge of the
polyion and its “condensed” counterions. For example, the interactions between
charged sites on a highly charged polyion (x> xmax) are calculated with the screened
Coulomb potential as if the polyion had a linear charge density of xmax and the
concentrations of free ions that make up k do not include the ions associated with the
polyion. On the other hand, if the polyion is weakly charged (x� xmax), the Debye–
H€uckel approximation is used without modification.

From a theoretical point of view, the details ofManning theory, for example, the all-
or-nothingassociationatacriticalvalueofx, areopentodebate [35,58–61]andManning
has responded to the criticism [50,57,62,63]. Regardless of the nature of its approxima-
tions, a theory can still be useful if it has the ability to predict experimental results.
Manning has presented a number of experimental cases that show the critical behavior
[62], and in comparison with experiments, the theory appears to be able to predict
colligative properties, such as osmotic coefficients [47], but is much less successful in
describing titration curves of polyelectrolytes [64,65], which involves intramolecular
interactions. As was mentioned above, Manning theory has been able to produce
counterion activities that successfully predict the proper ionic strength for the isoionic
dilution method in studies of polyelectrolyte viscosity [36–39]. A problem is that a
Debye–H€uckel type of approach is not able to separate the activities of counterions and
coions because the ions are lumped together in k, and can at best give themean activity
coefficient. Simulations indicate that for certain concentrations andchargedensities, the
theory gives the correct value anyway, because of a cancellation of errors [35].

Applied to DNA condensation,Manning theory [66], or amodified version thereof
[14], has been found consistentwith experiment in that it gives a constant value of circa
90% for the degree of neutralization required to collapse DNA despite varying ionic
conditions [14,15,17,18,27], although some variation in the theoretical neutralization
as a function of ionic concentrations has also been observed [19]. Gel electrophoresis
of DNA has also shown that the ratio of electrophoretic mobilities in the presence of
multivalent counterions and monovalent, respectively, at the same ionic strength is in
very good agreement with the ratio of the effective charge of DNAgiven by the theory
[67]. It is sometimes mentioned that Manning theory, which only separates ions by
valency, is not able to reproduce ion specific effects, such as the difference in
efficiency between the trivalent polyamine spermidine andCo(NH3) 6

3þ as condensing
agents for DNA [15,18] (see Chapter 12 of this volume), but that would be to ask too
much given the level of approximation.

To summarize, despite theoretical objections,Manning theory has proved useful as
a simple way to calculate certain ionic effects, for example, colligative properties, at
least in specific cases.

1.4 SOLUTION PROPERTIES

One of themain features of polymers in solution is that they have an effective size that
ismuch larger than theirmass would imply, compared to a compact sphere of a similar
material. This is provided that they do not curl up to compact globules, of course, like
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most proteins do. A flexible chain whose segments are soluble explores different
conformations, which means that it is on average rather spread out, and for polymer–
polymer interactions and polymer–solvent interactions in a hydrodynamic context, it
is the whole polymer domain that counts, as illustrated in Figure 1.8. Thus a small
amount of material can increase the viscosity substantially. The effect is larger, the
longer the polymer chain (i.e., the higher the degree of polymerization) because longer
chains can explore larger volumes.

Another consequence is that polymer solutions have different concentration
regimes, illustrated by Figure 1.9. In between the dilute and concentrated regimes,
there is a special regime, known as the semidilute regime. The dilute and semidilute
regimes are divided by the overlap concentration, defined as the point where the total
concentration of the polymer solution is the sameas in the polymer domain. The radius
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Figure 1.8 Schematic illustration of special features of charged polymers in solution: (a)
Polymer, large effective sizewith low density; (b) electrostatic interactions extend the chain and
increase the effective sizewith respect to other polyions; (c) counterions increase solubility and
form the diffuse part of the electrical double layer (increase of effective dimensionswith respect
to the solvent).

(a) (b)

Figure 1.9 Schematic illustration of polymer solutions in (a) the dilute regime and (b) the
semidilute regime close to the overlap concentration.
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of gyration, RG, is often used as a rough measure of the size of the polymer domain.
An estimate of the overlap concentration, expressed as a monomer concentration, is
then

c*p ¼
3N

4pR3
GNA

; ð1:19Þ

where N is the number of monomers per chain or the degree of polymerization.
Here it is assumed thatN is known and c*p is expressed as amolar concentration, which
is all right in theory and for the many biological molecules that are monodisperse.
However, polymers in general are polydisperse, meaning they consist of a mixture of
different chain lengths and then it is experimentally more convenient to replace N/NA

with an average molecular mass and express c*p as a mass concentration.
In the dilute regime the polymer domains are on average separated, and they

interact as individual molecules. As the concentration is increased above the overlap
concentration and the semidilute regime is entered, entanglements start to become
significant while the characteristics of individual polymers, such as the degree of
polymerization, start to become less important. An observable effect is that the
viscosity increases faster as a function of concentration in the semidilute regime than
in the dilute.

If charges are added, the internal repulsion will extend the chain and increase
the polymer domain.At low ionic strength,when the screening length is on the order of
the size of the polymer domain or larger, the electrostatic interactions will make the
polymer–polymer interactionsmore long ranged,which canalsobe seen as an increase
in the effective size. Both the increased size due to internal repulsion and the inter-
molecular interactions havebeen used to explain the polyelectrolyte effect observed in
viscosity studies.

When neutral polymers are diluted, the reduced viscosity, Zr, decreases. It can, in
general, be described by the linear Huggins equation [68],

Zr �
Z�Z0

Z0cp
¼ Z½ �þkH ½Z�2cp; ð1:20Þ

where Z is the viscosity of the solution, Z0 that of the solvent, and cp is the polymer
concentration. The intrinsic viscosity, [Z], is by definition the reduced viscosity at
infinite dilution (cp! 0) and is related to the size and shape of the molecule. For a
sphere, the intrinsic viscosity is proportional to the radius, and in the nondraining case
(when the molecule opposes a solvent flow as one big chunk and not as a collection of
small, individually exposed units), a polymer may be treated as an effective sphere
with ½Z� / R3

G [69,70]. The Huggins coefficient, kH, was introduced as a fudge factor
to allow for unknown intermolecular interactions characterizing the solute–solvent
system [68], but for neutral polymers it is more or less a constant with a value in the
range 0.3 to 1 [71].

On the other hand, when polyelectrolytes are diluted at low ionic strength, the
reduced viscosity increases until amaximum is reached and then falls to [Z] at infinite
dilution [72,73]. This is known as the polyelectrolyte effect. The increase inZr at very
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low ionic strength can be described using the empirical equation of Fuoss and Strauss
[74,75],

Zr ¼
A

1þB
ffiffiffiffiffi
cp

p ; ð1:21Þ

whereA andB are fittingparameters.Although (1.21) gives a reasonable description of
the increase in Zr on dilution, it obviously does not account for the existence of the
maximum. As a consequence the intercept 1/A obtained by inverting the equation and
plotting 1/Zr against

ffiffiffiffiffi
cp

p
, is not the intrinsic viscosity (Zr at infinite dilution) [76,77],

which can be extrapolated from measurements at very low concentrations (after
passing through the maximum) [78,79].

The classical explanation for the polyelectrolyte effect is that as the polyelectrolyte
is diluted (and the counterions get more spread out), the electrostatic screening is
reduced and the chain expands, obtaining an increasing effective size and thus a higher
reduced viscosity [69,73]. The maximum occurs when the screening length goes far
beyond the polymer domain and increasing it further does not have any effect on the
intramolecular interactions. An alternative explanation is that it is the increasing
intermolecular interactions that give rise to higher reduced viscosities [72,79–81].
This is favored by the fact that latices [82,83], telechelic ionomerswith a charge at just
one end [84], and spherical poly(styrenesulfonate) particles [85] all haveamore or less
fixed size but can still display a behavior similar to that of flexible polyelectrolytes. A
pretty safe bet is that both types of interactions are important, with the intermolecular
one dominating for short chains and intramolecular expansion increasing in signifi-
cance as the degree of polymerization is increased [35].

By diluting the polyelectrolyte solution with a salt solution of a specific ionic
strength, it is possible to get a linear decay of the reduced viscosity as described by the
Huggins equation, but with a much larger value for the apparent Huggins coefficient
(kH� 1), as was first shown by Pals and Hermans [86,87]. This is called isoionic
dilution. The rationale is that the specific salt concentration corresponds to an effective
ionic strength,which is kept constant by the isoionic dilution.Aconstant ionic strength
also means constant electrostatic interactions and therefore constant conditions for
both the conformational interpretation of the polyelectrolyte effect and the intermo-
lecular explanation, leading to a linear Huggins-type behavior. We have already
mentioned the fact that the effective ionic strength is coupled to the counterion activity
[35] and that Manning theory has been used successfully to predict the effective ionic
strength for vinylic polyelectrolytes [36–39], although the application of the theory is
not entirely correct from a strictly theoretical point of view (see above) [35].

The electrical double layer also influences viscosity because the shearing forces
distort the ion atmosphere, giving rise to energy dissipation and an increased viscosity.
This is known as the primary electroviscous effect, and it depends both on the ionic
strength and the shear rate. The effect can be observed as a change in [Z] as a function
of these factors. The intermolecular interactions between polyelectrolytes produce the
secondary viscous effect, which can be observed as very large values of the Huggins
coefficient.
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1.5 FLEXIBILITY

The solution properties just described are affected by chain flexibility. They are to a
certain extent even a direct consequence of this flexibility, even though the electro-
viscous effects, for example, can also be observed for polyelectrolytes with more or
less fixed shape, such as spherical and rodlike polyelectrolytes.

A different aspect of flexibility is the ability of linear molecules to bend locally to
interact with more globular ones. Avery important biological example is the winding
of DNA around histone complexes to form nucleosomes (discussed in detail in
Chapters 6 and 7 of this volume). Another is the packing of DNA inside a viral
capsid. If a molecule is treated as a uniform, flexible rod, the total elastic bending
energy can be written as [88]

Ebend ¼ kBTlbc
2

Z L

0

duðsÞ
ds

� �2

ds ¼ kBTlbc
2

Z L

0

�rðsÞ2ds ¼ kBTlbc
2

Z L

0

1

RðsÞ2 ds;

ð1:22Þ

where u(s) is a unit vector in the direction of the molecule at a point s along the line
describing the molecular contour. The change in direction du(s)/ds, which describes
the curvature, corresponds to avector �rðsÞ in the plane of bending and perpendicular to
u(s), in other words, normal to the molecular line at s. The magnitude of �rðsÞ is the
inverse of the radius of curvatureR(s). For a uniformlybent rod, that is,when the radius
of curvature is a constant R(s)¼R0, the integral is trivial, and the result is

Ebend ¼ kBTlbcL

2R2
0

: ð1:23Þ

The bending coefficient lbc represents the local mechanical properties of the
molecule. Since it is a measure of stiffness and has the unit of length, it is also known
as a persistence length.

1.5.1 The Concept of Persistence Length

The wormlike chain, introduced by Kratky and Porod [89], is a model that is able to
describe a molecule with local stiffness that becomes increasingly flexible as the
molecule is made longer. The model is characterized by an exponentially decaying
orientational correlation function,

CðsÞ ¼ e�s=loc ; ð1:24Þ

where loc is the characteristic length that describes the decay, namely the orientational
correlation length, also known as persistence length. The latter term is more wide-
spread, but it is also something of a Trojan horse, familiar on the outside but harboring
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potential confusionwithin. The problem is that persistence length can be defined in no
less than four different ways [90]. The definitions are all equivalent for a wormlike
chain in three dimensions and have therefore been used interchangeably as explana-
tions for what is meant by persistence length. However, as soon as we leave the
confines of the one-parameter model, the separate definitions start to represent
different properties and display diverging behavior. This is most notable for poly-
electrolytes, which have long-range interactions, but it is enough with short-range
interactions, as long as they can act through space and not just sequentially along the
chain.

To understand the pitfalls of persistence length as a conformational measure, we
start with the orientational correlation function, which is a measure of how much the
direction of the chain changes over a certain distance along the contour. This is
represented by the average projection of one bond on another as a function of the
contour distance between them (the number of bonds times the bond length), as
illustrated inFigure 1.10,where the directionof the first bond in (a section of) a chain is
used as the reference direction. Furthermore the chain in the figure is composed of
discrete bonds, while the wormlike chain is, in principle, a smooth continuous chain
without kinks. In this case thebondvectors are unit vectors showing the direction of the
tangent to every point along the chain (compare with the text following Eq. (1.22)).
The parameter s in (1.24) represents the distance along the contour between such
points. Thus, if we allow the chain to fluctuate and plot the average projection of the
bond vectors on the reference bond as a function of contour separation, we get the
orientational correlation function.

If the interactions that determine the change in direction of the chain are localized to
short segments (i.e., there are no interactions between distant parts of the chain), it is
easy to show that the oriental correlation function becomes exponential as in (1.24)
[91]. This condition is fulfilled by the model represented by (1.22), which is a chain
described as a bendable rod with a local bending energy inversely proportional to the
square of the radius of curvature [88]. It can be shown that a chainwith only this type of
energy has an orientational correlation function like (1.24); that is, it is wormlike, with
loc¼ lbc [88,92].

rN

r1

r2

θ1

bC(3b)

Ree

r4

Figure 1.10 Chain represented as bond vectors, ri, with a fixed length b.Ree is the end-to-end
vector. bC(3b) is the average length of the projection of bond vector r4, with C(3b) being the
value of the (dimensionless) orientational correlation function for a separation of 3 bonds.
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Note that the equality holds in three dimensions. For a chain bound to a surface, the
relationship is loc¼ 2lbc [93–95]. The difference is in the energy–entropy balance that
produces an average bond angle. In two dimensions, a bond vector like r2 in
Figure 1.10 describes a circle when it explores all bond angles y (y1 in the figure)
and without an energetic bias, all angles have the same probability or weight in the
average. In three dimensions, the bondmaps out the surface of a sphere and the points
on the surface have equal probability in the absence of energetic contributions. For a
given angle y the rotation around the axis of r1 draws a circle on the spherical surface,
and this circle increases as y increases from 0 to p/2 (0� to 90�) and decreases again
between p/2 and p (90� and 180�). Thus, when there is an energetic penalty that wants
to keep angles close to 0, the greater weight (proportional to the circumference of the
circle of rotation) associated with angles in the direction of p/2 will increase the
average bond angle compared to the two-dimensional case. The bond angle is
connected to loc through

e�b=loc ¼ cos y ;ih ð1:25Þ

where b is the bond length and h� � �i represents the averaging. For small angles and
bond lengths

b

loc
¼ hyi2

2
; ð1:26Þ

since

e�x ¼ 1�xþ � � � ð1:27Þ

for x	 1 and

cos y ¼ 1� y2

2
þ � � � ð1:28Þ

for y	 1. The latter set of equations applies to the wormlike chain because it is a
continuous chain. For a continuous chain it is possible to choose a contour length
s¼ b! 0, which also leads to y! 0, where y is the angle between tangent vectorsu at
points a length s apart.

To calculate the average in (1.26), the energy as a function of y is required. For a
chain bending in one plane with a constant radius of curvature R, y¼ s/R, and the
bending energy obtained from (1.22) for a contour length b is

Ebend ¼ kBTlbc
2b

y2: ð1:29Þ
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In the small angle limit this leads to

hy2i ¼ b

lbc
ð1:30Þ

in two dimensions [93–95], which with (1.26) gives loc¼ 2lbc. In three dimensions the
bending in different planes has to be considered, and the result is [88]

hy2i ¼ 2b

lbc
; ð1:31Þ

producing loc¼ lbc.
An important point is that the dimensionality difference is a result of the fluctua-

tions in the bond angle under the influence of an energy that gives a nonzero hcos yi.
If the bond angle is fixed, the dimensionality does not affect averages such as the
root-mean-square radius of gyration, as long as there is free rotation around
the bonds, because these rotations cancel out [91]. In other words, for a wormlike
chain the expressions for conformational averages, for example, (1.33), are the same
for a given loc regardless if the chain explores a three-dimensional or a two-
dimensional space.

For real molecules that are free in solution, it is generally hard to probe the local
details, which is necessary to determine the orientational correlation function or the
local bending energy experimentally. However, electronmicroscopy and atomic force
microscopy (AFM) can produce highly magnified images of molecules on two-
dimensional substrates,more precisely ongrids and surfaces, respectively.Usually the
molecules are transferred from a solution to the grid/surface via an adsorption step. By
tracing the contours, correlation functions can be measured and, for example, be
compared to the wormlike-chain model to give a local persistence length. DNA
fragments have been investigated this way with both electron microscopy [93,96–98]
and AFM [94,95] as well as in thin liquid films using cryo-electron microscopy [99].
Electronmicroscopyhas also been used to study polysaccharides [100].Depending on
whether the adsorbing conditions allow themolecules to equilibrate on the surface, the
contours can be most consistent with the behavior of a chain in two dimensions or a
projection of a three-dimensional chain [94]. The latter is an approximation, since a
mathematical projection shortens the contour length, while the contour length is
preserved for a real molecule.

Mechanical properties can be studied by applying a force to stretch the molecule
and measure the extension, as has been done to DNAwith the help of magnetic beads
[101,102], flow [103], and laser tweezers [104–107]. Since the whole molecule is
stretched, a model [101,102,104,108–112] is required to interpret the results in terms
of local properties, such as lbc and the stretch modulus. The latter measures the
resistance to increasing the contour length and becomes important at large degrees of
stretching [104–106]. Generally, the models are based on either a freely jointed chain
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or a wormlike chain. For double-stranded DNA the wormlike chain gives the best
agreement with the form of the force-extension curves [102,105,110,113]; for single-
stranded DNA, an extensible freely jointed chain has proved adequate [104].

A more common experimental approach to study persistence length is to measure
global properties related to molecular size, such as the radius of gyration or the
intrinsic viscosity. Local parameters can theoretically be extracted from the global
measurements by comparing the latter to model calculations. For example, the root-
mean-square radius of gyration, RG, can be obtained by integrating over the orienta-
tional correlation function

R2
G ¼ 2

L2

Z L

0
ds0ðL�s0Þ

Z s0

0
dsðs0�sÞCðsÞ; ð1:32Þ

and by inserting (1.24), we get the result for a wormlike chain

R2
G ¼ locL

3
� l2oc þ 2

l3oc
L
� 2

l4oc
L2

ð1�e�L=locÞ; ð1:33Þ

which for very long chains (L� loc) becomes

R2
G ¼ locL

3
: ð1:34Þ

It is common practice in light scattering, for example, to use these equations to
extract a persistence length from a measured radius of gyration. However, if the
molecule is not awormlike chain (and realmolecules usually are not), the result will
not be the orientational correlation length but something different (see the next
section), a formof persistence length thatwemay call projection length, lp [90]. The
reason for the name is that the simplest integral over the orientational correlation
function

lp ¼
Z L

0
CðsÞds ð1:35Þ

corresponds to the projection of the end-to-end vector on the direction of the first
bond. This is also illustrated by Figure 1.10, since it is clear that summing the
projections of the individual bonds gives the projection of the end-to-end vector. For
an infinitely long wormlike chain we have

lp ¼
Z ¥

0
e�s=locds ¼ loc: ð1:36Þ
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Projection length is actually a common name for a group of definitions, all of which
involve integration over the orientational correlation function. Expressing projec-
tion length as the projection of the end-to-end vector on the direction of the first
bond is the most direct definition of these.

Another common way to express persistence length is as “half the Kuhn length.”
This is also a form of projection length because it is linked to another global quantity
that can be obtained from the orientational correlation function by integration, the
root-mean-square end-to-end distance,Ree. For a freely jointed chain, which is simply
a random walk, composed of N segments of length b, we have

R2
ee ¼ Nb2 ¼ Lb; ð1:37Þ

whereL¼Nb is the contour length. Since the freely jointed chain is a basicmodel for a
polymeric molecule, the idea is that the real molecule can be represented by an
effective freely jointed chain, such that

R2
ee ¼ NKl

2
K ¼ LlK ; ð1:38Þ

where a second condition L¼NKlK has been used in the last equality. lK is called the
Kuhn length, and NK is the number of Kuhn segments. To see the connection to
persistence length, we need the end-to-end distance of a wormlike chain,

R2
ee ¼ 2

Z L

0
ðL� sÞCðsÞ ¼ 2

Z L

0
ðL� sÞe�s=locds ¼ 2loc½L�locð1�e�L=locÞ�: ð1:39Þ

When L� loc this becomes

R2
ee ¼ 2Lloc; ð1:40Þ

and we immediately see the connection to (1.38) with loc¼ lK/2. Since we have
integrated over the correlation function again, the persistence length coupled to the
end-to-end distance is better expressed as a projection length and we should write
lp¼ lK/2.
In the other limit, L	 loc, (1.39) becomes

R2
ee ¼ L2; ð1:41Þ

which is the expression for a straight rigid rod. The fourth definition of persistence
length is the crossover distance, lcd, which represents the contour lengthwhere the two
types of limiting behavior meet, if they are extrapolated to intermediate chain lengths.
Thus, if we set L¼ lcd and equate (1.40) and (1.41), we get

lcd ¼ 2loc: ð1:42Þ
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There is a trivial factor of 2 separating the crossover distance from the persistence
length of a wormlike chain. It could have been included in the definition to make all
definitions truly equivalent for the basic model in three dimensions, but it makes no
difference for a qualitative discussion.

At the same time as they introduced the wormlike chain, Kratky and Porod
indicated how a similar crossover point could be obtained from the limiting behavior
of the form factor in k-space, measured by scattering [89]. However, this is very
difficult to obtain in practice, since theX-ray or neutron scattering needed to probe the
relevant length scales often requires concentrations above the overlap concentration to
produce sufficient scattering intensity. So the results do not represent only the
distribution of scattering centers within independent molecules but also contains
contributions from intermolecular distributions (compare with Figure 1.9). There are
also practical difficulties associated with determining the location of the crossover
point [114].

To summarize, the four classes of persistence length are as follows [90]:

. Bending coefficient, lbc

. Orientational correlation length, loc

. Crossover distance, lcd

. Projection length, lp

The bending coefficient is primarily a model parameter, while the rest are observ-
able. However, the orientational correlation length and the crossover distance are only
defined given that a molecule behaves in a certain way. Only the projection length is
decoupled from any defining model, in the sense that it can always be obtained, for
example, from a radius of gyration regardless of the local behavior of the chain.
However, this also means that the projection length does not generally say anything
about the local behavior. In particular, although equations for thewormlike chain, such
as (1.33) and (1.34), can be used to calculate a projection length, there is no need for the
chain to bewormlike nor should the results be interpreted as if it were, unless it can be
proved that the wormlike chain is a good model for the molecule at hand.

1.5.2 Interactions and the Separation of Length Scales

Having introduced the different definitions of persistence length, we are now ready to
substantiate the claim that they represent different properties and are not equivalent
(except in the special case of awormlike chain). Figure 1.11 shows the behavior of the
orientational correlation functionobtainedby simulations of flexible polyelectrolytes,
more specifically amodel consistingofa freely jointed chainwith a fixedbond lengthb
and charged “joints” interacting through a screened Coulomb potential (see Eq.
(1.15)). The range of interactions is reduced by decreasing the screening length, k�1,
which corresponds to an increase in the salt concentration.

For a wormlike chain, the semilogarithmic plot of the correlation function would
simply be a straight line with slope �b/loc (see Eq. 1.24) passing through the origin,
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that is, having an intercept lnC0¼ 0. The curves at the two lowest salt concentration in
Figure 1.11 are, to a good approximation, straight lines, but they do not pass through
the origin. Instead they have an intercept ln C0< 0, which means that while the long-
range behavior iswormlike, the short-range behavior represents amore flexible chain.
As a consequence, a better expression for the orientational correlation functionwould
be a two-parameter model, dubbed a snakelike chain [90,115,116],

CðsÞ ¼ C0e
�s=loc : ð1:43Þ

Ifwe insert this into (1.35) and take the infinite chain-limit (seeEq. (1.36)), the result is

lp ¼
Z ¥

0
C0e

�s=locds ¼ C0loc: ð1:44Þ

From Figure 1.11 it is clear that both the slope and the intercept change with salt
concentration, that is, both C0 and loc are functions of the salt concentration, and lp
must have a different salt dependence than loc alone. In other words, the projection
length and the orientational correlation length are not the same molecular property.
Furthermore, if we similarly apply the snakelike chain to calculate the mean-square
radius of gyration and end-to-end distance as in (1.32) and (1.39) and take the long-
chain limit, we get

R2
G ¼ C0locL

3
¼ lpL

3
; ð1:45Þ
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Figure 1.11 Logarithm of the orientational correlation function versus bond separation from
Monte Carlo simulations of freely jointed chains (N
 1000) with screened Coulomb inter-
actions that have a range of 160 and 320 neighboringmonomers (lower and upper curve in each
pair, respectively). The fixed bond length is b¼ 3A

�
and the (implicit) concentrations of 1 : 1 salt

are, from top to bottom, 0.001M, 0.01M, and 0.1M (the dimensionless screening length,
1/kb, corresponds to 33, 10, and 3 bonds, respectively).

24 POLYELECTROLYTES. PHYSICOCHEMICAL ASPECTS AND BIOLOGICAL SIGNIFICANCE



and

R2
ee ¼ 2LC0loc ¼ 2Llp; ð1:46Þ

respectively, also using (1.44). The conclusion is that if wewere to use these equations
to calculate a persistence length from RG or Ree, wewould get the projection length as
defined in (1.44). Although the snakelike chain is also a simplification and is not
expected to hold for real molecules in general, as we will see in a moment, it does
illustrate a difference between different definitions of persistence length and the
rationale for lumping together definitions that involve integration (implicitly) over the
orientational correlation function.

The problemwith thewormlike chain is that it only has one parameter. As we have
seen, we need at least two parameters to describe the chain behavior because of the
separation of length scales. As a conformational measure the projection length
represents a combination of different effects, but since it is also a single value, it
hides the details.

The separation of length scales is also addressed by the blob model [117,118]. A
blob is defined as a segment of the chain that is large enough tohavea total electrostatic
interaction on the order of 1 kBTwith the next segment of the same size. The behavior
within a blob (i.e., the short-range behavior) is assumed to be that of a freely jointed
chain. These twoconditions give the sizeofablob.Above theblob size, themolecule is
represented as a chain of blobs. After a chain has been rescaled with the blob size
determined by the theory, the chain of blobs is normally treated in the usual one-
parameter fashion. It can be shown [90] that the snakelike chain also corresponds to a
rescaled chain, but instead of representing the shortest length scales as a randomwalk,
each bond has on average a preferred direction, which changes along the chain like an
effectivewormlike chain; this is equivalent to a model proposed by Barrat and Joanny
[119]. Although the random-walk approximation may not be entirely correct, it does
give the blob model a predictive capability that is lacking in the snakelike chain. The
latter remains an empirical model whose parameter values can only be obtained by
measuring the orientational correlation function. This is easy in simulations, but
experimentally accessible only under certain circumstances, such as the measure-
ments of DNA on supporting grids or surfaces [93–95,97].

The resemblance of a general chain to a wormlike chain, or more precisely to a
snakelike chain, only existswhen the chain is semiflexible,meaning as long as it is stiff
enough to never be able to bend around and bite its tail. When the chain is so flexible
that distant parts of the chain are able to get close and interact occasionally, we get so-
called excluded volume effects. This ismanifested as extra long-range correlations, as
can be seen in Figure 1.11 in the curve bending up and away from an imagined straight
line and in the difference between chains with 160 and 320 interacting monomers.
When the logarithm of the correlation function is no longer a linear function, meaning
C(s) is no longer exponential, loc is not defined anymore but lp still is, at least as long as
the chain is finite. However, the projection length becomes chain-length dependent (as
illustrated by the figure), albeit less so than, for example, RG.

The strength of the projection length is that itmakes different kinds of experimental
approaches, as well as some theoretical ones, comparable. Often an experimental
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observable can be calculated in the framework of the wormlike chain, and even if the
molecule itself is not wormlike, it is possible to treat the projection length obtained by
comparing the experimental results to the model calculation as an operational
definition. Furthermore, despite differences in techniques such as light scattering
and viscosity measurements, the projection lengths obtained in each case are con-
nected through the implied integration over the orientational correlation function.
That this connectionmakes the results comparable is admittedly a conjecture, basedon
calculations like those for the snakelike chain above and the fact that simulations have
shown that different definitions of projection length give the same results, at least
qualitatively [115]. The notion is also supported by the fact that experimental results
havemostly conformed to one of two kinds of results, attributable to either semiflexi-
ble chains or flexible chains with excluded volume effects (see the next section).

1.5.3 Polyelectrolyte Behavior: Electrostatic Persistence Length

Under normal conditions, namely in an aqueous solutionwith onlymonovalent ions, a
polyelectrolyte expands compared to its unperturbed conformations as a result of
the intramolecular electrostatic repulsion. Theoretically this is treated either as an
expansion of a freely jointed chain or as a stiffening of a wormlike chain. The earliest
polyelectrolyte theories adopted the former view and tried to find a balance between
the electrostatic interactions and the chain entropy of a freely jointed chain by
minimizing a free energy expressed in terms of the end-to-end distance [120–124].
In its simplest form, this type of calculation is known as the Flory approach [117,125].
There are also more modern theories following in the same tradition [126,127].

The alternate view was pioneered by Odijk [128] and, independently, Skolnick
and Fixman [129] (OSF). They performed a perturbation calculation for a rigid rod,
bending only slightly so that the electrostatic interactions could be cast in the same
form as (1.22) with an electrostatic bending coefficient lbc,e. The elastic and electro-
static contributions then become additive so that the total bending coefficient can be
written

lbc ¼ lbc;0þlbc;e; ð1:47Þ

where lbc,0 is the intrinsic bending coefficient that describes the bending elasticity in the
absence of electrostatic interactions. In the discussion about electrostatic persistence
that has followed this work, it has generally been assumed that this additivity,
applicable to a rigid rod, holds regardless of the chain stiffness and for any definition
of persistence length. In many situations, however, this assumption is of little
consequence, such as when the electrostatic interactions are completely dominating
or in the reverse casewhen they are more or less screened out by large amounts of salt.

The result of the perturbation calculation is [128]

lbc;e ¼ ðaNÞ2lB
12

3y�2�8y�3þe�yðy�1þ5y�2þ8y�3Þ� �
; ð1:48Þ
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wherea is the degree of ionization of theN charges and y� kL. For largey, this reduces
to [128,129]

lbc;e ¼ a2lB
4k2b2

¼ xp
4k2b

; ð1:49Þ

where b is the distance between charges (the linear charge density is ae/b) and
xp� a2lB/b is a coupling parameter that describes the intramolecular electrostatic
interactions. Equation (1.49) is a simple power law that describes an electrostatic
persistence length that depends quadratically on the screening length. This is how the
conclusionofOSF theory isgenerally expressed, and it has spurredmuch interest in the
calculationofpersistence length and the search forpower laws inboth experiments and
theory. OSF theory was derived for a rigid rod, and it has indeed been confirmed for
stiff molecules, such as DNA [106,130,131] and poly(xylylene tetrahydrothiophe-
nium chloride) [132]. The same behavior has also been seen in simulations of chains
with large intrinsic stiffness [115,133].

However, the questionwhether the power lawofOSF theory also applies to flexible
molecules been controversial. Experiments tend to show a different power law
behavior, namely a linear dependence on the screening length [134–139], while
theory and simulations have produced support for both power laws as well as an
argument that there is no power law. The cause of the theoretical diversity is discussed
in detail elsewhere [90,115,116,140], but one explanation is the use of different
definitions of persistence length. While the cited experiments have consistently
reported projection length, theory and simulation studies have variously used all four
definitions. In the simulations using the projection length, the results follow the linear
power law [90,115,141–143] and in other,more recent simulations it is shown that this
power law is coupled to excludedvolume effects [116,144,145]. The latter simulations
havealso demonstrated that for very strong electrostatic interactions, achievedbyvery
long chains (manycharges) and long screening lengths (manycharges interactingwith
little screening), flexible polyions can be made stiff enough to exhibit the OSF-type
power law behavior.

To summarize the simulation results, it is possible to divide the salt dependence
of the electrostatic projection length of flexible polyions into three regimes: an
unscreened regime, a semiflexible regime, and an excluded volume regime. As is
illustrated in Figure (1.12), this is easily rationalized by considering the relation
between the screening length and the chain dimensions, which should also apply to
experimental systems.

At a very low ionic strength the screening length is much greater than the chain
dimensions, so the polyion can be regarded as unscreened. As long as the screening
length remains large compared to the chain size, increasing the salt concentration does
not affect the intramolecular interactions and the chain extension is constant,
corresponding to its maximum value given the amount of charge on the chain. In
the unscreened regime the projection length is therefore constant, independent of the
ionic strength.

When the screening length becomes comparable to the chain dimensions, the
interactions within the chain start to be screened and the flexibility increases;
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that is to say, the chain dimensions and the projection length start to decrease. If the
electrostatic interactions are strong enough to make the the chain effectively
rodlike in the unscreened regime, the polyion will start to behave as a semiflexible
chain. As can be seen in the figure, the persistence length depends nearly
quadratically on the screening length, more or less in agreement with OSF theory.
The latter deals with a bending coefficient, while the simulation results are for the
projection length. If the molecule were truly wormlike, there would be no contra-
diction, since the definitions are equivalent in this limit.However, in the simulations
the chains aremore snakelike, in that they showan exponential decaywith a varying
prefactor (see Figure 1.11 and Eq. (1.43)). This is not exactly what the OSF model
describes, though apparently it is close enough as long as the molecules are fairly
stiff.

As the ionic strength continues to increase, the chainwill become flexible enough to
allow distant parts to get close occasionally. In other words, the excluded volume
effects become significant and the behavior of the projection length changes to amore
linear dependence on the screening length. Odijk and Houwaart [146] have suggested
that the behavior in this regime can be described by an excluded volume treatment
applied to a chain following the OSF prediction, which in a simple scaling argument

Figure 1.12 The electrostatic projection length as a function of kb=x1=2p for simulations with
xp¼ 2.4 (thin solid lines with symbols) with N¼ 320 (circles) and 5000 (triangles), and
xp¼ 0.15 with N¼ 320 (thin dashed lines with circles). Points on the y-axis represent the salt-
free case (k¼ 0). Otherwise, the dimensionless screening length (kb)�1 ranges from 320 down
to 0.25 bonds (from left to right). The thick lines without symbols are the predictions of the
Odijk expression, equation (1.48), for the three cases. The numbers are the absolutevalues of the
slopes giving the power w of lp;e=b � ðx1=2p =kbÞw, with the simulation results on the right and
theOSF values on the left. Also shown are schematic representations of the relation between the
chain dimensions and the screening length, where the latter is represented by the radius of the
circle for each of the three regimes.
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indeed leads to a power law [118,144,145,147]

lp � 1

k1:2
ð1:50Þ

in perfect agreement with the simulations displayed in Figure 1.12. More advanced
expressions based on the same idea have also been compared to simulations
[141,148,149] and experiments [135,136,138,139,141,150]. However, simulations
where the excluded volume effects have been removed have revealed that the
underlying behavior is not OSF-like [116]. This is a reasonable result, since the chain
in this regime is too flexible to bemodeled as a rod. There is still nomodel that reflects
an understanding of the internal conformational behavior of flexible chains in the
excluded volume regime.

1.5.4 DNA Persistence Length

DNAisoneof themost studiedmoleculeswith respect topersistence length.This is not
only because of its biological significance but also because it lends itself to be studied
bya largevarietyofmethods.Also, beingabiomolecule,DNAcanbeobtainedaswell-
defined, essentiallymonodisperse samples.We have already touched on the point that
as far as molecules go, DNA is rather stiff even when the electrostatic interactions are
made negligible by very high salt concentrations. There is a general consensus that the
intrinsic persistence length is about 500A

�
. This (allowing for values of circa

450–500A
�
) has been reported as the value at high salt concentrations in studies using

electron microscopy [93], transient electrical birefringence (TEB) [151,152], flow
dichroism [130], flow birefringence [153], and force-measuring laser tweezers
[106,107]. Maret and Weill found a plateau value of 670A

�
from magnetic birefrin-

gence data [131] but argued that the large uncertainties in approximate values for
certain molecular properties used in the calculation of persistence length, and the fact
that thevalueswere lower limits,made the result consistentwith the expected intrinsic
persistence length of 500A

�
.

In contrast, light scattering tends to give lower values, 300 to 400A
�
[154–156] and

so have extrapolated transient electrical dichroism (TED) results [157], force-
extensionmeasurements (in the presence of small amounts of di- and trivalent cations)
[105], and fluorescence microscopy [158]. The low values obtained in the early light-
scatteringmeasurements [154,155]weredismissed in anoverview [159]on theground
that a correction for excluded volume effects was used, which does lower the value but
not that much [160].

A recalculation [153] using flow birefringence data obtained earlier [161] also
gave high-salt values of the persistence length in the lower range. However, faced
with a discrepancy with a newer data set (giving values closer to 500 A

�
), the authors

argued that the difference could be a molecular-weight effect, but also that the
newer set was to be preferred, because it was more consistent when using different
data analysis procedures [153]. Nevertheless, the results from both data sets hinge
on the value for the local anisotropy, which is uncertain. In the studies a choice was
made to calibrated the value against other persistence length data to facilitate
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comparison. If instead an independent estimate is used in the analysis, the flow
birefringence data can give an intrinsic persistence length in the lower range in both
cases [160].

Also the electrooptical measurements, originally used to support lp,0¼ 500A
�
, are

embedded with large uncertainties. The general approach to obtaining a persistence
length fromTEB andTED is tomeasure a relaxation time as a function of chain length
and fit the results to a model, where persistence length is one of the fitting parameters.
There are several models to choose from: the weakly bending rod model [162], a
simulation-derived correction for flexibility [163] combined with rigid-rod theories
[164–169], and an expression obtained from a similar simulation approach [170]. A
problem is that the models give systematically different results [157,169,171]. They
are also very sensitive to the parameter values. This sensitivity is sometimes seen as an
advantage, but it alsomeans that small fluctuations in the experimental data can have a
large impact on the result of the fitting. Furthermore the range of chain lengths used in
the fitting changes the results [152,171], evenwhen stayingwithin the proposed range
of validity of the models, which is probably partly due to an oversimplification of the
model description. It is thus small wonder that the electrooptical studies have been so
consistent in producing a value for the intrinsic persistence length of DNA despite
largevariations in the determining factors. If one instead tries to treat the literature data
consistently, the results scatter in all directions [160].

The bottom line is that the experimental value for DNA persistence length is both
model and method dependent, and the established value of the intrinsic persistence
length, about 500A

�
, is not as exact as has sometimes been proclaimed. It might be fine

as a rough estimate, but until a definite definition and a consistent method of
determination have been decided, we will have to contend with the fact that any
value in the range 300 to 500A

�
can be valid. The exact value of the DNA persistence

lengthwill bemore a reflectionofhow itwasobtained than a strict representationof the
theoretical concept we would like to assign to it.

A similar method dependence seems to apply to the power laws that may exist for
the salt dependence of the persistence length [160], although in this case it is clearer
what to expect. Regardless of the exact value of the intrinsic persistence length, the
conclusion is that DNA is rather stiff, whichmeans that thewormlike chain seem to be
appropriate as a first approximation for DNA of moderate length up to a few
persistence lengths. Electron microscopy and AFM can be used to measure the local
behavior of DNA. Under weakly adsorbing conditions DNA may be assumed to
behave as an equilibrated chain on a flat surface. So based on plots of the orientational
correlation function or comparisons of the end-to-end distances of subchains with a
wormlike chain whose persistence length is obtained from the local curvature, DNA
has been shown to be wormlike up to contour lengths of about 5loc and to have a
universal behavior that extends even further [93–96,98]. Technically the orientational
correlation length loc was be measured, but the results were presented as the bending
coefficient lbc to yield values directly comparable tomeasurements ofDNA that is free
in (three-dimensional) solutionon the assumption that (1.22) is applicable.Thismeans
that the reported validity was 10 lbc, since loc¼ 2lbc for this chain model on a two-
dimensional surface (see the discussion above).
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For short DNAwhich is fairly rodlike, OSF theory can be expected to hold for the
salt dependence of the electrostatic persistence length, as has been observed
[106,130,131]. For very long DNA, excluded volume effects become important
for the projection length and its dependence on the screening length should become
linear instead of quadratic in accord with experiments on flexible polyelectrolytes
[134–139] and with simulations [90, 115–116, 141–145]. This was confirmed by
measurements on giant T4 DNA [158]. An analysis of light-scattering data
[154,156] even shows a sublinear dependence [160]. However, excluded volume
effects may influence the results of different methods to a varying degree, and a
crossover from a semiflexible regime to an excluded volume regimemay show up at
different chain lengths or not at all. For example, a stretching experiment perturbs
the DNA and may in the stretching itself reduce the occurrence of long-range
contacts, thereby reducing the excluded volume effects or even eliminating them,
while light scattering just observes DNA free in solution without any external
interaction, apart from the bouncing of photons.
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CHAPTER 2

Solution Behavior of Nucleic Acids

RITA S. DIAS

The B-DNA secondary structure is the most stable conformation under physiologi-
cal conditions. However, small changes in the solution conditions, such as temper-
ature or ionic strength can induce conformational changes such as B- to A-form
transition or even melting or denaturation of the nucleic acids. Because different
conformations display different physicochemical properties, it is important that we
understand their solution behavior.

2.1 BIOLOGICAL FUNCTION OF NUCLEIC ACIDS

Deoxyribonucleic acid (DNA) is a nuclei acid responsible for the storage of biological
information. A gene is a segment of the DNAmolecule that contains the information
necessary for the synthesis of a functional biological product, such as proteins or
ribonucleic acids (RNA). Typically a cell has many thousands of genes, so DNA
molecules are usually very big.

In eukaryotes such as animals and plants, DNA is stored inside the cell nucleus,
while in prokaryotes such as bacteria, the DNA is in the cell’s cytoplasm. RNA is
synthesized fromDNAand it serves in general as template for translation of genes into
proteins.

2.2 DISCOVERY OF DNA

In1869,FriedrichMiescher identified aweakly acidic substanceofunknown function.
This was essentially the nuclear fraction of the human white blood cells he was
working with. He did an elemental analysis and found that it contained a significant
amount of phosphorous but lacked sulphur (a characteristic component of proteins).
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He named this substance “nuclein” [1]. The substance would be later (1889) coined
“nucleic acid” by Richard Altmann.

AlbrechtKosselwas the first to identify that nuclein contained nonprotein residues,
the bases. Also he identified the four DNA bases [2,3]. A few years later Emil Fisher
determined the exact structure of guanine and adenine, through syntheticmethods and
named thempurines [4]. PhoebusLevene proposed the correct internucleotide bond in
1935, suggesting that the linking units are the carbon atoms 3 and 5 of desoxyribose
[5]. Despite his important contributions to DNA chemistry, Levene also set it back by
suggesting a tetranucleotide hypothesis earlier in 1909 [6]. Levene observed nucleic
acid to be a repetitive polymer with four bases present in an equimolar ratio and
following each other sequentially (A : C :G : T); the structure looked too simple to
carry genetic information.

It was only in the late 1940s that Erwin Chargaff made the contribution that lead to
the rejection of the tetranucleotide hypothesis. He found, using chromatography, that
the four nitrogenous bases can occur in different proportions in the DNA of different
organisms.He also showed that the numberofA residues is always equal to thenumber
of T residues, and the amount of G equals the amount of C [7]. These findings became
known as the “Chargaff’s rules.” In 1952Todd andBrown followedwith a description
of the chemical structure of a nucleotide [8], and a fewyears later the first dinucleotide
was synthetized [9].

The first systematic studies on the DNA structure were undertaken in 1938 by
William Astbury. His X-ray diffraction pictures indicated a periodicity of 0.33 nm,
and he concluded that this was due to the spacing of consecutive of nucleotides
standing out perpendicularly to the long axis of the molecule [10]. Sven Furberg
was the first to suggest the helical structure of DNA, but the model that he presented
was a single-stranded helix with eight nucleotides at each turn [11]. Ayear later the
X-ray diffraction studies of Rosalind Franklin and Maurice Wilkins showed a
characteristic diffraction pattern where two periodicities could be deduced, a major
one of 0.34 nm and a secondary one of 3.4 nm [12]. James Watson and Francis
Crick finally proposed the familiar double helical structure of DNA, taking into
account the specific A–T and C–G base equivalences discovered by Chargaff and
the X-ray diffraction images by Franklin and Gosling [13]. Even though some
details in the base– pairing arrangement were wrong, the essence of the structure
was proved correct. The B-form helix was proved in 1980 with X-ray crystallog-
raphy [14].

While Miescher and others had already suspected that nuclein or nucleic acid
played a role as carrier of genetic information, it was not until 1944 [15] that the first
evidence for this was observed by Oswald Avery and co-workers. They found that
DNA taken from a virulent strain of a bacterium permanently transformed a
nonvirulent form of the organism into a virulent form. However, their discovery
was still received with some skepticism, partially because scientists still believed
DNA to be too simple a molecule with little chemical diversity to be the genetic
material. In 1952 Alfred Hershley and Martha Chase [16] provided the definitive
evidence that DNAwas indeed the carrier for genetic information. They successfully
showed, using radioactive isotopes, that when a cell is infected by a bacterial virus it
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is the DNA of the virus, and not its protein coat, that enters the cell and provides the
information for the replication of the virus.

2.3 STRUCTURE OF NUCLEIC ACIDS

2.3.1 DNA

DNA is a polyelectrolyte in which the monomeric unit is the nucleotide. Nucleotides
have three characteristic components: a nitrogen containing base, a pentose, and a
phosphate group (Figure 2.1).

The nitrogenous bases are derivatives of two compounds, pyrimidine and purine.
DNA contains two major purine bases, adenine (A) and guanine (G), and two major
pyrimidine bases, cytosine (C) and thymine (T) (Figure 2.2). The unit containing only
the base and the sugar is called nucleoside.

Figure 2.1 Structure of a nucleotide.

Figure 2.2 Major purine and pyrimidine bases of nucleic acids.
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The successivenucleotides are covalently bonded throughphosphategroupbridges
by a phosphodiester linkage. This way the covalent bonds of nucleic acids consist
of alternating phosphate and pentose residues, while the nitrogenous bases can be
visualized as side groups connected to the backbone at regular intervals. The back-
bone is hydrophilic, the phosphate groups have a very low pKa, close to one, and are
completely ionized and negatively charged (one charge per base) at pH 7 [17]. The
structure for a DNA strand backbone is shown in Figure 2.3. This constitutes
the primary structure of the DNA.

Free pyrimidines and purines are weakly basic compounds and so are called
bases. The resonance among atoms on the ring gives most of the bonds partial
double-bond characteristics. As a result all nucleotide bases absorb UV light;
thus DNA is characterized by a strong absorption at wavelengths near 260 nm.

Figure 2.3 Covalent backbone structure of DNA.
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Pyrimidines are planarmolecules and purines arevery nearly planar. This geometry,
and the fact that the bases are hydrophobic and relatively insoluble in water (at a
near-neutral pH), makes them pack in a base-stacking configuration, in which two
or more bases are positioned with the planes of the rings parallel. Besides the
hydrophobic stacking interaction, the stacking also involves van der Waals and
dipole–dipole interactions between the bases. The stacking helps minimizing the
contact with water and constitutes one of the two important modes of interactions
between bases in nucleic acids. The other is the hydrogen bond that is formed
between the bases and allows for a complementary association of two strands of
nucleic acids.

Watson and Crick proposed the base pairing rule: only A can pair with T, and G
binds specifically with C. These two types of base pairs, bp, predominate in double-
stranded DNA molecules.

As mentioned above, the force that drives the formation of the double helix
of DNA is the hydrophobic interaction between base pairs. However, under certain
conditions of salt concentration and temperature, dissociation will occur, since
there are electrostatic repulsions, due to the charged phosphate groups, acting
against the dimerization. The association also involves a loss of solvation energy of
the polar hydroxy and nitrogens of the purine and pyrimidine rings. However, to a
large extent, the hydrogen bond matching in the helix reduces this free energy cost.

In short, DNAmolecules in the B-form (native form) are helical with a diameter of
about 20A

�
, with two periodicities along their long axis, a primary one of 3.4A

�
,

correspondent to the separation of the adjacent bases. The bases are related by a
rotation of 36�, so the helical structure is repeated after 10.5 bp on each chain, that is,
for an interval of 36A

�
, the secondary periodicity. On the outside of the helix structure

there is a space between the turns of the phosphate groups; these are termed grooves.
Because of the asymmetry in the base pairs the grooves have unequal width, for the
B-form the narrower is calledminor groove and thewider is termed themajor groove;
the latter is easily accessible to proteins. This three-dimensional form of DNA is often
called its secondary structure.

Higher order structures (ternary structures) are possible for the DNA molecules.
One typical example is the circular DNAmolecule. These molecules can also coil on
themselves and form supercoiled molecules.

DNAcan occur in several other structures. TheB-DNAdescribed above is themost
stable structure under physiological conditions. However, two other structures have
beenwell characterized in crystallographic studies and are believed to occur in nature,
the A-form and the Z-form (Figure 2.4).

DNA assumes the A-form upon dehydration. It also has been suggested to form
when DNA is complexed with oppositely charged species, that is, when the
electrostatic repulsions between the phosphate groups are diminished [18]. It
differs from the B-form by a 20� rotation in relation to the perpendicular axis
of the helix. Therefore theA-DNAhas amajorgroove,which is deeper and narrower
and a minor groove, which is shallow and more accessible to proteins but with
lower information content than the major groove. It also presents a shorter and
wider helix than the B-form but has a higher charge density. It has not been proved
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whether the A-form occurs in vivo. However, it is known that RNA and DNA-RNA
hybrids assume an A helix rather than a B helix, even in normal buffer conditions
[17].

The Z-form differs from the other two forms by presenting a left-handed helical
sense. This form has one more base pairs per turn and a rise of 0.38 nm per base pair.

Figure 2.4 Secondary structures of (from left to right) A-form, B-form, and Z-form of DNA.
Space-filling model (a) and “ball-and-stick” representation with the phosphate backbones
highlighted in a side (b) and top (c) view (taken from http://www.biochemistry.ucla.edu/
biochem/Faculty/Martinson/Chime/abz_dna/abz_master.html). (See color plate.)
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Whereas all the nucleotides along the B-DNA have the same conformation, the
nucleotides along the left-handed helix alternate between syn and anti conforma-
tions of the bases. Since the syn conformation is more stable for purines than for
pyrimidines, the Z-form is favored in nucleotide sequences that have alternations of
purines and pyrimidines. Segments of DNAwith alternating d(CG) sequences are
the most favored for forming Z-DNA [19]. Also segments of DNAwhere the bases
have beenmethylated may undergo a change in conformation and adopt the Z-form.
In physiological conditions Z-DNA is less stable than the B-DNA due to the
electrostatic repulsions between the phosphate groups that are closer together in the
Z-form [20,21]. The molecular architecture of Z- and B-forms is considerably
different, and this leads to different reactivities with othermolecules. There is in fact
a class of proteins that binds to Z-DNA and not to B-DNA. Because Z-DNA is a
transient form, it is difficult to study, but some progress has been made about its
possible biological role [22]. Table 2.1 presents a summary of some characteristics
of the different structures [23].

Because of the asymmetry in shape and the linkage of nucleotides, each
backbone has a discernable directionality. The two strands in a DNA molecule
are oriented in different directions, in an antiparallel orientation. This also means
that one of the extremities of the DNA chain terminates at the hydroxyl(–OH)
group of the third carbon in the sugarring (30 end), and the complementary chain at
the chemical group attached to the fifth carbon of the sugar molecule (50 end)
(Figure 2.3). Typically the DNA and RNA sequences are written in the 50 to 30

direction (downstream). The directionality has consequences on the biological
function of DNA [24]. Replication of DNA, for example, is conducted in the 50 to 30

direction and not in the opposite direction. Since the new nucleotides can only be
added in the extremity of the 30, this means that the replication can proceed in a
continuous manner when performed in the 50 to 30 direction (along the leading
strand) but is performed in a discontinuous way along the 30 to 50 direction (lagging
strand), where the new DNA is formed by smaller segments (called the Okazaki
fragments) [25,27].

2.3.2 RNA

The primary structure of ribonucleic acids (RNA) differs from DNA in two ways:
(1) it contains ribose instead of desoxiribose and (2) it presents uracil (U) instead of

TABLE 2.1 Structural Characteristics of the A, B, and Z Forms of DNA

A-Form B-Form Z-Form
Helical sense Right-Handed Right-Handed Left-Handed

Diameter �26A
� �20A

� �18A
�

bp per helical turn 11.6 10.5 11.6
Helix rise per bp 2.6A

�
3.4A

�
3.7A

�

Charge density 0.77 e�/A
�

0.59 e�/A
�

0.54 e�/A
�
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thymine (Figure 2.2). The equivalent of Chargaff’s rules for RNA would dictate
that the amount of thymine and uracil base pairs would be the same as well as the
amount of guanine and cytosine. However, only a few RNA molecules present a
double helix. The most common types of cellular RNA are single stranded, and
their base composition does not allow the base pairing of all the residues.

It is possible to find several classes of RNA in the cell, each with a distinct
biological function. There are three major types of RNA that are mainly involved in
protein synthesis. Messenger RNA’s (mRNA) are molecules that carry information
from one or more genes of the DNA to the ribosomes where the corresponding
protein is synthesized. Ribosomal RNA’s (rRNA) are components of the ribosomes,
where the proteins are synthesized. Transfer RNA’s (tRNA) are small nucleotide
molecules (74–93 nucleotides) that translate the information of the mRNA onto a
specific sequence of amino acids. In addition there are many other RNAs playing
varied roles in the cell.

2.3.3 Analogues of Nucleic Acids

Peptide nucleic acids (PNA)are themost prominent of theneutral analogues of nucleic
acids. These are synthetic molecules that have a peptide backbone to which the bases
are attached [28].

PNA has therefore the full advantages of base recognition, as DNA. However, the
fact that the strands are not charged makes it a more stable molecule to changes in the
environment such as temperature, ionic strength, and charged co-solutes. Therefore
PNA is more suitable to applications in nanoelectronics.

Threofuranosyl nucleic acids (TNA) are synthetic molecules, with a chemical
composition similar to DNA or RNA, but the backbone is made of repeating
theorose groups, linked by phosphodieser bridges, instead of the deoxyribose
and ribose units, respectively. The single strands are able, the same as DNA and
RNA, to undergo information base pairing in an antiparallel strand orientation and
are capable of cross-pairing with RNA and DNA. They present, however, a
somewhat simpler structure than the known natural nucleic acids [29].

Inspired by the work of Sch€oning and co-authors [29], glycol nucleic acid (GNA)
was synthesized [30]. The objective was to develop an even simpler DNA analogue,
and this was achieved by using glycerol units, linked by phosphodieser bonds, instead
of the deoxyribose (DNA), ribose (RNA) or theorose (TNA). It is the simplest DNA
analogue known that still shows the base-pairing scheme, and therefore forms stable
double helices [30]. Figure 2.5 shows a comparison of the constitutions ofDNA, PNA,
TNA, and GNA.

2.4 NUCLEI ACIDS NANOSTRUCTURES

2.4.1 DNA

The base pairing in DNA and the implicit molecular recognition makes DNA a
very suitable molecule for nanotechnological applications, but this is not the only
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advantage. DNA molecules can be easily synthesized up to 120 bp, and there is a
variety of enzymes that can manipulate DNA, both to covalently bind two strands
(ligase) and to cut the strands, creating linear molecules from circular DNAs
(restriction enzymes). Also DNA has a well-known three-dimensional geometry and
a large persistence length that makes the short molecules very stiff, leading to
predictable overall structures.

DNA in its native state is a linear molecule and therefore not suitable for structural
engineering. However, the possibility of designing a branched DNA molecule has
prompted the fabrication of a variety of structural motifs that have been developed for
the fabrication of nanodevices [31].

The technology is based onusing differentDNAmoleculeswith sticky ends, that is,
the ends of the molecule have base pairs that are not paired. DNA molecules with
complementary overhangs with each other will associate in solution [32]. If desired, it
is possible to ligate the different strands together [33]. Finally, by a careful choice of
the base sequences of the four DNA ends at the junction, it is possible to prevent the
sliding of the molecules and therefore to create a stable branched junction (as
illustrated in Figure 2.6) [32]. With this molecule as a starting point, it is possible
to build up lattices of variable dimensions that can be used as scaffolds of biological
molecules for crystallographic purposes or for nanoelectronics. The fact that this
approach gives rise to somewhat flexible structures has initiated a search for motifs
that have a greater structural integrity. The mechanism being used to achieve this is
known as reciprocal exchange, whereby new motifs are directly generated by a
sequence assignment procedure that designs strands that will self-assemble into the
motif [34]. This procedure allows a number of different structures (or isomeric
molecules) to be built, depending, for example, on the orientation of the strands that
are exchanged.

Figure 2.5 Comparison of the structures of DNA, PNA, TNA, and GNA.
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Many new “molecules” have been synthesized and the possibilities of using them
for building nanomachines, namely DNA-based computers, is rather exciting (see the
review [31] and references within).

2.4.2 RNA

RNApresents, in general,more complicated tertiary structures thanDNA,withhairpin
loops, bulges, internal loops, and multihelix junctions. Therefore the architectural

Figure 2.6 Sticky-ended cohesion and branched DNA. (a) Affinity in sticky-ended cohesion.
Two double-helical strands with complementary overhangs are shown. Under appropriate
conditions they will cohere in a sequence-specific fashion, and they can be ligated, if desired.
(b) Structure in sticky ends. A portion of the crystal structure of an infinite DNA double helix
formed by sticky-ended cohesion is shown. The part cohering by sticky ends is in the middle
box, whereas the outer boxes surround continuous DNA segments. The DNA in all three
sections is B-DNA. (c) A stable branched junction. There is no dyad symmetry flanking the
branch point. Tetramers, such as the boxed sequencesCGCAandGCAAare unique, and there is
no TCAG to complement the CTGA flanking the corner. (Redrawn from Ref. 31 with
permission)
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potential of RNA depends mostly on the ability of a RNA single strand to fold into
stable tertiary structures [35].

The RNA’s structural properties have been attributed to certain base sequences
and structural motifs. Therefore it has been possible to engineer RNA units, called
tectoRNAs, that are able to self-assemble into architectures of desired shape and
size [35].

Although this field is relatively new, a great variety of tectoRNAunits have already
been synthesized, able to assemble into supramolecular structures of arbitrary shapes.
The strategies for the preparation of suchRNAself-assemblies aswell as the structures
that have been synthesized are reviewed in [36].

2.5 BEHAVIOR OF DNA IN SOLUTION

2.5.1 Ionization Equilibrium

In solution at physiological conditions DNA exists in the B-form; this is therefore
the most studied in terms of solution properties and the one we will mainly
focus on.

The pKa of the phosphate groups in the phosphodiester linkage is around 1 [17],
which means that the DNA molecule is fully charged at pH 7. When a phospho-
monoesther group is present, in isolated mononucleotides or sometimes in the
ends of polynucleotide chains, there is a second pKa that occurs for values of
around 6.

In contrast to the phosphate groups, at pH 7 themost common bases are uncharged.
However, their titration behavior is very complex, since most bases contain a large
number of sites that are potential proton donors or acceptors. To complicate things
further the pKaofabasewill shift in thepresenceof a phosphategroupor if theybelong
to oligonucleotides or polynucleotides. In fact the titration itself can lead to confor-
mational changes, and very large shifts of the pKa are often observed [17]. This
complex behavior can be also seen in the stability of the double helixwith variations of
the pH (see Section 2.6). Presented in [37] is a collection of experimental values, and
respective references, on the pKa’s of several nucleic acid components, such as
nitrogenated bases, nucleosides, linear nucleotides, and oligonucleotides. In this work
data analysis methods were used to make predictions of pKa values for the different
components and the values obtained gave a satisfactory prediction of the experimen-
tally measured values.

2.5.2 Flexibility of Nucleic Acids

Thepersistence length of dsDNA is commonly said to be 50 nm.However, a close look
will reveal that the literature data are not consistent; the experimental values for DNA
rigidity in fact depend on themethod andmodel chosen to evaluate them. It is therefore
safer to describe an interval in the range of 30 to 50 nm. This problem is described in
detail in Chapter 1 of this volume.

BEHAVIOR OF DNA IN SOLUTION 51



In the case of ssDNAmolecules the problem is naturally the same. Values between
0.75 and8.5 nmhavebeenpresented in the literaturedependingon the ionic strengthof
the solutionaswell as the techniqueused for the evaluation [38–41].There is, however,
no doubt that double-stranded molecules are much more rigid than the corresponding
single-stranded ones. This is even believed to have some importance in the interaction
between DNA and co-solutes [42].

The size of nucleic acid strands varies enormously. Whereas DNA molecules of a
few kilo base pairs (kbp) can be seen as coils in solution, DNA and double-stranded
RNA molecules of only a few hundred base pairs (a couple of persistence length
values) are better treated as stiff rods. This naturally has consequences for the
interactions between DNA and co-solutes, for example, as is evident in the structure
of the formed complexes (see Chapter 4 of this volume).

Another point to consider is that for short DNA molecules the more hydrophobic
end of the molecule appears to havemore importance. It has been suggested that short
DNA molecules adsorb onto hydrophobic surfaces by adsorption of the ends [43].

Single-stranded DNA, besides more flexible, is also much more hydrophobic, and
this again has consequenceswhen considering the interaction ofDNAwith co-solutes.
Larger RNA molecules can add even more complexity to the systems due to the
complicated tertiary structure that most present.

The fact that DNA, besides being a highly charged polyelectrolyte, is also an
amphiphilicmolecule is very often disregarded. This can naturally have consequences
on the binding of different co-solutes. Examples of this are fluorescent probes, such as
YOYO, that bind through intercalation, small hydrophobic molecules that can
destabilize the double-helical structure and induce the melting of DNA, and the
adsorption ofDNAonto hydrophobic surfaces [43,44].Another characteristic that can
brings some complexity to the study of the interactions between dsDNA and other
species is that DNA is constituted by two strands that are basically held together by a
delicate balance of hydrophobic and stacking attractions and electrostatic repulsions.

2.6 MELTING OF DOUBLE-STRANDED DNA

As mentioned above, the DNA molecules in their native state adopt the B conforma-
tion. Certain changes in the solution conditions can nevertheless lead to a loss of the
secondary structure, that is, to the melting or denaturation of the DNA molecules.
DNAmelting is themechanismof separating the twostrandsofadsDNAmolecule into
two single strands. The denaturation of the nucleic acids destroys in part the close
interaction between the stacked bases, which leads to an increase in the absorption
called the hyperchromic effect. It is therefore very easy to follow the transition from
double-stranded (dsDNA) to single-stranded DNA (ssDNA) by monitoring the
absorption of UV light. The transition is thermally induced and the temperature at
the midpoint of the transition is called the melting temperature, Tm [45].

Themelting temperature is sensitive to the environment of the DNA chains such as
ionic strength, pH, and DNA concentration—all phenomena that can change the
characteristics of the solvent—aswell as to some characteristics of DNA itself such as
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the strand length, composition, and base sequence. We will briefly go through these
different points.

2.6.1 Effect of Base Composition

DNA molecules with higher amounts of G–C base pairs present higher melting
temperatures for the same concentration of salt. Melting temperature data have in fact
been used as measure of the DNA base composition. The change in the melting
temperature with the base composition is due to the fact that the G–C base pair has
three hydrogen bonds, requiring more energy to dissociate than an A–T bp with only
two hydrogen bonds. Both theoretical predictions [17] and experimental results
[46,47] point to the following linear relation between the Tm (in �C) and the G–C
content (in mole fraction):

Tm ¼ 69:3þ 41ðG--CÞ: ð2:1Þ

Furthermore it was also shown that the nucleic acid molecules with the same base
composition but a different sequence have different helix–coil transitions [46,48].

2.6.2 Effect of Ionic Strength

Monitoring ionic strength is probably the most used way of controlling the stability of
the DNA molecules in solution. The melting temperature increases with the ionic
strength of the solution [45]. Experiments have shown that the Tm has a linear
dependence with the logarithm of the concentration of salt [49], and that the slope
is basically independent on the base composition. Itwas therefore possible to fit awide
variety of experimental data, and using (2.1) derived byMarmur and Doty [47], to the
following relation:

Tm ¼ 16:6 logCs þ 41ðG--CÞþ 81:5; ð2:2Þ

whereCs is the total salt concentration (inM) and (G–C) is themole fraction ofG–C in
the DNA [49]. The dependence of the Tm on the salt concentration is related to the fact
that a simple electrolyte can stabilize the double helix by screening the electrostatic
repulsions between the phosphate groups. Thus dsDNA molecules are more stable
when the concentration ofmonovalent salt is increased. It should be noted that for high
concentrations of salt, in the order of a few M, there is a deviation from the linear
behavior. So it can happen that the melting temperature decreases with the increase of
the ionic strength [49].

2.6.3 Effect of pH

Unlike ionic strength, or other parameters that have only a little effect on the single-
strand local structure, variations of pH can have substantial effects on single strands.
Themelting temperature ofDNAisnonmonotonic inbehaviorwith increases in thepH
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[50,51]. This is due to the protonation and deprotonation of the bases under acidic and
alkaline conditions [51]. At pH below 4.5 some of the bases (G, C, and A) become
protonated, which destabilizes the double helix and lowers the melting temperature.
Goodagreementwasobtainedbetweenexperimental data and theorybyLandoandco-
workers [51]. In alkaline conditions, some of the bases (U, T, and G) will become
deprotonated, which again hinders the formation of the double helix and lowers theTm
[17].

The dependence of Tm on the pH of polynucleotide duplexes is, like DNA strands,
nonmonotonic. However, for low pH the protonation process can be more compli-
cated, since both polyA and polyC can form double-stranded protonated helical
structures. In the acidic form of polyC, for example, each C–C base pair shares
a proton. Therefore a further decrease of pH will destabilize the double-strand
conformation and convert it into two fully protonated single-stranded polyC
[52,53]. If this is correct the electrostatic attractions between the protonated groups
and the phosphates, should stabilize the double-helix. Indeed it has been observed that
the melting temperature of both the acid form of polyC and polyA increase with the
decrease of the ionic strength [54].

2.6.4 Dependence on DNA Chain Length

The dependence of the melting temperature on the chain length has been studied for a
homologous series of oligonucleotide duplexes of the kind AnUn�AnUn. It was
observed that the melting temperature of the duplex increased with the length of the
chain up to a certain chain length, so that the results fit the equation

1

Tm
¼ Aþ B

N
; ð2:3Þ

whereN stands for the number of base pairs, andA andB are constants having different
values, depending on the experimental conditions [55]. However, few experimental
studies have been performed that look specifically at this problem. The main reason
is that it is difficult to control the base-pair composition and sequences of large
molecules [56].

2.6.5 Dependence on DNA Concentration

Already in 1960 the denaturation of DNA for solutions of low ionic strengths was
reported below what was called the critical concentration of DNA [57]. A few years
later the dependence of themelting temperature on strand concentrationwas observed
by Martin and co-workers when studying systematically oligonucleotide complexes
[55].The reason for thiswasnot clear then.More recentlyKorolevand co-authors have
shown a linear dependence of the Tm on the logarithm of DNA concentration for
different DNA salts [58]. This behavior was interpreted in terms of counterion
condensation theory. Recent Monte Carlo simulations have tested the melting of a
very simple DNA model, and it was observed that the counterions are more closely
“bound” to the DNA chains in more concentrated regimes [59].
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CHAPTER 3

Single DNA Molecules: Compaction
and Decompaction

ANATOLY A. ZINCHENKO, OLGA A. PYSHKINA, ANDREY V. LEZOV,
VLADIMIR G. SERGEYEV, and KENICHI YOSHIKAWA

3.1 INTRODUCTION

In living cells, double-stranded DNA chains usually exist in a condensed state. In
aqueous solutionwithout condensation agents, DNA chains exhibit a highly elongated
coiled conformation because water is a good solvent for DNA. The transition between
elongated and compacted conformations in a long polymer chain, not only DNA but
also other natural and synthetic polymers in general, has been a long-standing problem
in polymer science. In aqueous solutions condensation is caused bymultivalent cations
such as naturally occurring polyamines, by inorganic cations such as Co(NH3)

3+
6,

and by inorganic metal cations, cationic polypeptides, histone proteins, and cationic
surfactants. Moreover even neutral polymers, such as polyethylene glycol, at high
concentrations and in thepresenceof salt canprovokeDNA to transform into a compact
structurewith distinctmorphology accompanied by apparent change in optical rotation
property. During the past decade it has been confirmed that individual DNAmolecules
undergo a first-order transition between an elongated coil state and a compacted
globular conformation with the addition of condensing agents.

Extensive experimental and theoretical studies have been performed to clarify
the mechanism of the compaction and condensation of DNA macromolecules.
Atomic force, fluorescence, and electron microscopies as well as light scattering,
viscosimetry, and electric birefringence were used as methods for study of confor-
mation and sizes of DNA molecules in coiled and compact states. Theoretical
investigations have also been performed to study the semiflexible nature of DNA
molecules for sizes above several tens kilobase pairs (kbp). An objective has
also been to learn more about the compaction of DNA and to understand the
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physicochemical origin of the “attraction” between negatively charged segments. In
the next section we explain the studies dedicated to the compaction of DNA by
surfactants, multivalent cations and polymers, as well as decompaction, at the
single-DNA molecule level.

3.2 CONDENSATION AND COMPACTION OF DNA BY SURFACTANTS

3.2.1 Linear DNA Condensation/Compaction by Positively Charged
Surfactants

The compaction and packing of DNA in cells has a fundamental biological function.
From gene therapy studies of nonviral chemical vectors, the compaction of DNA,
which is accompanied by a reduction of its charge, is believed to facilitate the uptakeof
nucleic acids through the cellular membrane. However, investigations of DNA–
membrane interactions are hindered by the intrinsically difficult feat of isolating a
labile and intricate in vivo complex. Therefore, to assess the potential contribution of
thevarious factors deemed to influencenucleic acid packaging processes, experiments
have been designed to induce in vitro DNA condensation by membrane-like systems
such as cationic surfactants. It has been shown that interaction between cationic
surfactants and DNAmolecules leads to the formation of DNA-surfactant complexes,
where by the surfactant molecules bind to DNA chains through Coulomb attractive
interaction, and the hydrophobic moieties of the surfactant molecules stabilize the
complexes through hydrophobic interactions [1–3].

The first visualization of individual DNA compaction was obtained for DNA—
cetyltrimethylammonium bromide (CTAB)—flexible polyelectrolyte (polypeptides
or single-stranded RNA) systems by electron microscopy [4]. Electron microscopy
studies revealed a reproducible formation of aggregates whose morphology is
dependent on the size of the DNA molecules. For long DNA molecules (4000–
9500 bp), aggregates characterized by a thick filamentous structure of approximately
30 nm were observed. In the case of shorter DNA molecules (100–1000 bp) the
aggregates observed were less well defined. The overall size of the aggregates was
found to depend solely on the CTAB concentration. However, the particle sizes were
found to increase as the surfactant concentrationwas increased. Similarmorphology in
the aggregates was obtained in the absence of the anionic polyelectrolytes, indicating
that the observed structures represent a DNA-surfactant complex whose gross
morphology is not affected by the anionic polymer.

The next advancement in our understanding of individualDNAmolecules came by
means of fluorescence microscopy, which unveiled the characteristics of compaction
and decompaction of DNAmolecules [5,6]. It was found that with the addition of the
cationic surfactant CTAB, single DNA molecules made large discrete transitions
between the elongated coil state and the compacted globule state. It was found
that depending on surfactant concentration, three distinct DNA conformation states
(coil, coexistence between coil and globule, and globule) appeared in the solution
(Figure 3.1).
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At concentrations of CTAB lower than 9.4� 10�6M, all DNAmolecules appeared
in the extended coil state; at CTAB concentrations higher than 2.0� 10�5M, all DNA
molecules became compacted to form the globule state. In the region between these
two critical concentrations, the coil and globule states would coexist in the solution.
This was also definite evidence that the individual DNA globules are formed from
single DNA molecules.

Next came answers to the question about the conformation of the DNA–cationic
surfactant complex in mixed solvents, including water–alcohol mixtures [7]. The
DNA–CTAB complexwas found to exhibit a re-entrant transition, collapsed globule–
elongated coil–collapsed globule, with the increase of the alcohol concentration in
water. The existence of a DNA coil state at the intermediate concentration of alcohol
suggested this environment to be a good solvent for the DNA chains. Because the

Figure 3.1 Fluorescence images of T4 DNA molecules moving freely in the bulk buffer
solution under increasing concentrations of CTAB (1.9, 9.4, and 160mM, respectively, for a,
b, and c) and light intensity distribution on the corresponding photographs. (Reproduced
from [6] with permission from American Chemical Society)
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globule state occurred at both lowand high alcohol concentrations, this was indication
of poor solvent conditions for the complex. Remarkably, the globule generated at a
high alcohol concentration turned out to be quite soluble; this solvent turned out to be
good for the complex with respect to solvability but bad with respect to polymer
conformation. This unique property of theDNAcomplex can be attributed to the effect
ofmicelle formation,whereby surfactantmolecules cover the entire globule and lower
the surface energy of the DNA’s collapsed state. Thus it was shown that individual
DNA compaction–decompaction can be controlled by changing the medium’s
polarity.

A successive study considered the conformation of DNA–cationic surfactant
complexes in low-polar organic solvents [8]. DNA–surfactant complexes can be
dissolved in chloroform, which preserves their double helical conformation. Atomic
force microscopy (AFM) showed the DNA–surfactant complex to have a toroidal
shape when deposited onto a freshly cleaved mica surface in a dilute chloroform
solution (Figure 3.2).

The estimated average size was found to correspond approximately to one
complexed DNA molecule per one toroid. Particles of 25 to 70 nm in diameter and
2 to 4 nm high were observed at the lowest concentration of the DNA–surfactant
solution on themica substrate [9]. The solution behavior of the complexeswas studied
by means of isothermal diffusion, sedimentation, viscometry, and electric birefrin-
gence techniques. It was shown that species of the complex in their dilute solutions in

Figure 3.2 AFM images of DNA-DODA (dioctadecylammonium chloride) complex species
deposited onto a freshly cleaved mica surface. (Reproduced from [8] with permission from
American Chemical Society)
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chloroform are individual complexed macromolecules retaining the double-stranded
secondary structure but strongly compacted.

DNA compaction by surfactant cations may be explained by way of the following
assumptions: The free energyFof theDNA,which is represented as aworm-like chain
polyelectrolyte, is written as

F ¼ Fel þFelec þFint; ð3:1Þ
where Fel is the free energy of elastic deformation of the DNA chain, Felec is the free
energy of electrostatic interactions between charged phosphate groups, and Fint
describes the interaction between DNA and the solvent as well as hydrophobic
attraction between moieties of surfactant ions. The minimum of free energy Fel
corresponds to the elongated coiled state of DNA molecule under equilibrium in the
water solution. Interaction between DNA and cationic surfactant leads to the forma-
tion of the complex and the neutralization of the DNA–phosphate groups’ charge.
Thus, in the collapsed state, Felec makes minimal contribution to the free energy of
DNA. It is to be noted that, even just before the compaction, the DNA–phosphate
charge is neutralized by approximately 89% to 90% [10]. Upon compaction, the
charge on DNA disappears abruptly.

3.2.2 Compaction of Plasmid DNA with Surfactants

Cationic lipids are being widely used for cell transfection in vivo. The DNA/lipid
complexes, however, tend to aggregate into large and polydisperse particle mixtures
(these phenomena will be discussed in detail in the next part of this chapter), which
hampers their use in vivo. Cationic detergents, on the contrary, do not mediate cell
transfection per se, yet they are capable of condensing individual DNAmolecules into
discrete entities. The interesting features of both types of amphiphiles are described in
[11] as a two-step formation of stable core particles, which is similar to that of viruses.
Individual anionic plasmid molecules are cooperatively collapsed into a carefully
tailored cationic cystein-based detergent. The resulting 23-nm particles are then
simply “frozen” by a spontaneous aerobic dimerization of the cystein detergent into a
cystein lipid on the template DNA. The population of spherical particles is monodis-
perse and stable over days under appropriate physiological conditions.

A series of novel cationic detergents that contain cleavable hydrophilic iso-
thiuronium head groups have also been synthesized and studied in a controlled
assembly of plasmid DNA, consisting of small stable particles with a high DNA
concentration. Among the small round particles with diameters of 20 to 40 nm and
larger particleswith diameters of 100 to 200 nm, the aggregates of the smaller particles
were observed [12].

The size of condensed DNA particles is a key for in vivo diffusive migration and
gene delivery to cells [13]. Plasmid DNA can be individually compacted without
aggregation by cationic thiol detergents into nanometric particles that are stabilized by
the oxidative conversion of the detergent into a gemini (dimeric) lipid. To reach the
othergoal, genedelivery, a series of cationic thiol detergentswithvarious chain lengths
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(C12–C16) and head groups (ornithine or spermine) were prepared using a versatile
polymer-supported synthetic strategy. The formation and stability of the complexes
formedwith the plasmidDNA, aswell as the size, thex-potential, themorphology, and
the transfection efficiency of the particles were investigated. A tetradecane/ornithine
detergent was used to convert the solution of 5.5 kpb plasmid DNA molecules into a
homogeneous population of 35-nm particles.

In vivo, DNA is always found in a supercoiled state characterized by a linking
number per length of the DNA chain, which is very important in the controlling the
efficiency of the in vivo translation reaction. The equilibrium shapes possible for the
DNAmolecule are found to correspond to Kirchhoff’s theory of the linear elastic rod
[14,15].Three equilibriumshapes turn out to bepossible. If the stresses are sufficiently
small, a section of double helix may remain straight. If the straight shape is not
possible, then the double helical sections of the idealized molecule deform into a
superhelix, which is a first-order supercoil. Deformation into a superhelix requires
very precise conditions for the imposed loads and is thereby unlikely to occur in
practice. It has been established that the toroidal superhelix is one of the possible
shapes for a covalently closed ring of DNA.

3.2.3 Non-ionic Surfactants

In the previous sections the compaction of individual DNA molecules by oppositely
charged surfactantswas broadly sketched.As for the interactionofDNAwith similarly
charged anionic surfactants, it is natural to expect such surfactants not to have any
significant effect on the conformational behavior of DNA if the concentration ofDNA
is not veryhigh, or if there is no interaction between the inner part ofDNAdouble helix
and the surfactant molecules. Nevertheless, the non-ionic surfactant appear to have a
unique influence on an individual DNA’s conformation [16]. Through a single-
molecule observation with fluorescence microscopy it was found that DNA macro-
molecules exhibit a discrete coil–globule transition with the increase in the Triton X-
100 concentration. The formation of DNA globules was not detected at relatively low
Triton X-100 concentrations, and even above the CMC. DNA collapse occurred only
in 50% to 90% solutions of Triton X-100. The increase of the osmotic pressure in the
concentrated Triton X-100 solutions is considered to be the driving force for the
compaction of single DNA molecules, which is similar to the mechanism of DNA
compaction by polyethylene glycol (PEG).

3.2.4 Zwitterionic Surfactants

The conformational behavior of linearDNA in the presence of dodecyldimethylamine
oxide (DDAO), an amphiphile that exists either in aneutral or cationic protonated form
depending on the pH of aqueous solution, was more recently examined [17]. In
general, positively chargedDDAOions in thevesicular formbehaveas amore efficient
DNA-condensing agent than those in themicellar form.WhenDNAwas introduced to
vesicular DDAO/1,2-dioleyl-sn-glycero-3-phosphoethanolamine (DOPE) solutions
under acidic conditions, it induced the disintegration of vesicles and the formation of
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multilamellar structures. Under alkaline conditions DNA showed no interaction with
the neutral vesicles but induced their aggregation and flocculation.

3.2.5 Decompaction of DNA–Surfactant Complex

As was mentioned above, the compaction of DNA, together with the reduction of its
charges, is believed to facilitate the uptake of nucleic acids through the cellular
membrane. However, after delivery, DNA must become accessible to the enzymatic
machinery of the cell. In fact there is evidence that the transcriptional or translational
activity of DNA is inhibited when DNA is in the compacted state. It is therefore
important to control not only the compaction but also the decompaction of DNA.

Low molecular weight electrolytes (e.g., NaCl) are very important components of
living cells. Thus itwas important to observe the influence of the lowmolecularweight
electrolyte on the conformational behavior of compacted DNA–surfactant complexes
[18,19]. It was found that on the level of individual molecules the salt-induced
unfolding transition of the globules is largely discrete or a first-order phase transition
for the complexes both with CTAB and D18DAB (dioctadecylammonium bromide).
On the other hand, for the average ensemble of DNA molecules, the transition is
discrete with CTAB but is continuous (sigmoidal) with D18DAB. The discreteness for
the coil–globule transition in the ensemble of DNAmolecules complexedwith CTAB
is attributed to the existence of a phase transition over the whole bulk solution: the
sphere–rod transition in the surfactantmolecules.On the other hand, forD18DABsuch
a phase transition of the micelle structure in the bulk solution seems to be absent.

Mel’nikov et al. [20] made an important contribution to the field in providing
information about the influence of a synthetic analogue of the lipid, double-chain
surfactant on DNA conformation and also information about the influence of neutral
liposomes in a cell membrane model on DNA–surfactant conformation. The interac-
tion between giant DNA and synthetic dialkyl cationic lipid (D18DAB) was studied. It
was further found that individualDNAmolecules undergo amarkeddiscrete transition
between the elongated coil and compact globule states, and there is a very wide region
of coexistence (about two orders of magnitude of the surfactant concentration) for
coiled andglobularDNA. In addition itwas shown that liposomes composed of neutral
phospholipids induce unfolding of DNA compacted by the cationic surfactant.

3.3 DNA CONDENSATION BY CATIONIC LIPOSOMES

About 20 years ago it was established that cationic liposome-mediated transfection
allows efficient delivery of both DNA and RNA into a wide variety of eukaryotic
cells and results in relatively high levels of expression of the exogenous nucleic acids
[21–24]. However, at that time the structural characteristics of the transfection
vehicles, namely the cationic liposome–nucleic acid complexes, were unclear. It was
generally assumed that the cationic vesicles bindDNA (or RNA) at their surfacewhile
maintaining their original size and shape [25–28]. The first study that provides direct
EM observation of the structural characteristics of cationic liposome–nucleic acid
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complexes [29] reported that as liposomes—(DOTMA (N-[1 - [2,3-bis(oleoyloxy)]
propyl] –N, N, N–trimethylammonium chloride) or DOTMA/PE (phosphatidyletha-
nolamin)—are added in increasing amounts to a given concentration of DNA, the
DNA molecules become gradually covered by liposome aggregates (Figure 3.3).

Finally, at a 1 : 1 liposome-to-DNA ratio (in terms of positive to negative charges),
approximately half of theDNAmoleculeswere in a liposome-bound species, andupon
further increase of this ratio, almost all the DNA became covered by liposomes.

Figure 3.3 Electron microscopy of DNA-liposome (PE/DOTMA) complexes. (A–E) Com-
plexes prepared from a constant amount of DNA (3.5 mg/ml) and a gradually increasing amount
of cationic liposomes. Liposome-to-DNA ratios are (A) 0.2, (B) 0.4, (C) 0.6, (D) 1.0, and (E) 1.5.
Note the aggregated (B–D) versus fused (E) complexes. The scale bar represents 0.5 mm.
(Reproduced from [29] with permission from American Chemical Society)
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Interestingly at low liposome-to-DNA ratios (0.2–0.6) the DNA-bound liposomes
have often been observed to exhibit distinct roughly spherical shapes, while at high
ratios (1 and more) the DNA–liposome complexes appeared to be smooth rod-like
structures. On the basis of these observations, the following model for cationic
liposome–DNA complexation was proposed: At low ratios of liposomes to DNA,
positively charged vesicles are adsorbed to the nucleic acids to form aggregates that
gradually surround larger segments on the DNA. As the proportion of liposomes is
increased, the aggregated liposomes along the DNA reach critical concentrations and
charge densities at which membrane fusion and cooperative DNA collapse processes
are initiated. With an additional increase of the liposome concentration, the collapsed
DNA structures become efficiently and completely covered by the lipid bilayers. The
DNA molecules induce aggregation and fusion of the vesicles, and the resulting
positively charged fused lipidbilayers enable cooperativeDNApackaging in amanner
similar to that revealed by cationic polymers and surfactants. The packed phases, in
turn, facilitate and enhance the encapsulation processes of the DNA by the bilayers.

Another paper [30] provides different information about the structure of the
complexes formed between plasmid DNA and preformed cationic liposomes com-
posed of DC-Chol ((3b[N-(N0,N0-dimethylaminoethane)carbamoyl]cholesterol)/
DOPE, obtained by freeze-fracture electron microscopy. Although naked DNA is
not visible by freeze-fracture electron microscopy, this technique is very useful for
studying the interaction betweenDNAand cationic liposomes because the structure of
the DNA is enhanced during the process by the lipid coating, appearing to consist of a
single bilayer tubule. These structures were formed with liposomes composed of DC-
Chol and DOPE after 30 minutes of incubation at DNA/lipid concentrations showing
maximal transfection activity. In appearance the liposome complexes resembled
meatballs, and the additional bilayer-covered DNA tubules resembled spaghetti. The
DNA tubuleswere further observed to be connected to the liposome complexes aswell
as occurring free in the suspension (Figure 3.4). Over time and with higher DNA-to-
liposome ratios, the size of the complexeswill growand theirmembraneswill become
discontinuous, which allows the self-encapsulation of the DNA.

Complexes between the cationic liposomes and the plasmid DNAwere imaged by
cryogenic transmission electron microscopy (cryo-TEM) in [31]. Cationic liposomes
made up by DOPE and various amounts of three different cationic surfactants
(cetyltrimethylammonium chloride, dioleylphosphatidylethanolamine, and diocta-
decyldimethylammonium bromide) were analyzed. The cryo-TEM analysis showed
that an excess of lipid in terms of charge results in the entrapment of the DNA
molecules between the lamellas in clusters of aggregated multilamellar lipid struc-
tures.With increasing amounts of DNA, free or loosely bound plasmids were found in
the vicinity of the complexes.

Although electron microscopy is a powerful tool for observing the morphology of
compacted forms of DNA, it is still unclear whether such morphological features
accuratelyreflectthestructuresinsolutionbasedonthemethodsusedtopreparesamples
forelectronmicroscopy.Withfluorescentmicroscopyit ispossibletomakeobservations
of conformational behavior of individual DNAmolecules directly in the bulk solution.
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Several very important experimental phenomena concerning the interaction between
DNA and lipids in the solution were first discussed in [32]: (1) that individual DNA
molecules can be compacted by means of lipospermine, (2) that the compaction
products (i.e., DNA–lipospermine complexes), have nucleosome-like structures, (3)
that the nucleosome-like DNA-lipospermine complex is composed of an aggregated
core of DOGS (dioctadecylamidoglycylspermine) wrapped by DNA strands, and (4)
that individual DNA/lipospermine complexes tend to associatewith each other to form
a network structure.

Clear interpretation about the DNA conformational changes upon interaction
with liposomes is provided in [33], and these changes are shown to differ drastically
from those found in the previous study. Examination by cryo-TEM demonstrated
that the DNA–liposome complexes have another characteristic structure: the DNA
is located on the interior of the invaginated liposomes between the two lipid bilayers.
The DNAmolecules appeared to adsorb onto the invaginated and tubular liposomes

Figure 3.4 Interaction of negatively charged DNA with the cationic DC-Chol containing
liposomes, and the formation of liposome–DNA aggregates without spaghetti-like structures,
occurring at short incubation times and low DNA-to-lipid ratios. The spaghetti–meatball com-
plexes or assemblies and spaghetti-like structures are connected with the semi-fused liposomes.
They occur “free” in suspension at longer incubation times and higher DNA-to-lipid ratios.
(Reproduced from [30]with permission fromFederation of the EuropeanBiochemical Societies)
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via electrostatic interactions. Attraction of a second liposome to this complex
resulted in further charge neutralization. Expanding electrostatic interactions with
the DNA caused inversion of the larger liposome and total engulfment of the DNA.
Condensation of the internalized DNA–lipid sandwich expanded the space between
the bilayers and appeared to induce membrane fusion, which generated apparently
closed structures. Figure 3.5 gives a schematic representation of the assumed
processes.

A combined in situ optical microscopy and X-ray diffraction (XRD) study of
cationic liposome–DNA complexes was also carried out [34]. It was found that on
semi-macroscopic length scales, the addition of linear l-phage or circular plasmid
DNA to binary mixtures of cationic liposomes (either DOPC (dioleylphosphatidyl-
choline) orDOPEwith dioleoyloxypropyl-trimethylammoniummethyl propane (DO-
TAP) induces a topological transition from liposomes into collapsed condensates in
the formof theopticallybirefringent liquid–crystalline condensedglobules around in
size 1 mm. X-ray diffraction of the globules revealed a novel multilamellar structure
with alternating lipid bilayer and DNA monolayers.

Another example of DNA condensation by cationic liposomes (DODAB—
dioctadecyldiammonium chloride with Chol) can be found in [35]. It was
shown that DNA–lipid complexes contain condensed DNA. The particles were
smaller than 0.5 mm in size. The complexes were heterogeneous with the respect to
size and shape and were characterized by a short-range lamellar symmetry. It was

Figure 3.5 Proposed model showing cross sections of the DOTAP-Chol liposomes interact-
ing with supercoiled plasmid DNA. X indicates the fusion of lipid bilayers. The enlarged area
shows the hypothesized arrangement of DNA condensed between two 4-nm bilayers of
DOTAP:Chol. (Reproduced from [33] with permission from Reprinted by permission from
Macmillan Publishers Ltd.)
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suggested that DNA is adsorbed between the cationic bilayers as a single layer of
parallel helices. The authors concluded that the self-assembled bilayer of univalent
cationic lipids interacts as a polyvalent entity and condenses the DNA as a typical
multivalent cation.

Another study that is devoted to consideration of the DNA–liposome (or DNA–
lipid) complexes conformation is [36] (Figure 3.6). Plasmid DNA complexes with
lipopolyamine (RPR120535) micelles with a mean diameter of 5 nm were found to
have three domains depending on lipopolyamine–plasmid ratio. These domains
correspond to negatively, neutral, and positively charged complexes. TEM and X-
ray scatteringexperiments on complexesoriginating from these threedomains showed
that although their morphology depends on lipopolyamine–plasmid DNA ratio, their
particle structure consists of ordered domains characterizedby an evenspacing of 80A

�

regardless of the ratio of lipid to DNA. The most active lipopolyamine–
DNA complexes for gene transfer were positively charged and were characterized
by fully condensed DNA inside spherical particles (50 nm) sandwiched between
lipid bilayers.

DNA compaction by liposomes from DOPC/DOTAP occur on three time scales:
first, rapid condensation that yields globular complexation; next, slower colloidal
aggregation of the globules, and last, a long period of scale reorganization or
compaction of the diffusion-aggregated complexes [37] (Figure 3.7).

Figure 3.6 Schematic representation of the RPR120535-DNA complexes resulting from the
association of cationic micelles and supercoiled DNA, as a function of the RPR120535-DNA
ratio. A, B, and C represent negatively, neutrally, and positively charged complexes, respec-
tively. The number of cationic lipid molecules per micelle is arbitrary. (Reproduced from [36]
with permission from National Academy of Sciences of USA)
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Opticalmicroscopyand synchrotronX-ray diffraction located twodiscrete regimes
for the complex size and surface charge as a function of the lipid-to-DNAmass ratio.
These regimes coexist with complexes of either excess DNAor excess liposomes, and
are characterized by the negative or positive surface potential of the complexes,
respectively.

Figure 3.7 (a) High-resolution DIC (optical differential interference contrast) images of
DNA-lipid complexes (forming distinct condensed globules) observed 30 minutes after
mixing DNA with sonicated DOPE/DOTAP (1 : 1) liposomes (0.1mg/ml). In mixtures of
different lipid-to-DNA mass ratios (L/D) the following complexes are found: L/D¼ 50,
small and positively charged isolated globules; L/D¼ 10, strings of positively charged
aggregated globules; L/D¼ 5, flocculation of DNA-lipid globules due to charge neutrality;
L/D¼ 2, small and negatively charged isolated globules. (b) Average size of the lipid–DNA
complexes as a function of the lipid-to-DNA ratio L/Dmeasured by dynamic light scattering.
(c) The zeta potential of the complexes shows sign reversal at about the stoichiometric L/D
ratio for charge neutrality. (d) Examples of the size distribution as measured by dynamic
light scattering. (Reproduced from [37] with permission from National Academy of Sciences
of USA)
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So far there have been small number of studies on the dynamic behavior of single
DNA molecules in an aqueous solution containing liposomes. The authors of [38]
have shown by the fluorescence microscopy technique that the interaction between
DNA and oppositely charged mixed liposomes DODAB/DOPE and DOTAP/DOPE
starts at very low liposome concentrations and induces a discrete coil–globule
transition in individual DNA molecules. The DNA size distribution was bimodal;
that is, it was disproportionate between the extended coil and the compact globules
in a wide range of liposome concentrations. The critical concentration of the
cationic lipid needed for the complete compaction of the single DNA molecules
depended on the composition of the charged DODAB/DOPE and DOTAP/DOPE
liposomes.

The physicochemical properties of DNA complexes and the oppositely charged
mixed liposomes DODAB/DOPE and DOTAP/DOPE, as well as the peculiarities of
the complex formation, were examined in [39]. The mechanism of interaction
and the effect of the liposome composition on the coil–globule transition in the
individual DNA molecules were studied in extremely diluted DNA solutions by
fluorescence microscopy (Figure 3.8). The microstructures of the formed complexes
were observed by cryo-TEM, and small-angle X-ray scattering (SAXS) was used to
determine the structure of lipid aggregates in the complexes.

The cryo-TEMobservations of theDNAcomplexeswithmixed liposomes revealed
that the lamellar packingof the lipidmoleculeswas typical for complexes formed from
the cationic lipid-enriched mixtures, while inverted hexagonal arrays were found for
the neutral lipid-enriched complexes.

Three distinct types of the complexes that can be formed in themixture ofDNAand
cationic vesicles comprising charged lipid DC-Chol and DMPC (1,2-dimiristoyl-sn-
glycero-3-phospholine) as a zwitterionic helper lipid are described in [40]: (1) DNA-
coated, and fused DNA-coated, unilamellar vesicles; (2) clusters of DNA-coated
vesicles in which the vesicles are deformed and flattened in the contact regions; and
(3) highly compact multilamellar complexes that consist of a stack of tightly
associated, alternating sheets of DNA and lipid bilayers, often built around a single
central vesicle (Figure 3.9).

The relativeDNA–cationic lipid ratio and the absolute amount of these components
in the sample appear to determine the resulting morphology.

A distinct concentric ring-like pattern with striated shells was observed in [41].
These spherical multilamellar particles have a mean diameter of 254 nm with
repetitive spacing of 7.5 nm and striation of 5.3 nm width. Use of SAXS revealed
repetitive ordering of 6.9 nm, with a lamellar structure composed of at least 12 layers.
This concentric and lamellar structure with different packing regimes was also
observed by cryo-TEM for a linear double-stranded DNA, a single-stranded DNA,
and oligodeoxynucleotides. DNA chains could be visualized in DNA–lipid com-
plexes. Such specific supramolecular organization is due to the thermodynamic forces
that cause the compaction to occur through the concentric winding of DNA in the
liquid crystalline phase. A cryo-TEM examination of T4 phage DNA packed both in
T4 capsids and in lipid particles showed similar patterns. The SAXS images suggested
a hexagonal phase in DNA–lipid complex, and that both lamellar and hexagonal
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phases may coexist in the same sample, with the transition between the phases
depending on the equilibrium in type and length of DNA used. These results led the
authors to propose a three-dimensionalmodel inwhichDNAforms a superhelixwith a
pitch of around 3.4 nm that is adsorbed onto lipid bilayers at a width of 5.3 nm. This
model is based on the hypothesis that DNA is compact in DNA–lipid complexes
assuming a superhelical conformation within such molecular constraints.

DNA compaction was sometimes observed during the development of new
vectors for the delivery of DNA into cells. For example, pyridinium amphiphiles
with two symmetric alkyl chains (SAINT) are highly efficient vectors for the
delivery of DNA into cells. The effects of the shape and structure of the pyridinium
molecules on the stability of the bilayers formed from a given SAINTand DOPE and

Figure 3.8 Condensation of DNA in the presence of lipid mixtures, as visualized by
fluorescence microscopy (left) and cryo-TEM (right). (A) Coexistence of the condensed and
unfolded DNA in the DODAB-DOPE (1 : 1 molar ratio) liposome solution; the DNA–cationic
lipid molar ratio is equal to 15 : 1. (B) Coexistence of condensed DNAs and liposomes in
the presence of excess of mixed liposomes at DNA–cationic lipid molar ratio 1 : 10;
the composition of the lipid mixture DOTAP-DOPE is the 1 : 4 molar ratio. The fluorescence
microscopy photographs area is 10� 10micrometers. The scale bar on the cryo-TEM images is
80mm. (Reproduced from [39] with permission from Federation of the European Biochemical
Societies)
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on the polymorphism of SAINT/DOPE-DNA complexes were studied in [42].
Depending on the chemical composition of the SAINTmolecule, two basic structures
were observed. DNA-SAINT complexes containing the SAINT molecule with two
positive charges led to the formation of distinct globules showing condensed multi-
layers with diameters of about 500 nm. In contrast, the SAINT molecule with
one positive charge contained complexes with aggregates that did not display a
multilayered structure, and after several hours the clustered complexes reached
diameters up to 1 mm.

3.4 DNA COMPACTION AND DECOMPACTION BY MULTIVALENT
CATIONS

The interaction of DNAwith such multivalent cations as trivalent polyamine spermi-
dine or tetravalent polyamine spermine leads to the compaction of single DNA chains

Figure 3.9 Proposed mechanism for the reorganization of lipid bilayers in the presence of
DNA. DNA (gray) spins around a unilamellar vesicle (black), covering it with DNA (A). Two
vesicles, of which at least one is partly coated with DNA, adsorb to each other (B). Fusion
occurs if destabilization, due to adsorbedDNA, leads to the formation of a pore (C) . The vesicle
subsequently minimizes its membrane energy by adopting a near-spherical shape (D) . It then
can participate in further fusion or, alternatively, in the formation of multilamellar structures:
starting from stageB,multilamellar structures form if onevesicle ruptures after deformation (E)
. Such avesicle then rolls its bilayer over the host vesicle (F) , forming one adsorbed bilayerwith
an open edge (G) . By the same mechanism, further layers adsorb. (Reproduced from [40] with
permission from Biophysical Society)
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[43]. The DNA compaction is observed as a discrete all-or-none type of transition at
the single DNA chain level and as a continuous transition at the level of the DNA
molecular ensemble [44]. The compaction of DNA by multications occurs at con-
centrations of multications significantly higher than stoichiometry, and with the
increase of the valency of multication, its concentration for DNA compaction
decreases by about one order of magnitude [44]. With the increase in the charge of
multication, the DNA compaction mechanism changes from all-or-none to progres-
sive. DNA compaction by poly-l-lysine oligomers was studied, and it was shown that
the all-or-none characterstic of DNA compaction disappears and becomes a continu-
ous starting form of oligomer containing about 9 lysine units in the molecule [45]. In
the case where the electrostatic character of DNA-multication interaction is energeti-
cally favorable, the minimum charge on the compaction agent turns out to beþ2 [46]
(it was predicted to beþ3). The efficiency of the DNA compaction agent depends on
the distance between the charges in multivalent cations, and it increases when
geometrical fit between the DNA and the multications charges is the best [47].
Specific interactions are important, for example, the chirality of interacting multi-
cation has a significant effect on the DNA compaction potential [48].

DNA compaction proceeds through a kinetic stage — formation of the nucleation
center and its growth toward the globule size (Figures 3.10 and 3.11) [49].

Upon compaction, DNA chain is generally organized into toroids or rods of about
100 nm [50]; the DNA becomes packed in a very ordered way, thereby forming a
hexagonal lattice [51]. The toroidal morphology can turn into a spherical morphology
when the contribution of specific interaction is increased, for example, in the case of
chiral multications [52].

Under some specific conditions the coexistence of unfolded and compact DNA
conformations occurs at the level of single DNA chain and is called “intrachain
segregation” [53]. Figure 3.12 shows two different scenarios of DNA compaction: the
classical all-or-none transition and the compaction of DNA into intermediates with
intrachain segregation.Thenumberof segregatedcenters along theDNAchaindepends
on the chemical structure of the multication, and with increasing multication concen-
tration there evolve a maximum of segregation centers at intermediate concentrations
[54]. The phenomenon of interchain segregation remains to be better clarified.

The compaction of DNA bymultications is a reversible process, and the unfolding
of the compact DNA chains can be achieved by various means, including by the
addition of monovalent cations (NaCl), temperature decrease [55], pH lowering
[56], addition of nucleotides [57], and simple dilution [49]. In contrast to compaction,
the decompaction of DNA compacted by multivalent cations is a highly
accelerated and abrupt process where structures with a nucleation center are not
observed (Figures 3.10 and 3.11) [49]. The elastic properties of compact DNA by
spermidine were studied by the dual-trap optical tweezers technique [58,59], which
confirmed the abrupt nature of unfolding of collapsed DNA. It was shown that in
the unfolding process from compact DNA by the a addition of a monocation, the
chemical composition of the monocation plays an important role; in the case in point,
the concentration of Naþ ions that work to unfold DNA was twice as low as the
concentration of Kþ ions [60].
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Recently it was found that under stationary irradiation by a focused IR laser beam
(wavelength l¼ 1064 nm), the singleDNAmolecule undergoes a repetitive change in
conformation between an elongated coil and folded compact states [61]. Because
DNA is compacted into a very tight condensate, similar to DNA packaging in viruses,

Figure 3.10 Dynamic process of transition of single T4 DNA molecule. The color indicates
the intensity of the fluorescence, corresponding to the spatial density of the segments in a single
DNA. (Left) Transition from elongated coil to compacted globule. The kinetic process is
characterized as “nucleation and growth.” The time interval is 2 seconds. (Right) Transition
fromglobule into coil. The time interval is 3 seconds, except for the period, 20 seconds, between
d0 and e0. The image size is 10� 10mm. (Reproduced from [49]with permission fromAmerican
Chemical Society.) (See color plate.)
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accessibility of DNA for such biological functions as transcription is inhibited in an
abrupt and complete way upon compaction [62].

3.5 DNA COMPACTION BY POLYCATIONS

DNA compaction by polymers includes two general cases: DNA interaction with
oppositely charged polyelectrolytes and DNA interaction with neutral polymers. The
former interaction leads to the formation of interpolyelectrolyte complexes (IPECs)
[63], and the latter case corresponds to theDNAcompaction in a crowdedenvironment
(which is discussed in a later section of chapter). Polyelectrolytes can be classified
according to the chemical structure of polyelectrolyte chain: linear, branched, or

Figure 3.11 (a) Time course of the transition from coil to globule, showing the increase in the
brightest spot at the nucleus and the decrease in the apparent contour length, L, of the chain.
After absorbance of the coil on one side into the globular portion, the remaining part of the coil is
pulled into the globule at a relatively high speed (t� 6–7 s), corresponding to the process
between d and e in Figure 3.10. (b) Time course of the transition from globule to coil, showing a
decrease in brightest intensity at the globule spot and an increase in the length of the long axis l.
This observation was carried out under a concentration gradient in an aqueous PEG solution
between glass plates. The curve for the time-dependent change in l gives the relationship l� t1.8,
where the exponent is obtained from least-squares fitting. (Reproduced from [49] with
permission from American Institute of Physics)
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pseudospherical (dendrimers), and in addition, polyelectrolytes can be deposited on a
template to form a polycation of the surface templates with a certain geometry.

Polycations (oligo- and polyelectrolytes) can induce an extremely effective,
usually stoichiometric in terms of charge ratio, DNA compaction into IPECs [64].
The well-known polycations are linear polyelectrolytes as polyarginine [65], polyly-
sine [66], polyethyleneimine [67], polyamidoamines [68], and so on. There are many
other polyelectrolytes with more complexed structures such as branched polycations
[69], block copolymers [70], grafted polymers [71], and so on, that induce effective
DNA compaction.

Bydirect fluorescentmicroscopic observations ofDNAinteractionwith polylysine
and polyarginine, it was shown that DNA is compacted into globules at about the
equivalent ratios of the polycation positive and negative charges [65]. The compaction
is highly cooperative and observed as a bimodal distribution of DNA sizes at
intermediate (0.1–0.2) ratios of DNA to polyarginine charges.

The interaction of DNA with polyelectrolytes leads to the formation of interpo-
lyelectrolyte complexes and DNA compaction due to neutralization of DNA negative
charges. The interaction ofT4DNAwith linear poly(N-diallyl-N-dimethylammonium
chloride) (PDADMAC) induces compaction of either the native (double-stranded) or
the denatured (single-stranded) DNA by forming PDADMAC-DNA interpolyelec-
trolyte complexes (IPECs) [72]. Partially compacted structures with two collapsed
parts edging a single chain (dumbbells) are observed as intermediates between an
extended coil and a fully collapsed form. The interaction of a single DNAwith the
polycation canproceed selectively through all-or-none compactionor formationof the

Figure 3.12 Schematic diagram of possible pathways in the coil–globule transition. (a) Coil;
(b) globule; (c) coexistence of the coils and globules (i.e. interchain phase segregation); (d)
coexistence of the coil and intrachain phase segregation; (e) coexistence of the globule and
intrachain phase segregation; (f) intrachain segregation realized on all DNAmolecules in DNA
ensemble.
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intrachain segregation, depending on the salt concentration in solution [73]. At a low
salt content the collapse proceeds via the formation of an intermediate necklace
structure, which is stabilized by Coulomb repulsion between the uncompensated
charges of DNA chains. At a high salt content, when the electrostatic repulsion is
sufficiently screened, the collapse proceeds between the coil and globule states
without any intermediate structures.

The organization of the DNA polymer chain with polycations into compact
condensates is toroidal [74] or globular [75]. It was shown that with the increase of
cationicity of a polymer, such as by the substitution of polyvinyl alcohol with the
amino groups, the DNA condensate will demonstrate higher ordering in the form of a
change from the diffuse particles to ordered toroidal structures [76].

Several reports were dedicated to the problem of the co-influence of cationic and
neutral polymers on DNA conformation. The simple addition of a neutral polymer
such as PEG into a solution of DNAwith the cationic polyelectrolyte enhances the
cooperative effect and shortens coexistence region [77]. The same tendency has been
observed for block-copolymers with PEG and poly-l-lysine [78]. The addition of a
polyanion to the DNA compacted by such a copolymer induces the release of DNA in
the coil state. Whereas PEG’s pendant amino groups induce extremely efficient DNA
compaction, the salt dependence of such a compaction is opposite to that of PEG [79].

DNA interaction with branched molecules such as the dendrimers was intensively
studied during the past decade. Dendrimers are synthetic spherical polycations with
sizes from about 1 to 15 nm in diameter. With the increase in generation number, the
diameter of dendrimermolecules become larger andmore dense, changing from a soft
sphere at themiddlegenerations (G4 toG8) to ahard sphere at highgenerations (>G8).

All generations of dendrimers induce DNA compaction [80]. However, the
dynamic behavior of the compact complex species formed by an excess of the
dendrimers of higher generations differs drastically from the lower generations. In
the case of G4 and G5 dendrimers, overcharging of the DNA molecule leads to the
formation of highly soluble swollen globules, while G1 and G2 generations compact
DNA into globules, which stuck to the glass surface with the excess of dendrimers.
Therefore at high dendrimer–DNAratios, the higher generation dendrimers are able to
resolubilize DNA if the number of spherical polycations is significantly larger than
that required for DNA charge neutralization.

Microscopic studies on a single DNA chain complexed with dendrimers G4, G6,
G8, andG10 revealed that themorphology of theDNAcompacted by the dendrimers
strongly depends on the DNA–dendrimers loading ratio and the dendrimers’
generation. Earlier observations [81] show that circular DNA is compacted by
G4 dendrimers into toroidal condensates, plasmid DNA is compacted with G7
dendrimer into toroidal structures and a fraction of irregular aggregates, while
complexes of DNA with large G10 dendrimers were found mainly in form of
aggregates as a lattice-like structures. The observed evolution of DNA condensates’
morphology on the dendrimer generation illustrates the change in the mechanism of
DNA compaction from like-charge attraction, where the low generation dendrimer
molecules take on the role of an environmental parameter, to electrostatically
driven adsorption of the DNA chain on oppositely charged nanospheres. In the
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manifestation of wrapping in the DNA–dendrimer complexation that starts from the
G7 generation of dendrimer [82], the disappearance of toroidal shape of DNA
condensates is attributed to the fact that the DNAwraps the dendrimer molecules.

DNA can be compacted by polycations not only in a bulk solution but also by a
polycationic layer on surfaces or nanotemplates. The chemical interaction of DNA
with such charged substrates is similar to that of IPECs, since the same bonds are
formed between oppositely charged polyelectrolytes. However, some interesting
properties of such complexes and the uniquemorphology of compacted DNA emerge
because the DNA is strongly constrained to the geometry of the charged template.
Numerous observations have demonstrated that DNA is compacted on charged
surfaces from a bulk solution [83–84]. Single-molecule observations show that upon
contact of the DNA solution with a polycationic surface such as an amino-modified
silica surface, the DNA is compacted typically into toroidal condensates [85].

Another interesting systemwhere DNA interacts with a bulk polycation is cationic
hydrogel which is made up of crosslinked polyelectrolyte chains. It was shown that as
with the charged surfaces, the double-stranded DNA is compacted on the surface of
such gel [72]. In contrast, under conditions of DNA denaturation (separation of
strands), when only single-strandedDNAs exist, the DNA penetrated into the gel bulk
but could be reversibly extracted from the gel by dialysis of the salt solution.

Some unknown features ofDNApolycation interactionswere discovered in the use
of nanoscale templates with different geometries, as some additional mechanical
hindrancewere created for electrostatic interaction between the polyelectrolytes [87].
Small nanoparticles (NP) interacting with a single DNA are drawn to the DNA chain
and can form nanowires, as in the case of metallic nanoparticles. The interaction of
DNAwith large nanospheres is very close to that of the DNA chain’s adsorption on
charged surfaces as lipid bilayers.

Cationic nanoparticles bearing a significant positive charge interact with DNA in a
continuous manner and induce gradual compaction. Interaction of DNA with large
nanospheres can be directly followed by fluorescent microscopy as a stepwise
formation of DNA complexes with different number of nanoparticles. As the most
typical example, DNA interaction with positively charged polyelectrolytes adsorbed
on nanoparticles depends on the size and charge of nanoparticle.

In contrast to DNA interaction with linear polycations, the following facts emerge
as a result of geometrical constrains of charges. The interaction of DNA with
polycation is not stoichiometric; it depends on the charge densities of polyion as
well as on the size of cationic template. Such complexes between DNA and the
spherical polycations are overcharged by the DNA. The dependence of the DNA
compaction efficiency of nanoparticles ismaximal at intermediate salt concentrations
(0.1–0.5M). Therefore partial compaction and decompaction DNA can be possible
only by varying the concentration of the monovalent cation in the solution.

Nanostructures formed as a result of DNA interaction with polycation can be
subdivided into three cases: free adsorption of DNA chain on the NP surface that is
similar to charged surfaces (large nanoparticles), single (or a few turns) wrapping of
DNA around a nanoparticle (middle size), and the collection of nanoparticles on the
DNA chain (small nanospheres).
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3.6 COMPACTION OF DNA IN A CROWDED ENVIRONMENT
OF NEUTRAL POLYMER

In solutions of neutral polymers in the presence of high (on the order of molar)
concentrations of monovalent cations, DNA undergoes compaction. This compaction
of DNA is described in terms of a crowding effect and usually referred as polymer and
salt induced (psi, c) condensation [88]. PEG is the most studied representative of
neutral macromolecules that induce collapse of DNA chain by this c-condensation
mechanism [89–91]. According to an established model of c-condensation, thermo-
dynamically unfavorable contact between DNA and PEG decreases the available free
space for unfolded DNA in solution and DNA undergoes a collapse transition at some
critical concentration of PEG.DNAcompaction proceeds by the similar scenariowith
the DNA compaction by multications—namely by all-or-none transition of single-
DNA chains (Figure 3.13).

DNA compaction is more efficient in solutions of longer PEG (at the same
concentration of monomer units of PEG) and at higher concentrations of salt. The
width of the coexistence region of the coil and globule was found to be dependent
on the salt concentration and the degree of polymerization of PEG [89]. Importantly,
the temperature and monovalent salt concentration dependences in DNA compaction

Figure 3.13 Dependencies of DNA long axis on PEG concentration with a different degree of
polymerisation: P¼ 5186 (a); 454 (b). Open circles indicate the coil state, and solid circles
indicate the globule state. (Reproduced from [89] with permission from American Physics
Society)
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caused by multications and by PEG were found to be opposite, indicating a
different mechanism of the DNA collapse [92]. The change of translation entropy
of the monocations has an important role in the PEG-induced DNA compaction. It
has been shown that the DNA is compacted at more than twice the higher the
concentrations of Kþ compared to Naþ in the same solutions of PEG [93]. The
compaction ofDNA in PEGwas observed to be re-entrant: at higher concentrations of
PEG, DNA is unfolded back into coils; in a crowded environment, DNA is compacted
into toroids with different DNA chain ordering depending on certain conditions of
compaction [91].

It has been indicated by Starodobtsev and colleagues that addition of a neutral
polymer such as poly(2-vinylpyrrolidone; PVP) induces the formation of microse-
gregated structures on longDNAchains; on these structures the unfolded and compact
parts of DNA coexist in the same molecule [94,95]. It was demonstrated that the
possibility of formation of such multisegregated structures along the single-DNA
chain depends on the correlation between DNA length and polymer length. For
instance,multi-segregationonDNAis inducedbyPVPwithMw220,000 g/mol,while
gradual compaction is observed in the case of 10,000 g/mol PVP polyelectrolyte. The
formation of intrachain segregation is attributed to the higher hydrophobicity of PVP,
which decreases the DNA’s persistent length and diminishes discrete character of the
DNA compaction transition.

3.7 CONCLUSION

In this chapter, we demonstrated that single molecule observations on DNA confor-
mational transitions between the unfolded and the compact conformations allow
deeper insight to be gained into the nature of such a transition. This is particularly
remarkable in the case of DNA compaction by multivalent cations or surfactants,
where the DNA compaction proceeds as a discrete transition between the elongated
and compact DNA states. Such a behavior on the level of the single DNAmolecule is
apparently different from the bulk observations on the ensemble of DNA molecules
where this transition is observed as continuous.
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CHAPTER 4

Interaction of DNA with Surfactants
in Solution

RITA S. DIAS, KENNETH DAWSON, and MARIA G. MIGUEL

The interaction betweenDNAand cationic surfactants has received, since early times,
agreat interest from thebiomedical sciences.Recently physical chemists havedevoted
a particular attention to these systems in an attempt to better understand the driving
forces behind the molecular interactions. Such study is also expected to raise the
efficiency and number of uses for these systems.

The strong associative behavior between DNA and cationic surfactant systems is
well known from many types of extraction, purification, and counting applications.
Gene delivery and transfection constitute other potential uses of these systems, in that
small amounts of surfactants have already been used in positively charging neutral
liposomes, and thus improving their efficiency.

4.1 INTRODUCTION

4.1.1 Surfactants

Surfactants are amphiphilic molecules that consist of at least two parts, one that is
soluble in a specific fluid, the lyophilic part, and one that is insoluble, the lyophobic
part. When the fluid is water these are referred to as hydrophilic (headgroup) and
hydrophobic (tail), respectively. The relative sizes of the parts of the molecules are
decisive in determining the physicochemical behavior of a surfactant in water. The
hydrophobic part may be branched or linear, and the length of the chain is in the range
of 8 to 18 carbon atoms. The polar part may be ionic or non-ionic. Some typical
structures are shown in Figure 4.1.

A surfactant, which is actually an abbreviation for “surface active agent,” is
characterized by its tendency to adsorb at surfaces and interfaces, the driving force
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being the lowering of the free energy of that phase boundary. When the boundary
between water and the air above it is covered by surfactant molecules, the surface
tension is reduced. Another property is that unimers (free or unassociated surfactant
molecules) in solution tend to form aggregates in solution, so-called micelles.
Micelle formation, or micellization, can be viewed as an alternative mechanism to
adsorption at interfaces when the aim is to remove hydrophobic groups from contact
with water and thereby reduce the free energy of the system. Only surfactant
unimers contribute to surface and interfacial tension lowering, and dynamic
phenomena are governed by the concentration of free unimers in solution. The
exchange rate of a surfactant molecule between a micelle and bulk solution can
vary by many orders of magnitude depending on the size and structure of the
surfactant.

Micelles are formed at very low surfactant concentrations in water. The concen-
tration at which micelles start to form is called the critical micelle concentration
(CMC). This important characteristic dependsmostly on the chemical structure of the
surfactant but also on cosolutes, for instance, salt in the case of ionic surfactants or
temperature for non-ionics. CMC can, in general, be obtained from measurements of
different physicochemical properties of an aqueous solution of a surfactant as a
function of the concentration. Examples are surface tension, equivalent conductivity,
self-diffusion, osmotic pressure, turbidity, and solubilization [1].

Hydrophobic interactions are the driving forces formicellization or surfactant self-
assembly. The micelle formation process is generally discussed in terms of two
thermodynamic models. The phase separation model, whereby micelle formation is
considered similar to a phase separation, with the micelles being the separated
pseudophase and the CMC the saturation of surfactant in the unimeric state. In the

Figure 4.1 Structures of some representative non-ionic, cationic, anionic, and zwitterionic
surfactants.
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mass action law model, an equilibrium is assumed between a single micellar complex
and the unimeric surfactant, generally described in terms of a multiple equilibrium,
from which a distribution of aggregation numbers can be obtained [2].

Surfactant self-assembly leads to a range of different structures, a few of which
are shown in Figure 4.2. Surfactant phases are built up by discrete or infinite self-
assemblies. Systems containing amphiphiles are best classified into homogeneous, or
single-phase systems, and heterogeneous systems of two ormore phases. The first can
bedivided into isotropic solutions, solidphases, and liquidcrystallinephases. Isotropic
solutions (i.e., micellar, reversed micellar, or microemulsions) are characterized by
disorderover short and longdistances,while liquidcrystallinephasesormesophases (i.
e., lamellar, hexagonal, reverse hexagonal, or cubic) have a short-range disorder but
somedistinct orderover largerdistances. Inboth isotropic solutionsand liquid crystals,
the state of the amphiphile alkyl chains can be denoted as “liquid-like.” In the
heterogeneous systems, emulsions, suspensions, vesicles, liposomes, and foams can,
for example, be included.

Away to investigate the phase behavior of amphiphilic systems is by determination
of phase diagrams, where it can be known howmany phases are formed, which are the
phases and what are their compositions. Different techniques can be used, as light,
neutron or X-ray diffraction, scattering of normal and polarized light, and NMR
spectroscopy, especially for observing the quadrupole splittings in deuterium
NMR [3,4].

The aggregate structure forms as a result of the balance between the polar and the
nonpolar parts of a surfactant molecule, generally described as the hydrophilic-
lipophilic balance (HLB).However,more recent approaches are based on the concepts
of surfactant packing and the spontaneous curvature of the surfactant film. The critical
packing parameter (CPP) or surfactant number relates the headgroup area, a, the
extended length, l, and the volume, v, of the hydrophobic part of a surfactant molecule
into a dimensionless number CPP¼ v/(lmax�a). As can be seen in Figure 4.2, simple
geometrical considerations can give an indication of the structure formed by a given
amphiphile, dependingon the relativevalue ofCPP, fromnormal structures to reversed
structures. For ionic surfactants, the head-group interactions will be strongly affected
by the electrolyte concentration, so electrostatic calculations of distances can bemade
to estimate the “effective” head-group area. For non-ionics, temperature rather than
electrolyte concentration is very important for interactions between the head groups
besides being decisive for the aggregate structure.

In another approach, surfactant aggregates can be treated as built of surfactant
films so that, depending on the curvature of the films, different structures result.
Spontaneous curvature is defined as positive if the film is curved around the hydro-
phobic part and negative if it is curved toward the polar part. A normal micelle has
thus a positive film curvature, whereas a reversed one has a negative film curvature.
Planar films, like the lamellar phase, have zero curvature. Many bicontinuous struc-
tures are characterized bymore complex “saddle-shaped” geometry. The spontaneous
curvature can obviously change in addition of cosolutes; for instance, it will decrease
on adding a second chain to a surfactant and on decreasing the head-group repulsions
(e.g., by adding an electrolyte to an ionic surfactant) [4].
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Figure 4.2 Some examples of molecular structures resulting from surfactant self-assembly.
Critical packing parameters (CPPs) of surfactant molecules and preferred aggregate structures
for geometrical packing reasons are also shown. (From 3 with permission)
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4.1.2 Polymer–Surfactant Interactions

Water-soluble polymers and surfactants have a number of applications. Together, and
used in different mixing ratios, they can achieve many different effects such as
colloidal stability, emulsification, flocculation, structuring and suspending properties,
and rheological control. Therefore the combination of polymer and surfactants has
various applications in products and areas ranging from paints, detergents, polymer
synthesis, and foods to cosmetics and formulations of drugs and pesticides.

The ability of surfactants to form aggregates in solution above the CMC was
mentioned above. The addition of polymer to a surfactant solution below theCMCcan
induce surfactant aggregation. When there is an attraction between the polymer and
the surfactant, at a certain surfactant concentration, the surfactant will associate in
aggregates on the polymer’s surface. This concentration is called the critical associa-
tion concentration (CAC). At this point there will be a plateau in the surface tension,
until all the polymer is saturated; then the surfactantmonomers in solutionwill cause a
drop on the surface tension until micellar aggregates start being formed in solution. At
this stage a second plateau is reached, for values similar to those in the absence of the
polymer (Figure 4.3).

The polymer–surfactant interactions can be described in two alternative manifes-
tations, one in terms of strong cooperative association or binding of the surfactant to
the polymer, the other in terms of the formation of surfactant aggregates (micelliza-
tion) in thevicinity of, or on the surface of the polymer.Dependingon the systemunder
study the two scenarios can be complementary. For a polymer with hydrophobic
groups the binding scenario is preferred and the formation of mixedmicelles between
the surfactant (of any type) and the polymer is expected. Ionic surfactants show a
marked interaction with most water-soluble homopolymers, the picture being one of

Figure 4.3 Schematic plot of the surface tension as function of surfactant concentration in the
presence and absence of a homopolymer, for the case where the polymer does not influence the
surface tension.
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micelle formationon the polymer or in its closevicinity.With electrostatic interactions
between polymers and surfactants of opposite charge the association will be greatly
enhanced. As for non-ionic surfactants, specific interactions only rarely occur with
hydrophilic homopolymers.

The phase behavior of polymer–surfactant mixtures is similar to that of mixed
polymer solutions. Whether there is miscibility or phase separation depends on the
interactions between polymer and surfactant. In general, the absence of attractive
interactions leads to a segregative phase separation whereby one of the phases is
enriched in the polymer and the other in surfactant, amoderately attractive interaction
leads to completemiscibility, and, in contrast, strong attractive interactions lead to the
formation of one phase concentrated in both components and one dilute solution, the
associative phase separation. The two types of phase separation are schematically
represented in Figure 4.4.

This chapter focuses on the interactions between DNA, a negatively charged
polyelectrolyte, and cationic surfactants. Therefore we discuss next oppositely
charged systems.

4.1.3 Polyelectrolyte–Oppositely Charged Surfactant Interactions

Polyelectrolyte–oppositely charged surfactant systems have been extensively studied.
In general, a strong associative phase separation is observed (Figure 4.4a) [5–13]. The
driving force for this strong association is the electrostatic interaction between the
two components, which induces the binding of the surfactant to the polymer at
low surfactant concentrations. The binding is cooperative due to the hydrophobic
interactions between the surfactant molecules. Below the CAC, no substantial
binding takes place; above it, aggregates between polymer and surfactant are formed.
The precipitation of the system occurs at the CAC or for concentrations above
this, depending on the polyelectrolyte concentration and other properties of the
system [14].

The addition of simple salt has, in general, large consequences [15]. The screening
of the electrostatic attractions between the oppositely charged systems leads to an
increase in the CAC. This can considerably reduce the extent of phase separation, and

Figure 4.4 Schematic ternary phase diagram showing (a) associative and (b) segregative
phase separation in mixed solutions of polymer and surfactant.
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for high enough concentrations of salt even inhibit it so that a total miscibility regime
can be achieved. With further addition of salt a segregative phase separation can be
observed if the components are intrinsically segregative.At this stage bothphases have
a large amount of small ions, so thedriving forcebasedon the counterion entropyeffect
is eliminated.

4.1.4 DNA–Surfactant Interactions

DNAhas been at the center of verymuch attentionby investigators ever since its role as
a carrier of genetic information was discovered [16]. Many scientific groups commit-
ted themselves to the sequencing of the human genome, and the Human Genome
Project constitutes one of the most notable scientific achievements of the past decade.
Thousands of genes have been identified, and many were found to be related to
hereditary diseases. Therefore the sequencing of the human genome has opened up
enormous possibilities for medicine, and we are today on the threshold of a new era of
prevention, diagnosis, treatment, and curing of diseases.

But, going one step back,we should realize thatDNAcompaction and packaging in
living cells is as important a phenomenon. Even though several research areas have
expressed great interest in this process, it is not yet well understood. DNA in the
chromosomes of a human cell if totally unwoundwould have an extension, as a double
helix, of about 2m. However, the length of all chromosomes is about 200 mm,
corresponding to a packing ratio of 104.

The compaction of DNA, together with the reduction of its charges, is believed to
facilitate the uptake of nucleic acids through the cellularmembrane [17–21]. Since the
strong binding of cationic surfactants toDNAallows these two effects to be fulfilled, it
is not surprising that the complexation with cationic lipids is one strategy for delivery
of DNA to cells. However, synthetic cationic surfactants cannot per se be used for this
purpose, since the complexes of DNA and cationic micelles do not result in effective
transfection. It is a common viewpoint to explain this low transfection by the
cytotoxicity of surfactants and low stability of these complexes upon a change in
the environment [22]. Nevertheless, quaternary ammonium amphiphiles can be used,
in small amounts, to charge neutral liposomes, therefore improving their transfection
efficiency; they have the advantage of lower cost when comparedwith other synthetic
lipids [22,23].

After delivery the DNAmust become accessible to the enzymaticmachinery of the
cell. Since lipid complexation is known to inhibit at least certain DNA processing
enzymes such as DNase [24–26], it is likely that the transfected DNA can become
active only by release from the lipid complex. In vitro such release can be accom-
plished by addition of anionic species, like surfactants, that bind the cationic lipid and
release the DNA [27,28], and there are indications that such a mechanism may play a
role also invivo [29], at least for oligonucleotides. Bhattacharya andMandal [27] have
shown by circular dichroism, electrophoresis, and DNase protection assays that after
the release the DNA is in its native B-form.

Because of thegrowing interest in this field andnumerous applications of theDNA-
cationic surfactant systems, several studies have been presented in the literature.
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4.2 DNA–CATIONIC SURFACTANT INTERACTIONS

4.2.1 Solution Behavior

Binding of cationic surfactants to DNA is similar to other polyelectrolytes and
oppositely charged systems and occurs at concentrations well below the CMC of
the DNA-free surfactant solution. The binding isotherms have a sigmoidal shape
[30,31], indicating cooperativity.

Early studies of the binding of alkyltrimethylammoniums to nucleic acids were
conducted using a variety of techniques, including turbidimetry [32] and equilibrium
dialysis [33]. However, it was only with the use of surfactant-specific electrode
techniques that binding constant and cooperativity parameters were determined with
accuracy [30,31].

The binding constants are sensitive to salt concentration with, generally, the CAC
increasing as salt is added. This indicates that the primary interaction between the
DNA and surfactants is electrostatic, occurring between the negatively charged
phosphate group and the headgroup of the surfactant.

The association occurs, as in other polyelectolyte–oppositely charged surfactants,
because of an increase in the entropy of theDNAand surfactant counterionswhen they
are replaced by the surfactant and theDNA, respectively. The displacement of sodium
(a counterion of DNA) on the binding of the surfactant was shown by 23Na NMR [34].

Polyvalent species, with at least three charges, are generally required to condense
DNA [35]. The reason why surfactants are efficient condensing molecules is that they
self-assemble into micellar aggregates in the vicinity of the DNA molecules. In fact
fluorescentmolecules havebeen used to probe the environment of theDNA-surfactant
complexes and to show that that there are hydrophobic regions within the complex
with an environment similar to that of micelles [36]. However, as noted in [37], the
DNA molecule is much more rigid than other commonly studied polyelectrolytes.
Therefore it cannot easily wrap around a surfactant micelle as in the case of synthetic
polymers. In this case it is rather the surfactant micelles that accommodate the DNA.

The bindingmechanismof surfactants is believed to be as follows: In the first stage,
as a small concentration of surfactant is added, there is some binding of individual
surfactant molecules to DNA, but this does not affect the conformation of DNA. This
pre-CAC binding should be linearly dependent on the concentration of surfactant in
solution. Above a certain concentration, CAC, micelles will be formed in the vicinity
of DNA that will not only neutralize but also induce effective attractions between
different parts of the DNA chain and cause their compaction. If the concentration of
DNA is sufficiently high, several DNA–surfactant complexes will associate and fall
from solution as a precipitate.

The interaction betweenDNA and cationic surfactants is highly cooperative as can
be seen by the shape of the binding isotherms, the sharp decrease of electrophoretic
mobility in a narrow range of surfactant concentration [38], and the occurrence of
precipitation for such small concentrations of surfactant [39].

The determination of phase diagrams or phasemaps is a common approach to study
systematically the interaction between polyelectrolytes and oppositely surfactants.
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Information on precipitation is important for many applications including separation
and purification, while for others purposes the formation of a precipitate can be
disastrous.

Systematic studies have been performed on the precipitation behavior ofDNAwith
dodecyltrimethylammonium bromide (C12TAB) [39]. In Figure 4.5a is shown a
schematic representation of the pseudoternary phase map.

As can be expected, the aqueous mixture of DNA and cationic surfactant phase
separates associatively into a diluted phase and a concentrated phase in both poly-
electrolyte and surfactant, a precipitate. The electrostatic interactions between the
components are clearly strong, and they lead to a strong association. Surfactant
aggregates induced by the polymer act as its counterions, thereby reducing the charge
of the complex and the entropic driving force for mixing as well as the interpolymer
repulsions [41].

However, contrary to other reported polyelectrolyte–surfactant systems [6,8,9,12],
the precipitate does not redissolve with an excess of surfactant, at least in the
examined, very broad, concentration interval. This is probably due to the high charge
density of the DNA; the difficulty with which complexes composed of very highly

Figure 4.5 (a) Schematic representation of the isothermal pseudoternary phase map for
(herring) DNA–C12TAB–water. There is a phase separation in almost the entire considered
region. (b) Expanded view of thewater corner of the system. Open symbols correspond to clear
one-phase solutions and filled symbols to two-phase samples. T¼ 25�C. (From 40 with
permission)
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charged polymers redissolve has been mentioned previously [8,42,43]. Other infor-
mation drawn from the phasemap is that the precipitate is formed at very low amounts
of DNA and low surfactant concentrations.

A study was conducted within the two-phase region to establish the dependence of
the amount of theprecipitate on thevariationof theC12TAB–DNAmixing ratio,R. The
DNAconcentrationwas fixed at 3wt%, and the surfactant concentrationwas increased
stepwise until a maximum of R¼ 7 was reached. It was observed that the precipitate
starts forming for very lowconcentrations (as seen in the phasemap studies) and that it
increases steadily until it reaches a plateau. The maximum amount of precipitate
corresponds to a point close to the charge neutralization, equivalent to one surfactant
molecule for each DNAnegative charge. In fact it was observed recently that there are
no counterions present in theDNA–C12TA (or on theDNA–C16TA) complex [44]. The
surfactant added in excess remains in the supernatant, probably as free micelles
[39,45]. This is in good agreement with the nonredissolution of DNA–surfactant
complexes with an excess of surfactant. Since there is no binding of the surfactant to
thecomplexafter its neutralization, an inversionof thecomplexcharge isnot observed,
as is the case with many similar systems [6–8,12].

Fluorescence microscopy (FM) is a powerful technique that allows for the direct
visualization of large DNA molecules in solution.

As described inChapter 3,DNAmolecules in aqueous solution present an extended
conformation, migrating in the solution and exhibiting a relatively slow wormlike
motion (i.e., they are in the unfolded coil conformation). When a positively charged
cosolute, such as tetradecyltrimethylammonium bromide (C14TAB) is added to the
DNA solution above a certain concentration, some compacted DNA molecules are
observed togetherwithDNAcoils, the so-called coexistence region. These compacted
DNA molecules, which present a high fluorescence intensity and a long-axis length
less than 1.0 mm, are denoted as DNA globules. When the surfactant concentration is
further increased only DNA globules are detected. Again, when surfactants with
different chain lengths were studied, it was observed that the more hydrophobic
surfactant induced the compaction of DNA for lower concentrations.

The presence of the coexistence region is an interesting phenomenon that was also
proved by dynamic light scattering (DLS) [46–49], where the presence of two
populations was observed, one that was attributed to extended DNA coils, naked
DNA, or with an insignificant amount of bounded surfactant and the other to
compacted DNA globules (Figure 4.6).

Compaction of DNA is believed to be driven by attractive interactions between
different parts of the molecule, by ion correlation effects [50] that arise from the
presence of multivalent ions, for example, leading to the formation of a nucleation
center in the DNA chain that grows along the molecule chain [51]. Because of the
hydrophobic interactions between the cationic surfactant molecules, these will self-
assemble and act as multivalent ions, inducing DNA compaction.

It appears therefore that it is best to consider the role of the cationic surfactant self-
assemblies in terms of attractive correlation interactions between different parts of a
DNAmolecule, thus inducing a compaction; the role of ion–ion correlation effects in
DNA compaction is discussed in detail in Chapter 12.
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4.2.2 Effect of the Surfactant Chain Length

The effect of the surfactant chain length on the interaction with DNA was already
learned in 1979 [33]. It was interpreted then that at a given concentration of surfactant,
when the number of carbons in the alkyl chain was increased from 12 (C12TAB) to
14 (C14TAB), and 16 (C16TAB), the number of moles of surfactant bound per mole of
nucleotide increased. More accurate measurements, using surfactant-selective elec-
trodes showed that a lower concentration of C14TAB, when compared with C12TAB,
was required to start the binding to DNA, demonstrating the importance of the
hydrophobicity of the surfactant [30].

The influence of the surfactant alkyl chain length is also visible in the extension of
the phase separation; C16TAB, the surfactant with the longer chain length, binds more
readily to DNA leading to the formation of a precipitate for smaller amounts of DNA
than the C12TAB [39]. Also FM has been used to directly visualize the effect of the
surfactant chain length on the compaction of DNA. In Figure 4.7 is shown the
conformational behavior of DNA in the presence of surfactants with different chain
length. As it can be seen, a larger amount of the shorter chain-length surfactant is
needed to induce the compaction of DNA macromolecules, in fact the coexistence
region begins for concentrations of 8.0 and 80.0 mM for C16TAB and C12TAB,
respectively.

Some more information about these systems is presented in Table 4.1.

Figure 4.6 Intensity weighted distribution functions of 0.5 mM T2DNA solution in the
absence (upper curve) and presence of CTAB. The concentrations of the cationic surfactant
are, from top to bottom, 0 (only DNA), 1.0, 2.0, 4.0, 6.0, 10.0, and 30.0mM. Scattering angle
(�)¼ 90�, and T¼ 27�C. (From 47 with permission)
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The coexistence region, DC, is narrower for DNA–C16TAB system and becomes
wider for the shorter chained surfactants.However, from the ratioC1/C0 (seeTable 4.1)
it is clear that the values are very close for the three surfactants used. This is an
indication that the differences between the systems are a consequence of the
differences in hydrophobicity of the amphiphile molecules.

Oneotherwayofaccessing the importanceof thehydrophobic interactionsbetween
thesurfactant tails for theDNA–surfactant interactions isbyaddinganextrachain to the
amphiphile. Fluorescence microscopy studies were performed using a gemini surfac-
tant of the alkanediyl-a, v-bis(dimethyldodecylammonium bromide) series, with a
spacer of three carbon atoms (12-3-12), and one other cationic surfactant where one of
thealkylchainswasreplacedbyamethylgroup(12-3-1) [52].Ascanbeexpected,DNA
was much more efficiently compacted by the surfactant with two tails than the

Figure 4.7 T4DNA conformational behavior in the presence of cationic surfactants C16TAB,
C14TAB, and C12TAB. The DNA charge concentration wasmaintained at 0.5 mM.Open circles
correspond to the coil conformational state of DNA and filled ones to the presence of globular
DNA molecules. Shaded circles represent the coexistence between elongated coils and
compacted globules. T¼ 25�C. (Redrawn from 46 with permission)

TABLE 4.1 Characterization of the Interaction Between DNA and Cationic
Surfactants

C0 (mM) C1 (mM) DC (mM) C1/C0 CMC (mM)

C16TAB 8.0 24.0 16.0 3.0 0.9
C14TAB 20.0 80.0 60.0 4.0 3.6
C12TAB 80.0 300.0 220.0 3.8 16.0

Source: Data from [39] with permission.

Note: C0 represents the concentration at which globules were first detected, and C1 the disappearance of a
last DNA coil. DC is the coexistence interval width. T¼ 25�C.
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corresponding single-chained one (by almost two orders of magnitude). This is in line
with the CMC of the surfactants (0.87 vs. 48mM).

It should therefore be obvious that the hydrophobicmoiety of the surfactants affects
their interaction with DNA. In particular, the self-association of the surfactants in the
vicinity of the DNA is important in the compaction, and precipitation processes.

4.2.3 Effect of the Surfactant Head-group

The interactions of cationic surfactants with DNA can be efficiently tuned by
controlling the head-group’s structure. The chemical structure of the head-group can
enormously influence the interaction: negatively charged and non-ionic surfactants
will not interact directly with DNA, for instance. The head-group can therefore be
manipulated for controlling the compaction and decompaction of DNA. For example,
pH-and light-sensitive surfactants havebeen shown tobeefficient agents in the control
of DNA compaction (see Section 4.4.1).

Physicochemical studies where the head-group is systematically varied are not
abundant in the literature. Most of these sort of studies have been performed with
surfactants or lipids as part of liposome formulations, so the emphasis is givenmostly
to tranfection efficiencies; for example, see [53–57]. There are, however, a few that
have been reported.

It has been observed that when the modifications induced on the head-group
increases the hydrophobicity of the surfactant, such as the addition of an aromatic ring
between the head-group and the tail (e.g., dodecyldimethylamine oxide (DDAO) vs.
p-dodecyloxybenzyldimethylamine oxide (pDoAO), the effect is similar to that of the
increase of the surfactant chain length, as described in the previous section. Both the
CMC and the CAC decrease with the increase in the hydrophobicity of the surfactant
[58]. Naturally when the valency of the surfactant’s head-group is increased from 1 to
2, the efficiency in the association also increases [52,59].

The effect of the spacer length of gemini surfactants (of the series alkanediyl-a,
v-bis-(dimethylalkylammonium bromide)) with fixed tail lengths on the compaction
of DNAwas investigated by FM [52]. There was observed a nonmonotonic depen-
dence of the compaction efficiency with the spacer length s, with a minimum
compaction efficiency at s¼ 6, that can be explained by competition between entropy
loss and enthalpy gain. In that particular series the most efficient compaction was
observed for surfactants with the smaller spacer (s¼ 2, 3); this was probably because
the surfactant acts as a divalent surfactantwhen the spacing is so small.However,when
the (hydrophobic) spacer is increased, the surfactant becomes more flexible. Presum-
ably its association with DNA restricts its conformation and leads to a lost of entropy,
as is manifested by the decrease in the affinity for DNA. When the spacer is further
increased (s� 10) it becomes sufficiently long to associatewith the hydrophobic tails,
then the surfactant self-association becomes again favorable, and this increases the
efficiency of the surfactant once again. The same trend can be observed on theCMCof
the surfactants alone. It is indeed evident that the minimum in the compaction
efficiency corresponds to the maximum value of the CMC.
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Modifications of the head-group can lead to other, more subtle, changes in the
interactions between DNA and a surfactant. Recently a study was conducted to assess
how the introduction of hydroxyl substituents in the head-group of C16TAB affected
the compaction of DNA [60]. Both FM and melting temperature studies showed that
there is a discrete transition in the DNA chain from extended coils (free chain) to a
compact form, and that this transition did not depend substantially on the architecture,
number of –CH2–OH groups, of the head-group. However, as seen by fluorescence
spectroscopy and gel electrophoresis, the accessibility of DNA to ethidium bromide
was preserved to a significantly larger extent for themorehydrophilic surfactants. This
effect was explained in terms of surfactant packing. It was suggested that because the
surfactants with more substituents have a larger head-group, (1) by the simple
geometry argument, the methyl groups are being replaced for bulkier ones, and
(2) by the hydration argument, a more polar head-group will be more hydrated and
therefore have a larger effective size. It is therefore reasonable to expect an increase in
the curvature of the surfactant aggregates (see Section 4.1.1). It should be noted that
these arguments apply basically for the case where the area is not mainly determined
by electrostatic repulsions, as in the self-assembly of an ionic surfactant alone.
However, the argument also applies when the electrostatic interactions have been
quenched, as by the presence of high electrolyte concentrations or, as in our case, by
an oppositely charged polelectrolyte. Although C16TAB is known for forming rod-
like micelles in the vicinity of DNA [61–63], it is highly probable that increasing the
size of the head-group causes the micelles formed in the DNA–surfactant complexes
to be smaller and more globular. This leads to a less efficient coverage, patch-like, of
the DNA molecules, leaving parts of DNA open for ethidium bromide binding.
Furthermore the fact that the more hydrophilic surfactants presented a significantly
lower cytotoxicity can be important for biotechnological applications.

4.2.4 Structure of DNA–Surfactant Complexes

The structure that the DNA–surfactant complexes adopt depends mainly on the
surfactant that is used. In general, the structure of polyelectrolyte–oppositely charged
surfactantly complexeswill be dictated by the structure that the surfactant forms in the
absence of the polyelectrolyte. This is true when the polyelectrolyte is sufficiently
flexible to adapt to the surfactant’s structure. With DNA as the polyelectrolyte this is
not always the case, but this does notmean that the structurewill be very different than
the ones that surfactants form on their own. Often the phase behavior of surfactant
alone can be shifted in concentration. For example, when using single-chain surfac-
tants with relatively long alkyl chains, it was observed that the complexes with DNA
have a hexagonal structure [61–66]. The nature of the hexagonal structure is often
discussed and, in many studies in the literature, these structures are depicted as an
inverted hexagonal structure (a “hairy structure”), where the headgroups of the
cationic surfactants bind to the DNA charges and the tails of the amphiphiles are
exposed to the solution. However, exposure of the hydrocarbon chain to the aqueous
solution is not favorable, as is evident frommolecular dynamics [67]. Also this type of
surfactant on its own does not preferentially adopt inverted-like structures.
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The geometric forms that are available to a surfactant aggregate depend on the
surfactant parameter,Ns. The geometry can be described by v/la0, where v and l stand
for thevolumeand length of the hydrocarbon chain, respectively, anda0 is the effective
area per head group [4]. When Ns is close to unity, the surfactants will usually form
planar bilayers. Ionic surfactants (with large effectivehead group sizes)withmoderate
chain lengths have relatively small values of Ns, that is, form aggregates with higher
curvatures. Itwas therefore not surprising that theDNA–C16TA (1 : 1 complexofDNA
andC16TAB) complex structurewasproved to be normal hexagonal structure,HI,with
rod-like surfactant micelles being slightly distorted so as to match the phosphate
groups better (Figure 4.8a). This result was based onNMRand hydration experiments
andgeometric considerations [63,66].Asimilar typeofhexagonal structure, described
as a “hexagonally ordered cylindrical micelle embedded in a DNA honeycomb
lattice,” was found for cationic lipids carrying very bulky head groups [68]. It was
further suggested that the DNA, inside the DNA–CTA complexes, is in the A-form
[63]. This is because noA toB transition is observedwhen the complexes are hydrated,
unlikewhat happens toDNAalone. Also inside the complexes theDNAmolecules are
neutralized by the cationic surfactants and can therefore adopt a more compacted
conformation.

When the length of the alkyl chain of the surfactants is decreased, the micellar
aggregates becomemore spherical. This is evident by the fact that theDNA-surfactant
structure becomes less and less ordered. It was observed [62] that the hexagonal
structure is very obvious for C16TAB and C14TAB; the spacing for C14TAB decreases
because of its shorter chain. However, for C12TAB the structure is too disordered to
drawanyconclusion. It is, nevertheless, reasonable to assume that the surfactant forms
spherical-likemicelles that are associated with DNAbut lack any long-range order. In
fact it was recently found that by using C10TAB and very short DNAmolecules, with
the size of the cubic cell, it is possible to obtain a cubic structure [69]. It has also been
shown that cubic structures canbe formedbetweenC16TABand single-strandedDNA,
due to its higher flexibility compared with the double-helix molecule [64].

When, however, the volume of the hydrophobic part is increased, for example, by
adding an amphiphile with a double chain, the complexes will adopt a lamellar
structure, L, where the amphiphiles are organized into bilayers while the DNA
molecules form a two-dimensional phase between the bilayers (Figure 4.8b). This
effect has been observed with lipids [70], catanionic mixtures, that is, mixtures of
cationic and anionic surfactants [59,71], and alsowith cationic surfactant and decanol
mixtures in excess ofwater [72].A further increase of the hydrophobic part leads to the
formation of inverted structures, such as the inverted hexagonalHII, found for double-
chained lipidswith small head groups [73,74], or formixtures ofC12TABand decanol,
in excess of oil (Figure 4.8c) [72]. Also the addition of hexanol to DNA–C16TAB
complexes showed the transition HI! L!HII [75]. Recently attempts have been
made to form microemulsions containing DNA. The phase diagrams of the DNA–
C12TA complex, water and alcohols of different chain lengths, showed a promising
central area with a macroscopically homogeneous phase of a liquid crystalline
nature. Instead of forming a microemulsion, this area was found to be a coexistence
region of an inverted hexagonal and a lamellar phase. It is suggested that having
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Figure 4.8 Examples of DNA–cationic surfactant structures. (a) Suggested supramolecular
arrangement in stoichiometric DNA–CTA complexes. The cylindrical surfactant rods—
cationic head groups (blue) and hydrocarbon tails (yellow)—are hexagonally deformed as a
response to the interaction with the DNA helices—negatively charged backbone (red) and sugar
bases (black). (b) Lamellar phases obtained for DNA (red)–cationic lipid (green)/zwitterionic
lipid (blue)mixtures. The zwitterionic and the cationic lipids comprising the bilayer are expected
to locally demix with the cationic (green) lipids more concentrated around DNA. (c) Reversed
hexagonal phases obtained for DNA (red)–cationic lipid (green)/alcohol (blue) mixtures.
(Illustrations rendered byDaniel Topgaard andCecilia Leal using POVRAY�) (See color plate.)

104 INTERACTION OF DNA WITH SURFACTANTS IN SOLUTION



DNA as counterion to the surfactant makes the surfactant film too rigid to form
microemulsions [72].

4.2.5 DNA Is an Amphiphilic Polyelectrolyte

Awell-known manifestation of the amphiphilic nature of DNA is its self-assembly.
The best known self-assembly structure is the double helix (see Chapter 2). DNA self-
assembly leads to aggregates of limited dimensions because of a delicate balance
between the hydrophobic driving force, the base–base association, and the counter-
acting hydrophilic forces due to the phosphate and carbohydrate parts; the hydrogen-
bonding between bases, while not driving association, as sometimes stated, leads to a
specific local configuration.

In contrast to other self-assembling amphiphilic substances—surfactants, lipids,
block and graft copolymers, among many others—the behavior of nucleic acids, like
DNA, are typically not analyzed on the basis if amphiphilicity; they are insteadmostly
regarded as charged cylinders.

Amphiphile association is typically a delicate balance between hydrophobic and
hydrophilic interactions, and even a slight change in one can lead to dramatic changes
in the overall behavior. The equilibrium between the single-stranded (ss-DNA) and
double-stranded (ds-DNA) molecules, which can be easily monitored by melting
temperature determinations, is a good indication of the type of interactions that are
present.

Recently melting profiles of free DNA and DNA–C16TA complexes at different
charge ratios were performed [60]. As can be expected, the free DNA solution
showed a monophasic melting behavior with a melting temperature around
73�C. Interestingly, when C16TAB was added, a second melting temperature was
observed, shifted to a higher temperature. For sufficiently large concentrations
of surfactant, only the second transition was discernible. The biphasic behavior
becomes more obvious when the melting data are plotted as a derivative of
absorbance at 260 nm with respect to the temperature at different DNA–C16TAB
mixing ratios, R. A decrease in the amplitude of the main transition at 73�C
was clearly seen, while a second transition appeared for temperatures around
90�C [60].

Such a biphasic melting transition was already observed in 1966 by Olins and co-
authors [76] and later by Inoue andAndo [77], while studying the interaction between
DNA and polypeptides. The first melting transition had amelting temperature similar
to DNA alone and was ascribed to the helix! coil transition of free DNA molecules
(or portions of molecule), whereas the second transition was attributed to the DNA
melting inside the complexes, and the shift to higher temperatures as due to the
increase in the stability of the double-helix state of the DNA molecules. The same
behavior as previouslywas observed for theDNA–C16TABsystem [78]. In thiswork it
was suggested that C16TAB binds to both single and double-stranded forms of DNA.
However, we believe that the biphasic melting induced by C16TAB arises from the
same phenomenon as that suggested for polypeptides. That is, with the coexistence of
DNAmolecules that are “naked” (orwith insignificant amounts of surfactant bound to
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them) and DNA molecules complexed with surfactant micelles, the double-helix is
stabilized, and the stability persists to higher temperatures. This is in excellent
agreement with previous studies by fluorescence microscopy [79] and dynamic light
scattering [47] experiments where the coexistence of DNAmolecules in an extended
conformation (coils) and more compacted structures (globules) was clearly observed
(see Section 4.2.1).

The interactions between DNA and alkyltrimethylammonium bromide salts
with short hydrophobic chains and the influence of the chain length on the melting
have been previously studied [80]. It was observed that the melting temperature
of DNA decreases with the increase of the hydrophobic group in a linear fashion up
to the pentyl substitution. It is, of course, not surprising that these small hydro-
phobic molecules destabilize the double helix of DNA, since the hydrophobic
interactions between the two species are very favorable. However, when the
hydrophobic moieties are increased further, the melting temperature of DNA
increases instead, as observed for C14TAB [81] and C16TAB [82]. The addition of
C12TAB, however, in certain concentration ranges leads to a decrease of the Tm
[81]. This nonmonotonic behavior is probably the result of two competing factors:
(1) hydrophobic interactions between the amphiphiles and the DNA bases that
favor interaction of relatively short-chained amphiphiles with ss-DNA (decrease in
Tm) and (2) electrostatic interactions between micelle-forming surfactants and
more highly charged ds-DNA (increase in Tm). One should also not rule out the
flexibility of the DNA. In fact the association of ss-DNA (more flexible than
ds-DNA) with the surfactant might be favored if the surfactant micelles are
spherical, for example [83].

Interestingly it has been reported that ss-DNA–C16TA complexes adopt a cubic
structure for low concentration of the cationic surfactant [64]. Increasing the
concentration of C16TAB leads to the coexistence of this phase with a hexagonal
structure (typical for ds-DNA–C16TA complexes), and for sufficiently high amounts
of surfactant only a hexagonal phase is observed. The reason for this transition is
suggested to be that the DNA has not completely been denaturated. One possibility
could also be the renaturation of the ss-DNA strands. In fact it has been shown that
C16TAB may increase the renaturation rate [84]. However, this would only occur
for a well-characterized DNA in terms of strand length and base composition. The
cubic to hexagonal transition might even be a consequence of the increase in
the concentration of the surfactant per se; such a transition is observed in the phase
diagrams of C16TAB alone [3]. It remains nevertheless an important problem that
needs further systematic investigation.

4.3 DNA COVALENT GELS AND THEIR INTERACTION
WITH SURFACTANTS

Polymer gels that respond to changes in the surrounding environment with a volume
transition, often referred to as responsive gels, have received much interest in the last
few years [85–88]. Because of their significant swelling and syneresis in response to
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external stimuli, these polymeric networks are used for a variety of medical,
pharmaceutical, and technical applications.

When polyelectrolyte gels interact with oppositely charged surfactants, interesting
behavior canoccur [89,90]. Swollenpolyelectrolyte networksundergoa collapse after
absorbing equimolar amounts of surfactant, whereas when there is not enough
surfactant available to form complexes involving all polyion chains in the network,
a region in the network remains in a swollen state coexisting with the collapsed part.
The collapsed region, containing the surfactant aggregates, makes up a surface phase
(skin) surrounding the water-swollen network (core) [89].

The deswelling behavior of the DNA networks, prepared by crosslinking double-
stranded DNAwith ethylene glycol diglycidyl ether (EGDE), thus reports on DNA-
cosolute interaction and gives a basis for the development of responsive DNA
formulations.

It has beenobserved thatwhen theDNAgelswere immersed in solutions of cationic
surfactants C16TAB, C14TAB, C12TAB, and C8TAB at low concentrations, there is no
effect on the gels. However, at higher surfactant concentrations there is a marked
deswelling that becomesmorepronounced the longer the surfactant alkyl chain. In fact
the concentration of the onset of deswelling varies by orders of magnitude among
different surfactants. Also the plateau value obtained at high surfactant concentrations
is shorter the longer the alkyl chain length. The pronounced chain length dependence
directly suggests a dominant role of surfactant self-assembly [91].

TheDNAgels become highly swollen because of the osmotic pressure arising from
the counterions, which are confined to the gel. After the immersion of the swollen
DNA gels in solutions of oppositely charged surfactants, the surfactant ions migrate
into the network and replace the network counterions, which are released. Adsorption
of a considerable amount of CnTA

þ ions leads to a transition of the swollen network to
the collapsed state. The main reason for this transition is thus the aggregation of
surfactant ions within the DNA gel due to the hydrophobic interactions between their
hydrocarbon chains. As a consequence the mobile counterion concentration in the
network decreases, leading to a significant decrease in the internal osmotic pressure in
the gel. Furthermore the surfactant aggregates will act asmultivalent counterions and,
by ion correlation effects, contribute to the contraction of the gel.

The results for different alkyl chain lengths have confirmed that the deswelling
occurs well below the normal CMC of the surfactant. The surfactants induce the
volume transition at a certain well-defined concentration (CAC). For both long and
short ds-DNA gels, the CAC were around 0.02, 0.05, 0.1, and 1mM for C16TAB
[89], C14TAB, C12TAB, and C8TAB, respectively. For both long and short ss-DNA
gels, the CAC’s were around 0.015, 0.045, 0.08, and 1mM for C16TAB, C14TAB,
C12TAB, and C8TAB, respectively. The swelling behavior of DNA gels varied with
the length and state of the DNA (ss- vs. ds-DNA). While the DNA size does not
significantly influence the collapse of the gels, with only a small difference between
long and short DNA regarding the extent of collapse, DNA conformation does.
Single-stranded DNA gels show a considerably more pronounced deswelling and a
larger collapse compared with double-stranded gels. It is important to note that the
difference between ss-DNA and ds-DNA is more important for surfactants than for
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the other investigated cosolutes. This again suggests the importance of hydrophobic
interactions.

4.4 APPLICATIONS

4.4.1 Control of DNA Compaction/Decompaction

The big advantage of using surfactant molecules is their self-assembly properties.
Since the compaction of DNA occurs only when surfactant aggregates of oppositely
charge are formed, reasonable control of the compaction/decompaction ofDNAcan be
obtained by changing the properties of the solution, sometimes using rather elegant
approaches such as the control induced by light. In fact the advantages of self-assembly
have already been tested with other positive agents to improve their efficiency and
control. Among those demonstrated were, hydrophobically modified spermidine
[92,93] and amphiphilic peptides [94,95].

The decompaction of DNA–cationic surfactant complexes has been efficiently
achieved by the addition of non-ionic surfactants [47,62], anionic surfactants
[28,45], and cyclodextrins [96]. Anionic and non-ionic surfactants are very
efficient decompacting agents because they will form mixed aggregates with the
cationic surfactant, releasing DNA into solution. For the anionic surfactants,
studies were conducted using surfactants of different chains lengths, and again
it was found that the longer chained surfactant was more efficient in the decom-
paction of DNA (Figure 4.9a). Interestingly it was also found that with the
knowledge of the phase diagram, it is possible to predict the type of structures
that the oppositely charged surfactant will form [28]. Non-ionic surfactants were
also used to decompact and dissolve DNA-cationic surfactant complexes [62].
From FM studies conducted on non-ionic surfactants of the series C12En, where the
head-group size was varied (n¼ 5, 8, 23), it can be seen in Figure 4.9b that the most
hydrophilic surfactant (the one with the largest head-group) is more efficient in the
decompaction of DNA (C. Corbyn, R. S. Dias, M. G. Miguel, P. Fletcher, data not
published).

Recently a new approach using cyclodextrins was taken for the decompaction
of DNA–C16TA complexes. Both a- and b-cyclodextrins proved to be efficient
decompacting agents because of the formation of inclusion complexes with the
cationic surfactant molecules [96].

The control of compaction of DNA molecules can also be done by using
pH- or light-sensitive surfactants. Dodecyldimethylamine oxide (DDAO) is a
pH-sensitive surfactant (pK� 5.0) that can exist either in a non-ionic or in a
cationic (protonated) form, depending on the pH of the aqueous solution. It is then
possible to control the compaction of DNA by changing the pH of the solution
[58,97]. This method still demands, in any case, the addition of species to the
solution. In a recent paper an azobenzene trimethylammonium bromide surfactant
(azoTAB) a light-responsive cationic surfactant was used to efficiently control

108 INTERACTION OF DNA WITH SURFACTANTS IN SOLUTION



DNA compaction and precipitation with light illumination [98]. The surfactant
undergoes a reversible photoisomerization upon exposure to visible (trans isomer,
more hydrophobic) or UV (cis isomer, more hydrophilic) light. Consequently,
surfactant binding to DNA and the resulting DNA condensation can be tuned
with light.

Also investigated was the effect of the addition of an anionic surfactant to DNA
gels collapsed by a cationic surfactant, as this would illustrate the degree of
reversibility of the swelling process. This study involved the addition of different
concentrations of a cationic surfactant, C16TAB, followed, after the ss-DNA gel
collapse, by the addition of different concentrations of an anionic surfactant, SDS. It
was observed that the relative V/V0 returned to between 90% and 100% of the initial
state. Thus the swelling of DNA gels appears to be reversible [91]. It was argued that

Figure 4.9 (a) Dependence of the conformational behavior of single T4DNA molecules,
0.5 mM in aqueous buffer solution and a constant C12TAB concentration of 3.16� 10�4M, on
the stepwise addition of SDS (sodium dodecyl sulfate) and SOS (sodium octyl sulfate). (From
28 with permission) (b) Conformational behavior of T4DNA (0.5mM)–C14TAB (1.19� 10�4

M) systems with the addition of ethylene glycol monododecyl surfactants (C12En). Filled
circles correspond to the globular DNA conformation, and shaded circles to the coexistence
between elongated coils and compacted DNA molecules, whereas open circles correspond to
the extended conformation of DNA. T¼ 25�C.
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as in other previous studies of the behavior of DNA in the presence of a mixed
cationic–anionic surfactant system [28], the interaction between the two surfactants
is stronger than that between a cationic surfactant and DNA. This dynamic
deswelling–swelling process could be useful in the control of the release rate of
solutes from gels via on–off switching.

4.4.2 Purification

The use ofC16TAB for the isolation of nucleic acids and separation fromRNAwas first
reported in 1951 [99], and has been successfully used since for the isolation of DNA
from bacteria [100] and plants [101] withmore or less changes in the procedure [102–
105]. The precipitation methods using C16TAB seem to be efficient even when using
oligonucleotides, which is an advantage over other methods such as ethanol precipi-
tation [101,106]. In fact C16TAB is still being currently used as part of purification
methods [107–111].

As described in Section 4.2.5, since the precipitation of ss-DNAmolecules occurs
for lower concentrations of C12TAB than the corresponding ds-DNA molecules, this
can also be used as a method of separation of ss-DNA and ds-DNAmolecules from a
mixture [81]. Also a recent study has suggested the possibility of selectively
precipitating the desirable supercoiled plasmid DNA from the open-circular one by
use of C14TAB [112].

4.4.3 Gene Transfection

As is mentioned above, the compaction of DNA and the reduction of its charges,
is believed to facilitate the uptake of nucleic acids through the cellular membrane
[17–21]. Surfactants alone cannot be used for the purpose of gene deliverymainly due
to their toxicity. Nevertheless, they have been used in liposomes formulations to
improve transfection efficiencies. One other strategy consists in inducing the pre-
compaction of DNA prior to the interaction with the liposomal vectors that will carry
the DNA to the cells. Peptides have been used for this with some success [113].
Recently the pre-compaction strategy was attempted using an amino-acid-based
surfactant, arginine–N-lauroyl amide dihydrochloride (ALA) prior to the complexa-
tion with cationic liposomes [114]. It was observed that the transcription efficiency is
naturally dependent on the lipid composition that is used, as well as on the DNA-to-
lipid ratio, but it is believed that the pre-compaction with ALA is mainly responsible
for the large increase in transfection when compared to complexes prepared without
the amino-acid-based surfactant.

A great number of studies are being conducted with the attempt to understand the
transfection mechanism(s) and how the composition of the vectors can improve their
efficiency (see Chapter 16). The physicochemical and biological understanding of
nonviral vectors is still in its infancy, however, and this absolutely needs to be
improved.
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CHAPTER 5

Interaction of DNA with Cationic
Polymers

ERIC RASPAUD, ADRIANA C. TOMA, FRANCOISE LIVOLANT, and JOACHIM
RÄDLER

5.1 INTRODUCTION

Condensation of DNA in the presence of cationic polymers was observed as early as
the discovery of DNAwas made. The first reports on the structure of DNA condensed
with polypeptideswere presented in the 1950s. Feughelman et al. were among the first
researchers to study mixtures of nucleic acid and nucleoprotamine by X-ray diffrac-
tion with the idea that “the ratio between the numbers of basic amino acids and
phosphate groups can bevaried” [1]. Subsequently,motivated by the finding thatDNA
is highly condensed in eukaryotic chromosomes, others investigated the precipitates
of basic polypeptides such as poly-lysine and poly-arginine with DNA using optical
absorption spectroscopyandX-ray crystallography.The first discreteDNAcomplexes
and their distinct morphologies as seen by electron microscopy were described by
Laemmli [2] and Gosule and Schellman [3].

Since the 1970s the condensation of DNA has been studied intensively under
various points of view, from a biological, biochemical, physical chemistry, and
theoretical physics perspectives. It is now understood that condensation of DNA can
be inducedbyavarietyofprocesses andagents suchasmultivalent ions, alcohol–water
mixtures, temperature, cationic surfactants, cationic polymers and even high con-
centrations of neutral polymers such as polyethylene glycol. The phase separation of a
condensed DNA-rich phase and a DNA-poor supernatant phase is used in biotechno-
logical processes such as DNA purification. In contrast, highly cationic reagents such
as cationic polymers exhibit an extreme efficiency in compacting DNA and result in
molecular DNA–polycation complexes even in very dilute solutions. Interest in these
compact DNA particles has rapidly increased over the last twenty years for several
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reasons. First, the DNA–DNA interaction has served as a prototype for theoretical
studies on the fundamental properties of polyelectrolytes and macro-ions. Second,
novel techniques have opened up ways to directly measure interaction forces and
compaction at the single-molecule level. Last, the emerging field of gene therapy has
turned attention to DNA–polycation complexes as promising novel systems for drug
delivery, so a physical understanding of the DNA–polycation interaction has become
critical to the rational design of what is being called “artificial viruses.”

In this chapter we will take this line of interest in DNA condensed with cationic
polymers for the use in gene delivery systems and present a basic introduction to the
recent theoretical insight into the physics of DNA–DNA and DNA–polycation
interaction. We will report on the phase behavior and structure of cationic oligomers
and polymers complexed with DNA as bulk composite material. We will then proceed
to review compaction and the structure of DNA-nanoparticles formed by cationic
polymers in dilute DNA solutions, also called “polyplexes.” This will bring us to
polyplexes capable of transferring plasmid DNA into eukaryotic cells. We will review
the physical properties that underlie the structure–function relationships and discuss the
prospect for applying supramolecular architectures. Last, we will attempt to relate the
basic understanding of DNA–polycation interaction to questions concerning the fate of
polyplexes during the cellular uptakemechanismand to the problemofgene integration
into the chromosome.

5.2 THEORY OF DNA INTERACTING WITH POLYCATIONS

5.2.1 Manning Condensation

In the presence of polycations, DNA molecules either repel or attract each other.
Attraction between like-charged macro-ions is a counterintuitive phenomenon, and it
has gained attention during the last three decades. The key to replicating this
phenomenon is to understand how the polycations and salt ions are arranged around
the highly charged polyanion DNA.

In a mean field model the DNA electrostatic potential attracts cations while
thermal energy tends to disperse them. The balance of the two forces (Coulombic
and entropic) determines whether the cation is condensed (i.e., bound within a few
angstroms from the DNA surface) or free. For an infinitively thin rod, a critical
charge density, e/lb, exists that separates the two cases [3]. Hence, by Manning’s
criterion, counterions exceeding this limit condense onto DNA and reduce the
effective charge by a factor 1/qx, where q is the cation valence and x the DNA
dimensionless axial charge density. The effective charge drops inversely in
proportion to the valence q. The larger the cations valence is, the more cations
accumulate around DNA. Condensation of tetravalent cations, for example, reduces
the structural charge by a factor of 96% according to this model. Although this
approach treats DNA as a charged line and does not consider, for instance, the
direct interactions between ions, it gives a first schematic picture of how ions are
spatially distributed.
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5.2.2 Counterion Release

As polycations are added to a DNA solution, they replace the monovalent counter-
ions initially condensed onto the DNA strand. The counterions are released with the
translational entropic gain, as demonstrated for the first time by Record et al. [5] for
the binding of proteins to DNA. A calculation of the free energy shows that the
dominant entropic term is exactly twice as large as the enthalpic term, which
integrates all the electrostatic contributions of type qiV coming from ions i
experiencing the DNA potential V. But this term is also of opposite sign. As a
result it turns out that entropy of ions dominates, and energy is gained when ions are
released from theDNA. This entropic gain is responsible for the fact that the binding
of polycations can lead to overcharging DNA. Similar arguments have been used to
explain the formation of lipid–DNA complexes [6]. More recently the energetics of
complexation between two oppositely charged polymers was studied by Langevin
dynamics simulations; it was quantitatively established that the complexation
process is of entropic origin for highly charged systems of high Coulomb interaction
strengths [7].

5.2.3 Short-Range Attractive Force due to Ion Correlations

Classical mean-field analyses predict long-range repulsion between chains but never
attraction. So, to understand how polyvalent ions may collapse DNA, we need to take
into account short-range attractive interactions that arise from correlations of the
condensed ions (see Chapter 12 and [8]). It has even been shown [9] that short-
range correlations between the condensed counterions arise for polyvalent ions. The
stronger the ionic condensation at theDNAsurface is, the stronger are the electrostatic
correlations [10]. Gronbech-Jensen et al. [11] showed for two like-charged rods that
the attractive force is caused by a residual positional order of the condensed ions at
small distance between the two rods. At low temperatures the condensed ions arrange
themselves in an ordered structure resembling a Wigner crystal [12]. These correla-
tions induce an attraction between like-charged chains and lead to a highly dense state
with a cohesive energy much larger than kBT [10]. The binding energy depends on
the spacingbetweencharges, on thenumberof condensed ions, on their size, andon the
DNAchargedensity.Second, thenumberof condensedcationsmayalsodependon ion
correlations, especially for polyvalent ions, such that correlations may induce charge
inversion of DNA in the presence of polycations [12, 13, 14]. A recent theoretical
speculation is that the charge inversionmay depend on the orientation of the adsorbed
cations, parallel or perpendicular to the chains [15].

5.2.4 Phase Diagrams of Condensed DNA–Polycation Phases

So far we explained that DNA chains in the presence of polycations can aggregate and
form a dense phase separated from the rest of the dilute solution. Phase diagrams,
mapping out the ionic conditions underwhich condensation occurs, have been studied
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by various authors. A first attempt was made for short polycations using an “ion-
bridging” model [16]. In more recent approaches [17–19] the chemical potentials
of the different compounds were calculated and the coexistence curves of the two
macroscopic phases determined. The shape of the curves strongly depends on the
polycations valence (and size) and on the ionic concentrations (DNA, polycations, and
added salt, e.g., NaCl). These parameters in particular affect the following terms:
Coulomb free energy of the soluble polycations–DNA complexes, translational
entropy of free polycations, correlation energy of polycations in the complex, energy
of re-association of co-ions, and cohesive energy in the dense macroscopic phase. For
short polycations the translational entropy contributes significantly to the total free
energy and exponentially broadens the range of the condensed DNA phase [19].

5.2.5 Finite-Size Aggregates

An interesting ongoing discussion concerns the theory of finite-size aggregates of
condensed DNA. Several effects can contribute to stabilize finite-size aggregates
instead of macroscopic phase separation in thermodynamical models: the size of the
cations [20], hydrophobicity [21], and DNA conformation [22]. However, finite-size
aggregates can also result from kinetic trapping, which prevents the system from
reaching the thermodynamically optimumstate on an experimental time scale [23,24].
In particular, in the range where DNA should be optimally overcharged, large cations
must overcome a Coulomb barrier as high as few tens of kBT to join the overcharged
complex. So the implication is that in practice, these complexes will stop growing at a
certain point.

5.3 CONDENSATION OF DNA, PHASE DIAGRAM, AND STRUCTURE

In a recent experiment Akitaya et al. [25] analyzed the folding transition of a long
DNA chain in relation to different lengths of poly-L-lysine. Single-molecule
observation by fluorescence microscopy revealed to them two types of transitions
into the DNA condensed state when the polycations concentration is progressively
increased: (1) an abrupt conformational change for short oligomers (lower or equal to
nine chargedmonomers) and (2) a gradual transition for polycations larger than nona-
mers. The number of polycations, which is required to induce theDNA condensation,
strongly depends on the polycation size. For short polycations, the transition occurs in
an excess of polycations. The higher the valency of the polycation, the lower is the
concentration needed to induce the abrupt transition. For long polycations, however,
the gradual transition ends when the number of negative DNA phosphates equals the
number of positive charges of the polycations. In other words, the transition occurs
before all charges are neutralized. The two types of transition are due to the
translational entropy of the polycations, which is nonnegligible when they are short
as noted above. In the next subsection we will discuss the two types of transition in
more detail.
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5.3.1 Short Polycations and Multivalent Cations

For short polycations like polyamines, an abrupt transition has been widely reported
since the early publications of Gosule and Schellman [26]; for a review see also [27].
Long DNA chains collapse into toroidal globules at low DNA concentrations (mg/ml)
and form intermolecular aggregates at higher concentrations. This transition was
observedwhen at least few tensmMof polyamines (spermidine 3þ, spermine 4þ)were
added to the DNA solution. Addition of other inorganic multivalent cations like
hexamine cobalt 3þ is also known to cause DNA condensation [28,29]. The mecha-
nism of DNA condensation is therefore independent of the chemical nature of the
polyamines and is primarily of electrostatic origin. Note, however, that the chemical
structure can change the binding properties [30] and the DNA compaction density
[31], and shift the transition to a different value of cations concentration [32]. For all
these systems the conformational transition from an extended to a collapsed form is
found to be abrupt, aswaspredicted by the theory of Post andZimmas indicativeof the
relatively high stiffness of the DNA chain [33]. Recently Baumann et al. were able to
determine the force-extension curves of single DNA condensates using optical
tweezers [34]. They found a plateau at low force that allows an intramolecular energy
of 0.083 to 0.33 kBT to be extracted per base pair, in agreement with osmotic stress
experiments in bulk condensed DNA. Regarding the neutralization state of the chain,
the datawere initially analyzed by using the two-variable theory ofManning [35], and
it was concluded that DNA collapses when about 80% to 90% of the DNA phosphates
are neutralized by the condensed cations [28]. Because attractive forces such as
correlation forces are not explicitly included in the Manning approach, the critical
degreeofneutralization isonly anapproximation. It is knownexperimentally that in all
cases near the transition range most of the DNA charges are neutralized [36]. Further
addition of the multivalent cations reduces the charge and reverses it in some cases
[37,38]. Although the charge inversion is not detected yet, DNA redissolves when a
large amount of short polycations or multivalent salt is added (up to 0.1–0.3M) [16].
The onset of this re-entrant de-condensation depends on the polycations, on the DNA
length, and on the monovalent salt concentration. The phase diagram is delimited by
the two concentrations required for DNA condensation and redissolution, respective-
ly. Dilute DNA solutions may condense for a very large range of polycation
concentrations, varying from few 0.01mM to 0.1M. This range narrows when the
DNAconcentration is increased.Addition ofmonovalent salt always shrinks the phase
diagram boundaries. The monovalent salt competes with the polycations in the DNA
vicinity and screens the electrostatic interaction. For instance, the presence of about
0.4MNaCl is sufficient to completely prevent the DNA condensation by polyamines.

5.3.2 Long Polycations and Basic Proteins

DNA condensation by proteins, polypeptides, or polycations is usually studied as a
function of the nominal charge ratio (polycation/DNA) and not as a function of the
concentration of polycations. In general, the maximum precipitation is reached near
the point of electroneutrality. Typically insoluble stoichiometric complexes are
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formed even at low concentrations of polycations, and increasing the polycation
concentration does not lead to dissociation of the complex at moderate ionic
strength [39].

Interaction between lysine-rich histone H1 (a basic protein that has a role in
stabilizing chromatin by condensation in the cell nucleus, as discussed in Chapter 6 of
this book) and long DNA was monitored by precipitation in different solutions. In
distilled water, the partial precipitation of DNAwas observed to have a maximum at a
charge ratio H1/DNA of 1.03. For 0.14M NaCl and 0.07MMgCl2, the maximum of
precipitation was at a charge ratio H1/DNA of 0.55 and 0.44, respectively. In all these
cases the precipitation phenomenon was progressive and took place after the point of
charge neutrality for low salt concentrations and before this point for intermediate salt
concentrations [40]. Precipitation curves of human protamine (P1 and P2, two basic
polypeptides which condenseDNA in the sperm nucleus) with longDNA showed that
both protamines have the same capacity of condensingDNAand that the condensation
starts progressivelyat a charge ratio that is smaller than theelectroneutrality point [41].
For long DNA, the binding is strongly dependent on the salt concentration, and the
degree of complex formation decreased significantly up to a salt concentration of
0.7M, where the precipitation disappeared. Circular dichroism studies using herring
protamine (21 charges), indicate the dissociation of the DNA-protein complex at high
NaCl concentrations [42].

Brewer et al. succeeded in measuring the real time dynamics of a protamine-
induced DNA condensation as well as the decondensation of individual DNA
molecules using a sophisticated microfluidic flow cell in combination with an optical
trap [43]. l-phage DNAwas attached to a bead and moved into the laminar flow of a
protamine solution for a short period of time. These measurements allowed direct
access to the condensation binding rate aswell as thedissociation rates.Apparently the
rate of condensation increased linearly as the protein concentrationwas increased.The
samemeasurements with a peptide of six arginine residues showed that the number of
positivecharges affects the rate atwhich themolecules dissociate fromDNA, resulting
in dissociation constants four orders of magnitude higher for the peptide (1.17 nM for
protamine, 0.25mM for Arg6).

In 2000 Yoshikawa et al. published similar results using an optical trap to study T4
phage DNA–histone H1 complex formation [44]. Individual DNA molecules were
stained with the fluorescent dye DAPI and followed by fluorescence microscopic
measurements. Apparently individual DNA molecules mixed with H1 in 2M NaCl
exist as elongated random coils. Decreasing the salt concentration from 2 to 0.2M
resulted in a transition to a compacted folded state. Further the author states that the
transition unfolded/folded is reversible if the trapped complex is transported back to
the 2M NaCl solution.

While the valence and length of the polycations has an immediate impact on the
compaction of DNA, the length of the DNA molecule has not yet been discussed. A
difference in the precipitation behavior between short 146 bp and long 50 kbp DNA
with two basic proteins, calf thymus histone H1 and salmon protamine, was seen by
Raspaud et al. [45] at low salt concentrations. Long DNA begins to precipitate at a
charge ratio smaller than the neutral charge ratio. Short DNA precipitates in a narrow
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range of ratios around the point of electroneutrality, which also marks the charge
inversion of the complexes.

Another problematic aspect in the interaction of DNAwith cationic polymers is the
hydrophobic interaction, which comes into play when DNA is condensed, for
example, by long synthetic polycations such as PVPE and PVPEC. At low charge
ratios the negative soluble complexes contain polycation chains that are usually evenly
distributed among the DNA molecules. As the charge ratio is increased, a critical
hydrophobicity is reached, and further bindingof polycationswill lead to precipitation
of the complex. At this point the polycation chains are unevenly distributed among the
DNA molecules, a phenomenon called disproportionation [46].

5.4 FORMATION OF POLYCATION–DNA COMPLEXES: POLYPLEXES

In dilute solutions discrete, compact particles form and the control of size and shape
of such polycation–DNA complexes is an important goal for the development of
artificial gene delivery systems. Typically single DNA molecules collapse into
toroids, rod-like shapes or globules [1,2]. These morphologies are found whenDNA
is complexed with polylysine, protamine, spermine, PEI, cobalthexamine, chitosan,
or other polycations. Generally, the condensate consists of hexagonal bundles
of DNA molecules as seen by X-ray scattering and high-resolution electron
microscopy [31,47]. The local structure in polyplexes is in agreement with the
observed hexagonal columnar bulk phases of DNA condensed with small polyca-
tions [48–50] or long cationic polymers [51]. Remarkably well organized giant
toroids are observed after condensation of T4 phage DNA, which are either
monomolecular or comprise a small number of DNA molecules [52]. Such toroids
can also be formed in the confined volume of a spermidine-filled giant vesicle [53].
The trick is to reconstitute the phage opening receptor FhuA in the lipidmembranes,
such that natural T5 phages are able to inject their DNA into the cationic environ-
ment. A kineticmodel of toroid formationwas first introduced byHud et al. based on
the probability of forming loops [54]. Yoshikawa suggested a nucleation-growth
pathway of DNA condensation [55]. On the other hand, Park et al. calculated
equilibrium shapes of condensates and demonstrated the existence of an optimal
torus size from an elastic free energy model [56]. However, well-defined toroids or
rods are not the most frequent morphology; particles formed in solution are mostly
found in kinetically trapped states. The cation-induced condensation has been
reported to be a two-stage process in which cation binding followsDNAcompaction
as two separate steps [57]. Similar observations are also found in computer
simulations [58]. Nanoscale details on the condensation pathway are obtained
from AFM studies, albeit interaction with the surface might affect complex shapes
to some degree. Intermediate states of condensation adsorbed to mica appear as
“flower” and disk-like objects, and their occurrence can be studied as a function of
increasing condensation agent [59,60]. Even the dynamic assembly of toroidal and
rod-like DNA condensates undergoing dynamic structural movement and confor-
mational changes has been visualized in real time with atomic force microscopy
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[61]. A systematic study that included statistics of shapes as a function of various
physicochemical conditions was carried out by Danielsen et al. for chitosan–DNA
complexes [62].

5.5 DNA-NANOPARTICLES FOR GENE DELIVERY

DNA-nanoparticles are regarded as potentially efficient gene delivery systems (vec-
tors) that may someday be used to introduce foreign nucleic acid, plasmid DNA,
antisense oligonucleotides, or siRNA into living cells for therapeutic purposes. Gene
therapy may prove to be a powerful means of curing hereditary diseases and multi-
genetic disorderswhereby the expression of certain genes is restored or downregulated.
Potential strategies for cancer treatment are envisaged using viral and nonviral vectors.
Nonviral vectors, in general, would be comprised of complexes of DNA and cationic
surfactants, lipids, peptides, or synthetic cationic polymers, alone or in various
combinations [63]. Complexes of DNA and cationic polymers for use in gene delivery
are referred to as “polyplexes”. A large body of literature has compared formulations of
cationic polymers with DNA with regard to their transfection efficiency. Gene
expression is monitored by reporter genes, encoding for readily detectable proteins,
such as beta-galactosidase or luciferase, or fluorescent proteins like GFP. In general,
gene expression is reported in relative units with respect to some control standard.
Transfection efficiency depends on many specific parameters like the cell type, cell
medium, and vector formulation. Among the many details of the preparation protocol
are important time-dependent parameters such as the time of complex formation or the
incubation time,which is the time cells are exposed to the gene delivery complexes in a
minimal medium. Among the most frequently optimized parameters in vector formu-
lation is the cation-to-anion ratio, and most often it is the polycation nitrogen-to-DNA
phosphate (N/P) ratio. The N/P ratio controls the zeta potential and size of the
complexes. For example, the gene transfer efficiency of low molecular weight
polylysine and other DNA-condensing peptides were studied as a function of molecu-
lar weight andN/P ratio [64,65]. Typically best transfection is obtained at N/P> 1 (i.e.,
at a point well beyond the neutrality of the charge) when the particles are small and
positively charged. Some polymers like PEI can change their degree of protonation
depending on pH, which then shifts the charge from neutrality to some larger value.

5.5.1 Artificial Viruses

Control of the size and function of the DNA condensates is crucial for gene transfer
efficiency. Various strategies are being tried to create supramolecular assemblies that
mimic “artificial viruses” for the purpose of therapeutic gene delivery [66]. For
example, cell-specific ligands can enhance cell targeting if they are covalently linked
to cationic polymers, as has been demonstrated by DNA/Transferrin–PEI complexes
[67] and folic acid coated particles [68]. Grafting of non-ionic polymers like
polyethylenglycol to the polycation has yielded shielded polyplexes with enhanced
systemic circulation timeand reduced interactionwith blood components [69,70].The
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covalent bonding of plasmid DNA to a single nuclear localization signal peptide has
shown 10- to 1000-fold transfection enhancement [71], indicating that intracellular
trafficking can be controlled by choosing molecular tags.

5.5.2 Cytotoxicity

Although many polycations exhibit high transfection efficiencies, cytotoxicity is an
inherent property of polycations. Poly(ethylenimine) (PEI) is a cationic macromole-
cule commonly used in gene transfer/therapy protocols with high transfection effi-
ciency both in vitro and invivo. However, PEI can both induce membrane damage and
initiate apoptosis. Cytotoxicity is less pronounced in reduced molecular weight PEI or
in branched PEI [72]. The cytotoxicity can further be reduced by chosing appropriate
side chains as demonstrated by polylysine-graft-imidazolecatic acid conjugates [73].
Cytotoxicity decreases with decreasing molecular weight of polymer and increasing
number of grafted imidazole [74]. A comparison of commercial cationic polymers and
cationic lipids with regard to cytotoxicity and gene transfer efficiency is given in [75].

5.6 CELLULAR UPTAKE AND INTRACELLULAR INTERACTIONS
OF POLYPLEXES

Tobeefficient, polyplexesmust have the capacity (1) to enter the cells of interest, (2) to
protect nucleic acids from nuclease degradation, (3) to escape the endocytic pathway
and reach the cytosol, (4) to dissociate and release the DNA, and (5) to facilitate the
integration and activity of the transferred DNA inside the nucleus.

Following cellular uptake, the presence ofDNAand oligonucleotides in the cytosol
and in the cell nucleus are rare events. Complexes remain essentially confined inside
endosomes. The membranes of these vesicles constitute one major barrier to efficient
nucleic acids delivery. Many attempts have been made over the years to modify
condensing polycations in order to enhance the endosomal release. For example, poly-
histidine is apparently able to mediate acid-dependant fusion and leakage of nega-
tively charged endosomes [76]. Histidylated polylysine was therefore designed,
synthesized, and used to condense plasmids into cationic particles. They also form
toroids in solution, and yield transfection three to four orders ofmagnitude higher than
polylysine (review in [77]). At physiological salt concentration, these polyplexes
aggregate, but as described for other cationic polymers, the binding of polyethylene
glycol (PEG) prevents their aggregation at physiological concentrations.

When released from the condensing agent, free plasmid DNA can be digested by
cytosolic nucleases [78]. To prevent an early dissociation of polyplexes inside
endosomes, cysteine residues were introduced into lowmolecular weight condensing
peptides. Disulfide bond formation led to a decrease in particle size relative to control
peptide condensates and prevented dissociation of DNA condensates in concentrated
sodium chloride. Transfection assays were also 5- to 60-folds higher than with
uncrosslinked peptide DNA condensates in vitro [79].
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After the escape from endosomes, DNA must travel through the cytosol to reach
the nucleus. Lukacs et al. measured the translational diffusion of fluorescein labeled
double-stranded DNA fragments (21 to 6000 bp long) that were microinjected into
the cytoplasm and nucleus of Hela cells. The diffusion of small DNA fragments in
the cytoplasmwas found to be mildly impeded. The small oligonucleotides diffused
promptly into the nucleus. This diffusion can become greatly hindered with
increasing DNA size, and completely blocked for DNA fragments >2000 bp
[80]. The cytosol of mammalian cells is a crowded environment, containing soluble
proteins and a network of cytosceleton filaments. The actin skeleton was identified
as the major barrier restricting cytoplasmic transport of noncomplexed DNA [81].
On the other hand, confocal imaging of the intracellular trafficking of PEI/DNA
polyplexes reported rapid localization of polyplex at the nuclear periphery three to
four hours posttransfection [82,83]. A more refined analysis of polyplex cytosolic
transport using single-particle tracking revealed that polyplexes undergo a random
sequence of passive and active transport modes, whereby the active transport
follows microtubule filaments [84]. However, there are trafficking routes for large
particles through the cytoplasm, especially for virus-like particles, that use molec-
ular motors such as dynein to travel along the microtubules. Vectors and/or cellular
factors that can enhance cytoplasmicmobility are likely to significantly increase the
efficiency of gene expression.

In the absence of cell division, an additional limiting step is the translocation of
DNA through the nuclear envelope. Some recent works have turned to investigate the
nucleus entry problem (review in [85]). Evidently nuclear pore complexes (NPC) act
as gateways for macromolecular traffic between the cytoplasm and the nucleus. Short
nucleic acids such as oligonucleotides can diffuse freely through the pore. Larger
molecules need to be actively transported by a cargo protein that carries a nuclear
localization signal (NLS). Complexes with diameters as large as nearly 39 nm can be
translocated by the NCP [86]. This implies that macromolecules much larger than the
assumed functional NCP diameter of 26 nm can be transported into the karyoplasm.
Anymaterial with an NLSwill be taken up to the nucleus. Several NLS sequences are
known, generally containing a conserved polypeptide sequence with basic residues
such as PKKKRKV (from the SV40 Tantigen NLS sequence). It is being speculated
that polylysine, in addition to its condensing and vector roles, may also act as a NLS
sequence and facilitate the entrance of DNA through the pore. Recently it has been
shown thatDNAnanoparticles consistingofoneDNAmolecule condensedby30mers
lysine polymers substituted with PEG [87] and injected inside the cytoplasm can
effectively enter the nucleus of nondividing mammalian cells and generate a nearly
10-fold improvement in trangene expression compared to naked DNA [87]. Other
endogeneous nuclear proteins, whose natural functions are to condense DNA and that
possess one ormoreNLS sequences, are also interesting candidates tomediate nuclear
translocation. Among these are proteins from the high mobility group (HMG
proteins), histones (especially H1), and protamines that were shown to enhance in
vitro tranfection efficiency properties [88–90]. An alternative promising approach
comes from the observation that glycoproteins lacking NLS are able to enter the
nucleus. Oligosaccharides are presumably recognized by lectins (a component of the
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nuclear pore complex). If bound to DNA, these oligosaccharides can facilitate its
transport through the nuclear envelope.

When finally arrived in the nucleus, all free DNA fragments, even oligonucleo-
tides, are nearly immobile [80], whereas fluorescent uncharged dextrans of molec-
ular sizes up to 580 kDa are fully mobile [80,91] as also are protein complexes [92].
The dynamics of collapsed DNA particles inside the nucleus are still unknown. The
condensed state of DNA in the condensed particles should not prevent the DNA
expression in the nucleus, since the interphasic chromatin is also a very dense
medium. Interestingly particles of different shapes (ellipsoids, toroids, rods) were
obtained by condensing DNA plasmids with polylysine, and according to the nature
of the counterion and, correlated to their shape, substancial differences in transgene
expression have been observed [87]. The structure of these nanoparticles remains to
be analyzed to understand the differences in transciption efficiencies. The con-
densing agent has also to be dissociated and replaced by histones to reorganize the
plasmid DNA into an active chromatin-like structure. Acidic proteins such as
nucleoplasmins could compete for interactions with basic proteins or polypeptides
and help releaseDNA [93]. For comparison, at fertilization, when the sperm genome
(with DNA condensed with protamines) enters the ovocyte, decondensation occurs
and protamines are replaced by histones through a complex remodeling process
(reviewed in [94]).

5.7 CONCLUSION

We have described how DNA and polycations interact electrostatically, and we have
reported on the characterization of condensed DNA–polycation phases and the
formation of nano-sized particles. The emerging field of engineering polyplexes with
tailored properties for enhanced gene delivery is yet in its early stage. We gave
examples how intracellular behavior of polyplexes can be explained, in part using
knowledge from in vitro studies. To derive a fully predictable pathway for gene
delivery remains a distant goal, but today’s incremental advancements in transfection
efficiencies are clearly based on studies of molecular interactions.
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CHAPTER 6

Interactions of Histones with DNA:
Nucleosome Assembly, Stability,
Dynamics, and Higher Order Structure

KARSTEN RIPPE, JACEK MAZURKIEWICZ, and NICK KEPPER

6.1 INTRODUCTION

The genome of a human cell comprises 6� 109 DNA base pairs corresponding to a
DNA chain with a total contour length of about 2m. Free in solution, a DNAduplex of
this length would occupy the volume of a sphere with a diameter of approximately
400 mm as estimated from its calculated radius of gyration. This amount of DNA is
packaged into a nucleus with a typical diameter of 10 to 20 mm. The required
compaction of the genome is obtained via complexation of the DNA with small
strongly positively charged proteins, the histones, into a large nucleoprotein complex
that is referred to as chromatin [1]. At the same time the genetic information has to
remain accessible for DNA binding factors involved in processes like replication,
transcription, repair, and recombination. Thus the interaction of histones andDNAhas
tomediate between these twoapparently contradicting functions in adynamicmanner.
It represents an important regulatory factor for all processes that require direct access
to the DNA. Histones are among the evolutionary most conserved proteins [2]. They
canbe classified into fivegroups, namely the four core histonesH2A,H2B,H3, andH4
and the linker histone H1. In mammals each of these classes except H4 is subdivided
into several subtypes as well as the so-called histone variants or substitution histones
[1,3]. Two copies of H2A, H2B,H3, andH4 constitute a histone octamer complex that
is the protein core around which 146 or 147 base pairs of DNA are wrapped in 1.67
turns of a left-handed superhelix. This nucleoprotein complex is termed the nucleo-
some and is themain building block of eukaryotic chromatin. The structure of the free
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histone octamer and that of the nucleosome complex have been determined at atomic
resolution by X-ray diffraction [4–8].

Each nucleosome is separated by 20 to 80 bp of “linker” DNA, and the resulting
nucleosomal chain of about 10 nm in diameter is folded into more condensed fiber
of about 30 nm diameter, which itself forms higher order structures. The linker
histone H1 or its subtype H5 in avians, organizes the internucleosomal linker DNA
[9–12]. DNase I cleavage assays showed that binding of linker histones to a nucleo-
some protects an additional 22 base pairs of DNA flanking the nucleosome structure
[13–15]. The complex of nucleosomes, linker histone and the interacting approxi-
mately 169 bp of DNA is referred to as the chromatosome.

6.2 HISTONES

6.2.1 Core Histones

The octameric complex of the histone H2A, H2B, H3, and H4 represents the standard
protein core of the nucleosome. Several subtypes of the canonical core histones H2A,
H2B,andH3havebeendescribedwithdifferences in twoor threeaminoacids.These are
referred toas theH2AsubtypesH2A.1andH2A.2, theH2BsubtypesH2B.1,H2B.2,and
H2B.3, and the H3 subtypesH3.1 andH3.2 [16]. It is noted that the distinction between
histone subtypes and histone variants/replacement histones (see below) is somewhat
arbitrary. It is not clear whether the above-mentioned subtypes are truly equivalent or
exhibit distinct activities in the cell, and for H3.1 and H3.2 the differences in their
expression and posttranslational modification pattern that have been reported might be
relevant in establishing functionallydifferent chromatin states [17]. ForH4only a single
102 amino acid sequence has been found inmammals, butmultiple gene copies exist for
all the canonical core histones in the human genome [3,18]. Most of these histones
are clustered at chromosome 6p21 and 6p22 (NIH histone sequence database,
http://research.nhgri.nih.gov/histones/web/chrmap.shtml). Their expression is strictly
regulated and occurs during the S-phase of the cell cycle.

Individual core histones tend to form large and unspecific aggregates at physio-
logical ionic strengths. At very low ionic strengths they are soluble in limited
amounts and adopt a mostly unfolded random coil conformation [1]. In contrast, in
the histone octamer each of the core histones adopts a similar secondary structure in
its globular domain, the “histone fold” that mediates histone–histone interactions. The
histone fold is a three-helix motif that heterodimerizes by forming a handshake-like
structure between H3 and H4 as well as between H2A and H2B [19] (Figure 6.1). The
core histones contain an unstructured segment of 20 to 35 residues at the amino
terminus that is rich in basic amino acids. Histone H2A is unique in having an
additional nearly 37 amino acid carboxy-terminal domain that protrudes from the
nucleosome. These histone “tails” are targets of posttranslational modifications and
play an important role in modulating the interaction of histones with other chromo-
somal proteins and/or between nucleosomes [29]. In the absence of DNA the histone
octamer complex is stabilized by high salt concentrations of around 2M. Decreasing
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the salt concentrations to physiological levels (100 to 150mM salt) or increasing
the temperature promotes the dissociation into histone subparticles [26–28]. These
include a (H2A�H2B) heterodimer, a (H3�H4) heterodimer and a (H3�H4)2 hetero-
tetramer. The reaction scheme for the (dis)assembly of the histone octamer is
depicted in Figure 6.2. The stability of these particles in terms of their free energy
and their dissociation constantKd can be estimated from previous work (Table 6.1).
For the dependence of the free energy DG on ionic strength I, an apparent linear
relationship with the slope DDG/DI has been reported in previous studies at salt
concentrations up to 1M for the stability of the (H2A�H2B) dimer [21,22] and the
histone (H3�H4) dimer [23]. Accordingly a value of DDG/DI has been derived from
the available data and represents the change of DG upon an increase of the salt
concentration by 1M.

6.2.2 Linker Histones

Around 80% of the nucleosomes harbor a linker histone H1 or one of its variants, which
binds near the entry/exit site of DNA in the nucleosome, organizing around 20bp
DNAflanking thenucleosomalcore inastemloop-likemanner [13,30,31].Themembers
of the H1 group of proteins show a rather conserved structure, consisting of a compact
globular domain (GD) with a winged-helix fold [32,33] and a C-terminal domain (CD),
which are surrounded by a short N-terminal and a longer C-terminal tail (Figure 6.3). It
appears that only the globular domain of the linker histone is folded in the absence of
DNA, and only for this part of the protein a high resolution structure has been reported
[32]. The linker histoneH1 stabilizes the nucleosomal structure, reducesmobility of the
nucleosome, and guides higher order chromatin folding [35–37]. Accordingly the linker
histone is found to accumulate in transcriptionally inactive regions [38], whereas
transcriptionally active regions appear depleted of linker histone. Furthermore the linker

Figure 6.1 Histone fold and histone–histone interactions. The (H2A�H2B) dimer (left panel)
and a (H3�H4) dimer (right panel) are shown.
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histonewasshown to impede transcription invitro [39].Knockout studiesofH1 inmouse
embryonic stem cells demonstrate large changes in the chromatin structurewith respect
to global nucleosome spacing, local chromatin compaction, and decreasedmodification
of certain core histone [40,41]. In these studies H1 affected transcription of only a small
set of genes. These genes are also closely regulated by DNAmethylation, suggesting a
connection between linker histone function and DNA modification.

6.2.3 Histone Variants

Histone variants or substitution histones can replace the canonical core histones H2A,
H2B, H3, and H4. They provide the possibility to generate a specialized chromatin
environment for nuclear processes in certain regions of the genome [42–45]. Histone
variants are summarized in Table 6.2 and include variants in H2A (H2A.Z, H2A.X,
macroH2A, H2ABbd), H2B (H2BFWT, hTSH2B), and H3 (H3.3, CenH3). No histone
variant for core histone H4 is known. A comprehensive review of histone variants is
beyond the scope of the present report, and here only those histone variants forH2A and
H3 are described briefly that are considered to be the most important. For histone H2A
these areH2A.X,H2A.Z, andmacroH2A.TheH2A.Xhistone is thought toplaya role in

Figure 6.2 Reaction scheme for assembly of the histones octamer. The equilibrium for each
step is described by the dissociation constant Kd. The designation (H2A�H2B) represents the
heterodimer betweenHA andH2B, (H3�H4) the heterodimer betweenH3 andH4, (H3�H4)2 the
tetramer, (H3�H4)2(H2A�H2B) the hexamer, and (H3�H4)2(H2A�H2B)2 the octamer complex.
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Figure 6.3 Energy minimized model structure of a H1 linker histone. The N-terminus, (N,
residues 1–21), the globular domain (GD, residues 22–96), the C-terminal domain (CD,
residues 110–183), and the C-terminus (C, residues 184–193) are indicated. The numbering
refers to the sequence of H1.2 from rat with the CD structure derived from previous model-
building studies in its complex with DNA [34]. The globular domain corresponds to the protein
fold determined in the crystal structure of the related linker histone H5 [32].

TABLE 6.2 Histone Variants

Canonical
Histone

Histone
Variant Localization and Function Reference

H2A H2A.Z Mostly transcriptionally active chromatin; prevents
spreading of heterochromatin into euchromatic
regions

[50,62–64]

H2A.X Involved in DNA repair via recruitment of double-
strand break repair complexes upon phosphorylation
of H2A.X

[65–67]

H2ABbd Associated with regions of H4 acetylation, excluded
from inactive X-chromosome; reduces nucleosome
stability

[68,69]

macroH2A Accumulated at inactive X-chromosome; contains a
large C-terminal macrodomain that can bind ADP-
ribose

[58,60,70]

H2B H2BFWT Located at telomeric sequences; inhibition of
association with chromatin condensation factors

[71]

hTSH2B Testis specific; possibly telomere-associated
functions

[72,73]

H3 H3.3 Transcriptionally active chromatin; derepression of
genes

[74]

CenH3 Associated with centromeric DNA; essential for
assembly and stability of kinetochores

[75–77]
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DNA repair because it is phosphorylated at a characteristic C-terminal SQ motif in
response to the introduction of DNA double-strand breaks [46]. This modification
appears to recruit a large set of additional factors that might mediate different DNA
modifying activities [47]. H2A.Z moderately stabilizes the nucleosome [48,49] and is
mostlyassociatedwith regionsof transcriptionallyactivechromatin [50]. Its recruitment
is conducted by the ATP-dependent chromatin remodeling complex SWR1 in yeast,
which replacesH2Awith thevarianthistones innucleosomes invivoand invitro [51,52].
The overall structure of theH2A.Znucleosome displays high similarity to the canonical
nucleosome [53] with respect to the histone-fold domains and the DNA path on the
nucleosome surface. The essential region for H2A.Z activity seems to lie in its acidic
C-terminal amino acid stretch [54], whichmight function as a protein binding site [55].
Finally, macroH2A has been related to repression of transcription by inhibiting
transcription factor binding as well as remodeling of histones and their acetylation
[56,57].Thevariant is found tobeenriched in the inactivatedXchromosome [45,58,59].
It is characterized by a large C-terminal macro domain, that has ADP-ribose binding
capacity [60]. The incorporation of this variant increases the stability of the nucleosome
in agreement with its proposed function in transcriptional silencing [61].

The histoneH3.3 variant is involved in gene regulation andmarks active chromatin.
It is very similar to the canonical H3 in the amino acid sequence as only a few amino
acids (4 inDrosophila) are changed [74]. However, both incorporation into chromatin
and genome localization are very different fromH3. Unlike its canonical counterpart,
H3.3 is not deposited by the chaperone complex CAF1-ASF1 on the DNA but by the
HIRA-ASF1 complex in a replication-independent manner [78]. The centromeric H3
variants (CenH3s) from different organisms, such as the mammalian CENP-A
(centromere protein A), are constitutive components for centromeres [75,79].
CENP-A is required for recruitment and assembly of additional centromere specific
factors such as CENP-C and guide proper centromere and kinetochore organization
[80,81]. Furthermore it has been described as an epigenetic mark of centromeric
chromatin throughout DNA replication [82].

6.2.4 Posttranslational Modifications of Histones

A variety of posttranslational covalent modifications for histones are known that
include acetylation, methylation, phosphorylation, ubiquitylation, sumoylation, and
ADP-ribosylation. Even though most of these modifications have been already
identified in the early years of chromatin research (reviewed in [1]), their impact
on chromatin features has only been appreciated over the last years, leading to the
“histone code” hypothesis [83,84]. The histone code hypothesis proposes that
different histone modifications act synergistically, complementarily, or antagonisti-
cally as signals for regulatory events. For histone acetylation and histonemethylation,
in particular, numerous effects on chromatin mediated activities have been reported,
and only these two modifications will be described in more detail here.

Histone acetylation is catalyzed by proteins containing a histone acetyltransferase
(HAT) domain and affects both chromatin conformation and dynamics on the level of
single nucleosomes as well as that of the higher order chromatin structure as reviewed
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recently [85]. HATs appear often in large, multiprotein assemblies such as SAGA for
theGCN5 acetyltransferase [86]. Histone acetylation of certain residues inH3 andH4
correlates with transcriptional activation or DNA replication (H4K5 and H4K12) and
is absent from heterochromatic structures [87,88]. Inhibition of the antagonistically
acting histone deacetylases (HDACs) with compounds like trichostatin A leads to
changes in the higher order chromatin structure and the chromatin accessibility and
points at the importance of this epigenetic mark in chromatin structure regulation
[89,90]. Since acetylation of histone tails neutralizes the positive lysine charge, it has
been proposed that the electrostatic interactions of the tailwith theDNAareweakened
by acetylation, leading to destabilization of the nucleosome and respective higher
order structures. Thus, in addition to acting as a recruitment (or eviction) signal to
extrinsic factors, acetylation might have a direct structural impact on nucleosomes. In
agreement with this view in vitro studies show that acetylation causes a decrease in
folding of 30 nm structures and promotes transcription [91–94].

Histone methylation can take place at either lysine or arginine residues [95,96].
Lysine methylation of histones involves mono-, di-, and trimethylation of the lysine
e nitrogen and is conferred by histone lysine methyltransferases (KMTs)
[95]. One class of KMTs is characterized by the presence of a SET domain that
was found in the Drosophila Su(var)3-9, enhancer of zeste (E(z)), and trithorax
proteins. Well-described residues for histone H3 methylation are lysines K4, K9,
K27 and K79. The effect of histone methylation on the chromatin state is critically
dependent on the residue modified and the number of methyl groups attached (for
review see [97]). (Tri-)methylation ofH3K4, for instance, is an euchromatinmarker.
It is set by complexes containing the MLL (mixed lineage leukaemia) protein in
humans and the SET1 protein in yeast. The recruitment of the complexes takes place
via elongating factors associated with the transcribing RNA polymerase II, such as
the Paf1 (polymerase II associated factor 1) complex in yeast. In contrast, H3K9
methylation marks a step in a cascade of events that are necessary in the establish-
ment and spreading of heterochromatin [98]. In addition to lysine modification,
histone arginine methylation by arginine methyltransferases has also been identi-
fied as an important epigenetic signal [96]. In mammals a PRMT1- and CARM1-
catalyzed modification to an asymmetric dimethyl-arginine histone has been
associated with gene activation, while a repressive effect has been reported for
the symmetric dimethyl-arginine modification by PRMT5. Histonemethylation has
been long thought to be removable only by histone eviction. However, the recent
discovery of a series of histone demethylases demonstrates the dynamic nature of
this modification [99].

6.3 STRUCTURE OF HISTONE–DNA COMPLEXES

6.3.1 Nucleosome

The nucleosome is a roughly disc-shaped complex, in which 147 bp of the DNA are
wrapped in1.67 turns around thehistoneoctamer (Figure6.4).Whereas eachcopyof the
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four core histones contacts the DNA in the nucleosome, onlyH3 and H2A interact with
the other homotypic histone [5]. The N-termini of the core histones appear conforma-
tionaly variable, which holds also true for the C-terminus of histone H2A. The highly
cationic tails are the main targets of the posttranscriptional modifications described
above [100–102] and serve as recognition motif for chromatin binding proteins such as
HMGN-1andSIR3-4.Thehistone tails constitute important regions for interactionwith
chromatin remodeling factors [103,104] and play a vital role in the higher order
assembly of chromatin via interactions between nucleosomes [105–107]. But the
histone tails are not the only regions of interaction with additional protein factors.
Recent studies demonstrate the recognitionofhistone-fold regions in thenucleosomeby
chromatin-associating factors and covalent modifications that lie on the surface of the
nucleosome core structure [108,109]. The DNA in the core nucleosomal structure
interacts with the histone octamer in 14 contact regions that are distributed over the
inward-facing side of the DNA. These can be referenced by their superhelical location

Figure 6.4 Molecular structure of the core nucleosome. The DNA is depicted as backbone
line, the histones as ribbons. Histone proteins are colored blue for H3, green for H4, yellow for
H2A, and red for H2B. The dyad axis is depicted as broken line. (A) A top view of the
nucleosomewith a vertical alignment of the dyad axis. (B) The side viewof the nucleosome. (C)
The upper half portion of the nucleosomal structure. (D) The corresponding lower half. The
positions of superhelical locations are referenced by numbers. The structures were generated
from the 147 bp X-ray nucleosome structure [6].
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(SHL) from�6.5 to 6.5 and appear periodically with a distance of one full turn of the
DNAwhere the DNAminor groove is faced toward the nucleosomal inner surface (see
Figure 6.4C and D). The SHL describes the distance of a DNA residue to the central
nucleosomal base pair. Thus an SHL of 1 is a location of one DNA turn from the dyad
axis away.Of the14protein–DNAcontacts in thenucleosome, 12are in the inner, highly
bent 121 bp of core DNA. These interactions consist of water-mediated or direct
hydrogenbondsbetween thepeptidegroupsor sidechainswith thephosphate-backbone
of theDNAminorgroove. In thecrystal structure thehistone tailspartially locate inDNA
minor grooves and follow them outward of the core particle [6]. They are mostly
unresolved, indicating a high structural flexibility in the crystals.

6.3.2 Chromatosome

Most nucleosomes are augmented by linker histones to a complex referred to as a
chromatosome. Despite elaborate efforts the exact structure of the linker histone
bound to the nucleosome is still unknown. To characterize the DNA binding of the H1
group of proteins, a variety of DNA binding experiments have been carried out. It was
demonstrated that linker histones bind cooperatively to linear double-stranded DNA
[110–112]. These studies also reveal that linker histones can form large complexes
with relatively longDNA fragments hinting atmore than oneDNAbinding site for the
histone. Based on the crystal structure of the globular domain of histone H5, it was
proposed that this part of the linker histone contains two DNA binding sites [32]. One
of these has a winged helix DNAbinding motif (WH) for which a co-crystal structure
has been reported [33]. The other putative DNA binding domain is a loop in the
globular domain. It is less conservedand comprises a stretchof basic amino acids at the
opposite surface of the globular domain. Gel analysis with a four-way junction DNA
and directed mutations in the DNA binding domains support the idea of two binding
regions in the globular domain of H5 [113–115]. In addition the C-terminal domain of
H1 (CD) serves as a DNA binding module [116–118].

Various models have been proposed for the integration of H1 and/or its globular
domain in the nucleosomal structure [34,119–122]. Three of these are shown for the
globular domain (Figure 6.5). It is apparent that the binding of linker histone directly
affects thegeometry of theDNAentering/exiting the nucleosome.Most likely thiswill
translate into changes of the higher order chromatin structure upon binding of linker
histone. It is conceivable that multiple positions can be adopted by linker histones,
which could explain the divergent findings of several groups. In vivo the positively
charged C-terminal domain is essential for binding to chromatin [123]. This binding
seems to be mediated by charge-based interactions, and it also relies on a repeating
S/TPXK motif (X refers to any amino acid).

6.4 ASSEMBLY OF NUCLEOSOMES AND CHROMATOSOMES

Under physiological salt concentrations the assembly of free histones into nucleo-
somes does not take place spontaneously, as the assembly process competes with the
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irreversible formation of unspecific histone–histone andDNA–histone aggregates. To
prevent this possibly fatal interaction in vivo, histone expression and nucleosome
assembly are tightly regulated and guided by additional factors, notably the so-called
histone chaperones. For invitro experiments nucleosomes can be reconstituted by salt
gradient protocols. This widespread “salt”-reconstitution method circumvents
aggregation that would occur by simply mixing a histone octamer and DNA. It uses
a gradual decrease of ionic strength via dialysis to assemble the particles in an ordered
manner. During the dialysis, which typically begins at a 2M monovalent salt
concentration, the histone octamer dissociates [28]. The (H3�H4)2 tetramer starts to
interact with the DNA at an ionic strength of 1.2 to 1.0M salt, forming a tetrasome
particle. The H2A�H2B dimers specifically associate with this subnucleosomal
assembly at 0.6 to 0.8M salt, thereby completing the nucleosome structure
[125,126]. At a concentration between 0.3 and 0.5M salt the linker histones binds

Figure 6.5 Model structures of the linker histone H1/H5 globular domain bound to the
nucleosome. (A) For comparison a nucleosome with 199 bp of DNA was extracted from
the tetranucleosome crystal structure [124]. The interactions between the nucleosomes led to
some bending of the linker DNA. (B) Model for the globular domain interacting with the
nucleosome derived from a chromatosome structure with full-length H1 [34]. (C) Model from
[122]. (D) Model from [120].
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to the nucleosome. This assembly order is similar to that mediated by native factors,
with the fundamental difference being that the differences in ionic strength likely to
affect the energetics of the reaction, as discussed below.

6.4.1 Chaperone-Guided Nucleosome Assembly

In vivo non–DNA-bound histones are complexed with specific chaperones that have
two functions. On the one hand, they prevent nonspecific DNA association, leading to
aggregation. On the other, they “guide” the specific nucleosomal assembly path. This
is achieved by a thermodynamic balance between binding of the histones to the
chaperone, sub(nucleosomal) structures, or nonspecific association with DNA [49].
Histone chaperones include nucleosome assembly protein 1 (NAP1) [127,128], ASF1
[129,130], chromatin assembly factor 1 (CAF1) [131,132], N1/N2 [131,132],
nucleoplasmin [133–136], and HIRA [137].

NAP1 has been characterized as the predominant chaperone for the H2A�H2B
dimer in vivo in extracts fromDrosophila embryos and the human HeLa tumor cell
line [128,138]. In vitro the chaperone is capable of promoting complete nucleo-
some/chromatosome assembly as the sole carrier for all four core histones and the
linker histone at physiological ionic strength [49,128,139]. NAP1 co-purifies with
HTZ1-Flag in yeast, pointing at its association with H2A.Z in vivo and a role in the
generation of transcriptionally active chromatin by acting as histone donor for the
SWR1 complex [51]. NAP1 was also shown to be involved in transcription control
processes mediated by p300/CREB [140–143]. Besides its interaction with the
H2A�H2B dimer, NAP1 functions as a linker chaperone in Xenopus oocytes [144]
and can also fulfill this role in vitro [145]. On isolated chromatin fibers the
chaperone regulates the H1 content in a concentration-dependent manner
[146].

ASF1 is themajor H3�H4 chaperone in the cell and forms a heterotrimeric complex
of one ASF1 monomer together with one H3�H4 dimer [147,148]. It is noted that the
interaction of ASF1 with the H3�H4 dimer is incompatible with the binding of an
(H3�H4)2 tetramer to ASF1, supporting the view that in the cell de novo nucleosome
assembly as well as the exchange of H3�H4 involves the transfer dimeric H3�H4 units.
ASF1 associates with CAF1 and HIRA and mediates the H3�H4 interaction of these
chaperones [78,149,150]. The heterotrimeric CAF1 interacts directly via its largest
subunit with PCNA (proliferating cell nuclear antigen, a component of the DNA
polymeraseZmachinery) so that it is targeted to the replication fork.Via its interaction
with ASF1 it serves in the assembly of (H3�H4)2 tetrasomes on the newly replicated
template [151]. In human cells, CAF1 is essential for nascent chromatin assembly and
efficient S-phase progression [152]. In contrast, the HIRA-ASF1 complex mediates
the deposition of the variant H3.3 histone in a replication independent manner
[78,137]. ASF1 is thought to function also as chromatin disassembly factor in yeast,
as suggested by asf1 mutant cells, which show decreased accessibility to micrococcal
nuclease and DNAse I [153,154]. Finally, ASF1 is involved in the assembly of silent
chromatin [155] and in the dis- and reassembly of nucleosomes during RNA
polymerase II transcription [156].
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6.4.2 Chromatin Remodeling Complexes

Histone chaperones deposit nucleosomes in a rather random, unordered orientation to
each other [128]. Even though the folding of a chromatin fiber is energetically
favorable, with an estimated benefit of 0.8 to 2 kcalmol�1 per internucleosomal
contact [157,158], this structure will not be formed spontaneously because of the
randomly positioned nucleosomes with variable internucleosomal spacing. This
points at the need for an ordered “primary structure” for higher order folding of the
nucleosome chain, in which a regular spacing of nucleosomes on the DNA exists.
Although nucleosomes show some spontaneous thermalmobility along theDNA, this
process appears not to be sufficient for self-folding of chromatin fibers [159]. Hence,
albeit the 30 nm structure is energetically favorable, energy has to be spent for
translocating nucleosomes along the DNA to potentiate the formation of a chromatin
fiber. This process is conducted by the so-called chromatin remodeling complexes.
In vivo these complexes establish a proper chromatin context for central nuclear
processes such as replication, DNA repair, and gene expression. They move or evict
nucleosomes to allow access to DNA for regulatory proteins that otherwise would be
impeded by their binding to the nucleosomal DNA [160], and confer the exchange of
canonical histones for their variant counterparts as shown forH2A.Z.This broad range
of activities is reflected by the severe phenotypes arising from the knockout of these
complexes [161,162]. Chromatin remodeling complexes can be classified by their
molecular composition, which evolves around the central DNA translocating andATP
consumingunit. Following this nomenclature, remodelingcomplexes aregrouped into
Snf2-, ISWI- Ino80-, Chd1-, Mi2-, and other subfamilies (reviewed in [163–166]).
Each group is characterized by the similarities in the ATPase, which all share a partial
homology to the ATPase region of the Snf2 protein from yeast [167–169]. Each
remodeling complex contains additional domains such as SLIDE, SANT, and
bromodomains, which confer specialized function.

The molecular mechanism of nucleosome movement is still under discussion.
One model, referred to as the “twist model,” postulates the propagation of a twist
defect along the histone–DNA surface. This leads to a base pair by base pair motion
of the nucleosome along the DNA analogous to a screw nut progressing on a thread
[170]. For translocation of the nucleosome a twist force has to be exerted on the
DNA by the remodeling complex. This main aspect of the model has been
challenged by various experimental findings. Most important, the incorporation
of DNA nicks, gaps, or bulky obstacles does not stop the activity of various
remodeling complexes, although thesemodificationswould inhibit the transmission
of a twist tension along the DNA [171,172]. Furthermore the minimal step size
detected in reactions with ISWI and SWI/SNF class remodelers ranges from around
9–11 up to 50 bp, in contrast to the proposed one base-pair step size [172–174]. An
alternative model referred to as “loop-recapture” or “bulge-recapture” mechanism
proposes the partial detachment of DNA on the entry/exit site of the nucleosomal
surface. Additional DNA is pressed into the nucleosome, resulting in the formation
of a DNA bulge, which migrates over the nucleosomal surface and leads to the
translocation of the histone octamer. This model is supported by direct evidence for
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the formation of the looped intermediate by the ACF remodeling complex in DNA
accessibility experiments [172]. One intriguing point in the mechanisms of chro-
matin remodeling complexes is the positioning specificity they provide for the
nucleosome. Various results point at a translocation of nucleosomes by these
complexes that is specific for the employed remodeler and varies with its complex
composition [172,173]. Even more, the positioning of single nucleosomes achieved
by purified assembly extracts diverges from that seen with salt reconstitution in
some systems despite the prolonged temperature shifts [175]. Hence the in vivo
positioning of nucleosomes does not necessarily reflect the thermodynamically
optimal distribution for an isolated histone–octamer/DNA system.

6.5 STABILITY AND DYNAMICS OF NUCLEOSOMES

6.5.1 Accessibility of Nucleosomal DNA

Given the dynamics and the impact of local chromatin structure on a variety of nuclear
processes, the stability of nucleosomes at a givenDNA locationhas been the subject of a
number of studies. In this context two of the key question are how the stability of
nucleosomes is determined by the bound DNA sequence, and bywhichmeans it can be
modulated by additional factors and processes to allow interaction of DNA binding
factorswith the nucleosomal DNA [176]. This is a critical determinant in the activity of
numerous proteins as the highly distorted, partially buried nucleosomalDNA cannot be
accessed readily. This barrier can be broken by histone eviction or by the sliding of
nucleosomesviaATP-dependentmechanisms so that the target site is in the nucleosome
linker region. In the absence of additional energy-dependent mechanisms nucleosomal
assemblies show some spontaneous, albeit transient, unwrapping of their DNA in a
process referred to as “breathing” invitro [177–179]. Unwrapping appears pronounced
for the DNA at the entry and exit sites of the nucleosome and decreases in probability
toward the dyad axis. This agrees with fluorescence resonance energy transfer (FRET)
data showing that the unwrapping proceeds from the ends of nucleosomal DNA to
internal sites [180]. A quantitative analysis in single molecule measurements demon-
strates that mononucleosomes on average remain for 250 ms in a compacted state and
for 10 to 50ms in an unwrapped state [180]. The ability for spontaneous unwrapping
might be impeded by internucleosomal contacts, since the accessibility of histones is
reduced in a fiber context as compared to mononucleosomes [146].

It might be argued that the modulation of nucleosome stability (and positioning) by
chromatin remodeling complexes and epigenetic modifications are the main determi-
nants of chromatin structure in vivo. However, recent evidence demonstrates that a
correlation exists between invivo positioning of nucleosomes and the in vitro binding in
the absence of extrinsic factors, confirming the importance of the DNA sequence for
nucleosome positioning [181,182]. The high-resolution X-ray nucleosome structure
provides better detail on the interaction between the DNA and the histone octamer.
The previously mentioned 14 DNA–protein contacts in the nucleosome structure
appear to contribute simultaneously to the recognition of specific DNA sequences.
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Base-specific contacts between the protein core and the DNA are scarce [6]. In fact the
preference for DNA sequences is instead guided by structural features of the DNA that
allow a close association with the histones at the contact points. The resulting replace-
ment ofwatermoleculeswith direct interactions between the nucleic acid and theprotein
is an entropicaly favorable energy contribution [6]. Considering the distortion ofDNAat
the interaction siteswith histones, it is little surprising thatmainly flexibleAA,TA, orTT
tracts are positioned at these sites [181–186]. It should be noted that this sequence-
specific bendability of DNA could provide an indirect “readout” of DNA sequence
features by the histone octamer complex, although no sequence specific protein–DNA
contacts are made. In agreement with this view, high-affinity nucleosome binding
sequences were shown to be more flexible than bulk DNAs [187].

6.5.2 DNA Sequence Specificity of Nucleosome Binding

The experimental assessment of thermodynamic and kinetic parameters for the
nucleosome is far more challenging than for other nucleic acid binding components
due to the multistep assembly path and kinetic competition with aggregation. The
relative affinity estimates for the DNA sequences tested up to date for nucleosome
binding cover a range of DDG¼�4.1 kcal mol�1 between the strongest and weakest
known artificial octamer binding sites [188]. Low-affinity DNA binding is observed
with artificial repetitive sequences like poly dG�poly dC or poly dA�poly dT [1] and
repeats of TGGA [189]. The differences between high-affinity and bulk binding sites
for the histone octamer found invivo is relatively small and avalue of�2.4 kcalmol�1

hasbeen reported [188]. In comparison, significanthigher affinity differences between
specific and unspecific DNA binding have been measured for other DNA binding
proteins with DDGs between�5 and�9 kcalmol�1 [190]. This suggests a low DNA
sequence specificity of the histone octamer. In general, nucleosomes form readilywith
every natural DNA of sufficient length, consistent with their role as a universal
compaction factor of eukaryotic DNA.

The above-mentioned differences in the affinity of histones to certain DNA
sequences have been predominantly determined in vitro by a “competitive recons-
titution” assay. The underlying protocolwas originally developed to facilitate effective
incorporation of radioactive labels into mononucleosomes [191]. It uses a gradual
decrease of ionic strength via dialysis to assemble the particles in an ordered way, as
was described above. To measure affinity differences between two sequences, the
reconstitution is carried out in the presence of an excess of an unspecificDNA, yielding
a distribution between the two DNAs, which reflects their relative affinity during the
assembly process. This way the screening can be done for (artificial) high-affinity
sequences [192]. Even on the strongest natural positioning sequences, like the 5S
rDNA, salt-reconstituted nucleosomes distribute along a variety of positions [193].
Their distribution interferes with the generation of evenly spaced nucleosome arrays in
vitro. Some artificial sequences (most notably the “Widom 601” sequence) have a
single positioning site, and thus have been successfully used for the in vitro generation
of evenly spaced oligonucleosomes in the absence of chromatin remodeling factors
[194,195]. However, the results of the “competitive reconstitution” analysis have been
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subjected to some criticism [196]. Most important, the recognition of the DNA
sequence takes place at high salt concentrations,where only some interactions between
the histone H3�H4 tetramer and DNA exist. At this stage of the assembly process “at
near-dissociating conditions” an equilibriumbetween theH3�H4 tetramer anddifferent
DNA sequences exists [196]. At lower salt concentrations a significant exchange of
histones between the competing DNAs does not take place and affinity differences that
arise only at physiological conditions are not reflected. Notably the contribution of the
two (H2A�H2B) dimers to nucleosome stability is neglected as they join the
subnucleosomal structure at an ionic strength at which the tetrasome is already firmly
positioned. This is confirmed by the observation that the relative binding energy
derived for a (H3�H4)2 tetramer on 71 bp DNA is similar to that for the complete
nucleosome on the corresponding total 147 bp sequence [197]. The results may be also
dependent on temperature, histone/DNA ratio, and competing DNA sequence, which
cannot be easily explained [198].

6.5.3 Thermodynamic and Kinetic Parameters for Nucleosome
Formation under Physiological Conditions

One way to determine the nucleosome free energies at physiological ionic strength is
via a stepwise dilution of the nucleosomes down to the concentrations at which the
histone octamer dissociates from the DNA. An apparent dissociation constant or free
energy can be determined by assuming an equilibrium between the complete
nucleosome and the DNA/subnucleosomal species [1,183,199–201]. From the results
of Cotton and Hamakalo a Kd value was derived for bulk histones of around 3 nM
(DG¼�11.5 kcal mol�1) in a buffer supplementedwith 0.15MNaCl [199].A related
approach was used to study the nucleosome positioning sequence from 5S rDNA,
which has been used in a large number of invitro studies of nucleosomes. The fraction
of bound DNAwas plotted against the nucleosome concentration, and the data points
were fitted to an equilibrium binding model to obtain Kd¼ 0.2 nM (DG¼�13.2 kcal
mol�1) for this DNA sequence in the presence of 0.15M NaCl [201]. The salt
dependence of the free energy in these experiments was approximately linear with
the log of the ionic strength I, and it corresponds to DDG/Dlog(I)¼ 1.2 kcal mol�1

[199,201]. Even though the approach appears straightforward, it has its caveats.
Nucleosome assembly at physiological salt concentrations competes kinetically with
the formation of nonspecific aggregates that cannot maturate into nucleosomes
[202,203]. Thus, once the nucleosome dissociates, no true equilibrium is reached,
as was shown in later experiments [183].

In analternativeapproach the thermodynamics andkinetics of thenucleosome (dis)
assembly reaction on the 5S rDNA sequence were analyzed under equilibrium
conditions at approximatelyphysiological ionic strength (150mMKCl, 2mMMgCl2)
in the presence of stoichiometric amounts of the histone chaperone NAP1 [49].
Including the histone chaperone in the reactions prevents the irreversible formation of
nonspecific histone-histone and/or histone-DNA aggregates and ensures that the
assemblyprocess is reversible.The results from this typeofanalysis are summarized in
Figure 6.6 and Table 6.3. The specific formation of the nucleosome/chromatosome
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complex can be explained simply on the basis of thermodynamic differences in the
interactions among chaperone, histones, and DNA. In the case of NAP1 its affinity
toward H3�H4 appears to be around that of linear DNA, thus causing a transfer of
(H3�H4)ontoDNA. Incontrast, the relativeaffinity ofH2A�H2Btoward the chaperone
must be above that of the H2A�H2B to DNA interaction, preventing release of
H2A�H2B onto free DNA. Once a tetrasome structure is formed, it provides a higher
affinity binding platform for H2A�H2B dimers so that the hexasome and nucleosome
particles form. The latter structure is the preferred binding site for associationwith the
linker histone so that the complete chromatosome complex assembles readily in a
specific manner. For themultistep reaction depicted in Figure 6.6, the term “stability”

Figure 6.6 Mechanism of stepwise nucleosome assembly mediated by histone chaperone
NAP1 [49]. The reaction is depicted as a series of reversible steps with corresponding forward
and backward rate constants k. A schematic representation of the assembly (A) and the reactions
(B) withNAP1 (Eqs. 6–10, left panels) andwithoutNAP1 (Eqs. 11–15, right panel) are shown.D
is theDNA fragment, andN2 is theNAP1dimer.Under the conditions of the experiments referred
to here, NAP1 is predominantly present as a dimer and binds as a dimer to a H3�H4 dimer, a
H2A�H2B dimer, or a H1monomer [49,146,204]. It is noted that ASF1, the major in vivo carrier
of H3�H4 in the cell, is also present as a complexwith oneH3�H4 dimer [147,148]. Thus de novo
nucleosome assembly, as well as the exchange of H3�H4 via ASF1, is thought to involve the
transfer H3�H4 dimers. The reaction with histone chaperone NAP1 depicted here follows the
same mechanism as two N2(H3�H4) complexes react consecutively with the DNA to form a
tetrasomeparticle and two freeNAP1dimers. The tetrasomeparticle reactswith aN2(H2A�H2B)
to form a hexasome particle. This complex is augmented with a second H2A�H2B dimer from
another N2(H2A�H2B) complex, resulting in a complete nucleosome and release of N2. Finally,
the linker histone H1 is added to the nucleosome from a complex with NAP1.
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of the nucleosome needs to be definedmore precisely. Here,we refer to the final step in
nucleosomeformation,namely thebindingofa secondH2A�H2Bdimer to thehexasome
(Eq. 9 andEq. 14). If the stability of the nucleosome is defined in terms of the fraction of
histone-free DNA, an additional energy term for the dissociation of subnucleosomal
species (hexasome, tetrasome, and disome) from the DNA needs to be considered.

Among the dynamics of the reaction shown in Figure 6.6A, the contribution of the
interaction between NAP1 and the histone proteins is included. To a first approxima-
tion the binding affinity of the NAP1 dimer is the same for one H3�H4 dimer, one
H2A�H2B dimer, and one H1 monomer, and a value of DG¼�10.2 – 0.4 kcalmol�1

(Kd¼ 30 – 20 nM) was determined (Mazurkiewcz and Rippe, unpublished). This is in
agreement with a previously reported value of Kd¼ 20 nM for the NAP1 histone
interaction [205].TheNAP1contributioncanbe subtracted to deriveapparent stability
values in the absence of a histone chaperone according to the Eqs. 11 to 15 in
Figure 6.6B. For example, the DG for the binding of the second (H2A�H2B) dimer to
form a nucleosome from a hexasome is �1.5 – 0.2 kcal mol�1 with NAP1, and it
corresponds to DG¼�11.7 – 0.5 kcalmol�1 or Kd¼ 3 nM in the absence of histone
chaperone (Table 6.3). This value is very similar to that calculated as the average for
the site-specific DNA binding of proteins of 11.7 – 1.6 kcal mol�1 under comparable
conditions [190]. Thus the nucleosome is a relatively stable protein–DNA entity.The
presence of histone chaperones leads to a considerable increase of the dynamics of the
complex and facilitates the exchange of histones. This is particularly evident from a
comparison of the calculatedhalf-timeof (sub)nucleosomal particles.While avalue of
t1/2¼ 11.5 minutes is calculated for the nucleosomes in the presence of 2 mM free
NAP1 dimer, it is estimated that the dissociation of one H2A�H2B dimer from a
nucleosomewould occur on the hour time scale in the absence of a histone chaperone
(Table 6.3). All data in Table 6.3 refer to the assembly/dissociation of an isolated
nucleosome. As described above, nucleosomes with a regular spacing will assemble
into a chromatin fiber structure in which the nucleosome is stabilized by an estimated
0.8 to 2 kcalmol�1 [157,158]. This additional stabilization could easily translate into a
10-fold slower off rate for thedissociation of a (H2A�H2B)dimer from thenucleosome
and a corresponding increase of its residence time. Interestingly in vivo half-times of
130minutes for the bulk of the histone H2B dimer weremeasuredwhile a 3% fraction
ofH2Bwasbeingexchangedwithinminutes. This rapidly exchanging fraction ofH2B
disappeared in the presence of theRNApolymerase II inhibitor 5,6-dichloro-1-beta-d-
ribofuranosylbenzimidazole and has been assigned to transcriptionally active regions
with a more open chromatin organization [206]. This relation is also supported by the
observation that transcription elongation is facilitated by factors that alter nucleo-
somes in order to allowRNA polymerase to proceed through chromatin. In particular,
the movement of RNA polymerases along the template involves extracting one
H2A�H2B dimer from the nucleosome so that a hexasome complex appears as an
intermediate of transcription [207–211]. Thus the higher order organization of the
nucleosome chain appears to provide a mechanism to modulate the stability of
histone–DNA complexes and to facilitate or impede transcription.

For the binding affinity of the linker histone H1 to the nucleosome, a free energy of
�10.9 kcalmol�1 (Kd¼ 11 nM)was calculated for the interaction in the absence of the
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histone chaperone (Table 6.3). This is consistent with a previously determined
dissociation constant of Kd¼ 2 nM for the binding of one H1 to the nucleosome at
a somewhat lower salt concentration of 50mM NaCl, which is expected to lead to
tighter bindingofH1 [215]. Invivo, the linker histoneH1 showsa rapid exchangeon the
second time scale between the chromatin bound and the free form in fluorescence
recovery after photobleaching experiments with half-times of 20 to 50 seconds for the
recoveryof fluorescence [216,217]. Fromthis typeof experiment, kinetic rate constants
kon¼ 0.14 s�1M�1 and koff¼ 0.0131 s�1 (Kd¼ 0.096M�1) were derived [218]. The
later off rate corresponds to t1/2� 50 seconds for H1 binding to chromatin in vivo,
which is similar to the value of t1/2¼ 130– 60 seconds estimated here for the in vitro
assembly reaction with NAP1 (Table 6.3). This suggests that the rapid exchange of
linker histone in vivo is maintained by its interaction with histone chaperones, as the
dissociation rate in the absence of histone chaperones would be significantly reduced.

6.6 HIGHER ORDER CHROMATIN STRUCTURES

6.6.1 Assembly of Chromatin Fibers

Nucleosomal arrays, i.e. DNA fragments with multiple nucleosomes isolated from
cells, adopt a “beads on a string” conformation with a regular spacing of the
nucleosomes when incubated at low salt concentrations. Adjacent nucleosomes are
separated by a linker DNA segment of 20 to 80 bp depending on species and cell type
[1]. This yields a total nucleosomal repeat length (NRL) of 165 to 220 bp per
nucleosome. Interestingly the distribution of the spacer length is not random but
follows a nearly 10 bp periodicity [219], which closely resembles a helical turn of
DNA (10.4 bp). This points at the before-mentioned sterical requirement of nucleo-
some arrangements in higher order folding. Furthermore calculations basedmainly on
data of recent knockout studies demonstrate a linear relationship between the ratio of
H1 per nucleosome and the NRL. The results show that the presence of the linker
histone leads to a lengthening of the NRL by 37 bp [220]. At physiological salt
concentrations, longer fragments can reversibly fold into a fiber characterized by a
diameter of approximately 30 nm if the nucleosomes are bound to DNAwith a regular
spacing [221,222]. Accordingly, a minimal assembly system for chromatin fiber
formation requires histone chaperones and chromatin remodeling complexes in
addition to DNA and histones [223]. As was discussed previously, the fiber formation
is likely to proceed via the mechanism depicted in Figure 6.7 [49]. The reaction starts
with the histone chaperones guided assembly of core, variant, and linker histoneswith
DNA into nucleosomes and chromatosomes, in which unspecific histone aggregation
as well as the formation of DNA–(H2A�H2B) complexes that cannot maturate into
nucleosomes are prevented by the chaperone [144,224,225]. Initially nucleosomes,
chromatosomes, and hexasomes are likely to be present simultaneously in rapid
equilibrium to form the nascent chromatin fiber with an irregular spacing of these
particles. Because of the activity of chromatin remodelers a regular spacing of
nucleosomes is established so that the chain can fold into a chromatin fiber structure.
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In this structure the equilibrium between hexasomes and nucleosomes is shifted
toward the nucleosome, as core histones are protected from extraction by histone
chaperones through internucleosomal contacts.

Even though elaborate efforts have been made to solve the structure of the
chromatin fiber, various models for the fiber geometry are still under investigation.
Theycanbe classified into a continuous solenoidalwrappingof the nucleosomes chain
(one-start helix) or two-start fibers with a more zigzag-like shape. Furthermore they
differwith respect to the orientation of the nucleosome to the helix axis, the position of

Figure 6.7 Mechanism for the assembly of a chromatin fiber. Histone chaperones like ASF1
for the (H3�H4) dimer andNAP1 for the (H2A�H2B) dimer deposit histones on theDNA to form
an irregular chain with hexasomes, nucleosomes, and chromatosomes. In this conformation the
(H2A�H2B) dimer is in fast exchange between the free and the DNA bound states. The irregular
chain is converted into a structure with regularly spaced nucleosomes by ATP-dependant
remodeling complexes. In this conformation a chromatin fiber is established, in which the
nucleosomes are stabilized. Thus H2A�H2B dimer dissociation is impaired and the hexasome
state is depleted. In contrast, the chaperone-mediated binding and dissociation of linker histone
remains possible.
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the linker histone, the degree of linker DNA bending, and in their ability to
accommodate different nucleosome repeat lengths [1]. It is also noted that an
alternative model to that of a continuous fiber is the “superbead” model by Franke
and coworkers, inwhich 8 nucleosomes (chicken and rat liver) to 48 nucleosomes (sea
urchin sperm) associate into a globular particle [226]. The “classical” solenoidmodel
proposes a one-start organization of the fiber [35,227–229]. A critical feature of this
model is that interactions occur between adjacent nucleosomes on the DNA. This
requires bending of the intervening linker DNA, which is facilitated by association
with the linker histone H1 [230]. However, linker DNA bending is energetically
unfavorable and anumber of findings argue in favorof straight linkerDNA[231].Two-
start fiber models with a straight linker DNA is a suggested conformation in which
neighboring nucleosomes on the DNA are oriented on different sides of the fiber with
their connecting linker DNA crossing the inner section so that internucleosome
contacts are made between nucleosomes at positions i and iþ 2 [232]. In these
structure the fiber diameter would be expected to depend linearly on the length of the
linker DNA [233]. One such type of fiber structure is shown in Figure 6.8A. It is based
on X-ray structure analysis of a tetranucleosome complex, high-resolution electron
microscopy, cross-linking, and in vivo mapping [124,194,234].

The tetranucleosome structure used as the building block for the fiber has been
determinedwith a relatively short 167 bp repeat length in the absence of linker histones
[124]. It provides the first high-resolution structure for interactions between nucleo-
somes in higher order folding of a nucleosomes chain. Recently an alternative
chromatin fiber model has been suggested on the basis of electronmicroscopy studies,
inwhich a series of nucleosomearrayswas imagedwith repeat lengths of 177, 187, 197,
207, 217, 227, and 237 bp and one linker histone per nucleosome [195] (Figure 6.8B).
The analysis by Robertson et al. identified two distinct structural classes of fibers. One
typeof fiber adoptedbynucleosome repeat lengthsof 177 to207 bphasadiameterof 33
to 34 nm and a nucleosome packing ratio of 11 nucleosomes per 11 nm. Longer repeat

Figure 6.8 (a) Two-start helix chromatin fiber as proposed by Schalch et al. [124]. The fiber
model is based on anX-ray structure of a tetranucleosome that is extended into a fiber. (b)Model
for the interdigitated fiber conformation that has been derived from electronmicroscopy studies
of fibers reconstituted in the presence of linker histone [195].
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lengths of 217 to 237 bp associated into thicker fibers with a diameter of 43 nm and a
mass density of 15 nucleosomes per 11 nm. From these results a 30 nm fiber structure
was derived in which nucleosomes from successive gyres interdigitate in a left-handed
one-start helix with 5.4 nucleosomes per helical turn [195], which is similar to a
previously proposed model [235].

6.6.2 Higher Order Folding of Chromatin Fibers

Several lines of evidence indicate that the chromatin fiber adopts a higher order folding
that organizes the interphase chromosome into domains containing roughly 1Mb of
DNA [236,237]. The apparent bead-like structure of chromatin can be visualizedwith
high-resolution light microscopy, and the chromatin domains of this genomic size are
more densely packed into an approximately spherical subcompartment structurewith
dimensions of 300 to 400 nm [238]. However, the resolution of the light microscope is
not sufficient to identify the organization of the 30 nm chromatin fiber that leads to the
formation of the approximately 1Mbdomains, so different conformational states have
been proposed (Figure 6.9). In the radial-loop models the 30 nm fiber forms loops of
roughly 100 kb size that are arranged into rosettes [239–242] (Figure 6.9A). The
random-walk/giant-loop (RW/GL) model (Figure 6.9B) suggests the looping of large
regions of chromatin (3Mb) and a tethering of these structures to a backbone-like
structure [243]. In the chromonema model [244–246] the compaction of the 30 nm
fiber is achieved by its folding into 60 to 80 nm structures that undergo additional
folding to 100 to 130 nm chromonema fibers (Figure 6.9C).

Figure 6.9 Hypothetical models for the folding of the chromatin fiber during the interphase
leading to the formation of 1Mb chromatin domains. (A) the radial-loopmodel, (B) the random-
walk/giant-loop (RW/GL) model, and (C) the chromonema model.
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CHAPTER 7

Opening and Closing DNA: Theories on
the Nucleosome

IGOR M. KULIĆ and HELMUT SCHIESSEL

7.1 INTRODUCTION

DNA—the carrier of the genetic information—is at the base of many central life
processes [1]: replication, transcription, and repair of genetic material depend on the
unique properties ofDNA, especially the base pairing.One has, however, to appreciate
the fact that themolecular machinery of eucaryotes (plants and animals) does not deal
with naked DNA but with chromatin, a DNA–protein complex in which DNA is
wrapped and folded in a hierarchical fashion [2]. On the lowest level DNA is wrapped
nearly twice aroundanoctamerofhistoneproteins.Ashort stretchof the “linkerDNA”
connects to the next such protein spool. The resulting string of so-called nucleosomes
folds into higher order structures, the details ofwhich are still under debate (see Figure
7.1).

The structure of the nucleosome core particle (NCP), the particle that is left when
the linker DNA is digested away, is known in exquisite detail from X-ray crystallog-
raphyat 2.8 A

�
resolution [3] andmore recently at 1.9A

�
[4].Theoctamer is composedof

two molecules each of the four core histone proteins H2A, H2B, H3, and H4. At
physiological conditions the stable oligomeric aggregates of the core histones are the
H3–H4 tetramer (an aggregate of two H3 and two H4 proteins) and the H2A–H2B
dimer; the octamer is then only stable if it is associated with DNA [5]. The two dimers
and the tetramer are put together in such a way that the resulting octamer forms a
cylinderwith about a 65A

�
diameter and about a 60A

�
height.With grooves, ridges, and

binding sites the octamer defines thewrapping path of the DNA, a left-handed helical
ramp of 1 and 3/4 turns, a 147 base-pairs (bp) length, and a roughly 28A

�
pitch. This

aggregate has a twofold axis of symmetry (the dyad axis) that is perpendicular to the
superhelix axis. A schematic view of the NCP is given in Figure 7.2.
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Figure 7.1 Steps of DNA compaction: (1) DNA, (2) nucleosomes, (3) chromatin fiber,
(4) higher order structures, and (5) themitotic chromosome.Details of the structures beyond the
nucleosome are still under debate. (See color plate.)

Figure 7.2 Schematic views of the NCP. The top image shows only the upper half of the
wrappedDNAwith its binding points to the histone octamer located at the positionswhere the
minor groove faces the cylinder. At the bottom the full NCP is shown from the top and from
the side including the eight histone tails.
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There are 14 regions where the wrapped DNA contacts the octamer surface, as
documented in detail in [4]. These regions are located where the minor grooves of the
right-handedDNAdouble helix face inward toward the surface of the octamer.At each
contact region there are several direct hydrogen bonds between the histone proteins
and theDNAsugar-phosphate backbone [3] aswell as bridgingwatermolecules [4]. In
addition there is always a (cationic) arginine side chain extending into theDNAminor
groove. However, no reliable quantitative estimate of the free energy of binding per
sticking point has yet been made.

An indirect method used to estimate these values is based on studies of
competitive protein binding to nucleosomal DNA [6,7], as we will discuss in more
detail in Section 7.2. From these experiments it can be estimated that the adsorption
energy per sticking point is roughly of the order 1.5� 2kBT, a number that—as we
will show in the next section—has to be taken with caution. If we believe in this
number for the moment, we should do so with awareness of the fact that the
1.5� 2kBT does not represent the pure adsorption energy but instead the net gain in
energy that is left after the DNA has bent around the octamer to make contact with
the sticking point. A rough estimate of the deformation energy can be obtained by
describing the DNA as a semiflexible chain with a persistence length lP of about
500A

�
[8]. Then the elastic energy [9] required to bend the 127 bp of DNA around the

octamer (10 bp at each terminus are essentially straight [3]) is given by

Eelastic

kBT
¼ lPl

2R2
0

: ð7:1Þ

Here l is the bent part of the wrapped DNA, roughly 127� 3.4 A
� ¼ 432A

�
, and R0 is

the radius of curvature of the centerline of the wrapped DNA (see Figure 7.2) that is
about 43A

�
[3]. As a result the bending energy is of order 58kBT, a number, however,

that has again to be taken with caution because it is not clear that equation (7.1) can
hold up to such strong curvature. In particular, DNA does not bend uniformly
around the octamer [10,11]. But in using these numbers, we can estimate the
bending energy per 10 base pairs (i.e., per sticking site) to be of the order 60kBT/
14� 4kBT [5].

Togetherwith theobservation that thenet gainper stickingpoint is around2kBT, this
means that the pure adsorption energy is on average roughly 6kBT per binding site.
Note that a huge pure adsorption energy of 6kBT� 14� 85kBT per nucleosome is
canceled to a large extend by 58kBT from the DNA bending, a fact that has important
consequences for nucleosomal dynamics.

Of great importance are also the flexible, irregular tail regions of the core histones
that make up roughly 28% of their sequences [12]. Each histone protein has a highly
positively charged, flexible tail (theN-endof thepolypeptide chain) that extends out of
the nucleosome structure. Some tails exit between the two turns of thewrapped DNA,
and others on the top or bottom of the octameric cylinder. These N-tails are extremely
basic due to a high amount of lysine and arginine residues. They are sites of
posttranslational modifications and are crucial for chromatin regulation. The tails
have an especially strong influence on the higher order structure of chromatin.
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In this chapter we describe several mechanism that are of importance for releasing
the DNAwrapped into nucleosomes. In the next section, we discuss forced nucleo-
some unwrapping and spontaneous “site exposure.” In Section 7.3 we focus on
nucleosome sliding along DNA, which is also of importance for the interaction
between nucleosomes and RNA polymerase, the subject of Section 7.4. Section 7.5 is
devoted to the tail-bridging mechanism that causes attraction between nucleosomes.
In the last section, we provide some conclusions.

7.2 UNWRAPPING NUCLEOSOMES

Consider aDNA fragment containing one nucleosome under an external force applied
at the DNA termini. Clearly, for large enough forces, the DNA unwraps from the
octamer and the nucleosome falls apart. What is the critical force that is necessary to
induce such an unwrapping?The answer seems to be straightforward: the length that is
stored in the nucleosome is 147 bp—that is, 50 nm—and the net adsorption energy of
these 50 nm amounts to roughly 30kBT. Unwrapping the nucleosomemeans to release
this wrapped length by paying the price of the net adsorption energy. Beyond a critical
force unwrapping is favorable, with the critical force being given by

Fcrit � 30kBT

50 nm
¼ 2:5 pN: ð7:2Þ

The same critical force should be expected if there are several nucleosomes associated
with the DNA fragment; all the nucleosomes should unwrap in parallel at the same
critical force. As it turns out this line of reasoning is much too simple to capture the
physicsof theunwrappingprocess.Moreoverthenumbers involvedin(7.2)areprobably
far off the real values.

A recently performed experiment [13] on a fiber of nucleosomes assembled from
purifiedhistones via salt dialysismadeobservations that are indeedverydifferent from
what (7.2) predicts (see also the related experiments on native and reconstituted
chromatin fibers [14–17]). The experiment was performed with a DNA chain with up
to 17 nucleosomes complexed at well-defined positions (the DNA featuring tandemly
repeated nucleosome positioning sequences, base-pair sequences that have a higher
affinity tohistoneoctamers than averageDNA; seeSection7.3 formoredetails).When
small forces (F< 10 pN) were applied for short times (�1–10 s), the nucleosome
unwrapped only partially by releasing the outer 60 to 70 bp of wrapped DNA in a
gradual and equilibrium fashion. For higher forces (F> 20 pN), the nucleosomes
showed apronounced sudden nonequilibrium release behavior of the remaining 80 bp,
with the latter force beingmuch larger than that expected by the equilibrium argument
above. To explain this peculiar finding, Brower-Toland et al. [13] conjectured that
there must be a barrier of around 38kBT in the adsorption energy located after the first
70 to80 bpand smearedout over notmore than10 bp, so as to reflect somebiochemical
specificity of the nucleosome structure at that position. However, there is no
experimental indication of such a huge specific barrier, not from the crystal structure
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[4] nor from the equilibrium accessibility to nucleosomal DNA [6]. In [18] we have
argued that the barrier is caused by the underlying geometry and physics of the DNA
spool rather than by a specific biochemistry of the nucleosome.

Our model [18] of a DNA spool under tension is shown in the upper half of
Figure 7.3. The DNA is represented by a worm-like chain (WLC) which provides a
good description of the mechanical properties of the DNA [19]. The WLC is a
semiflexible tube characterized by two moduli, the bending and the torsional
stiffnesses. The torsional stiffness is neglected, since in the experiment the ends are
freely rotating [13]. The elastic energy of aWLC of length L can then be expressed as

Ebend ¼ A

2

ðL
0
dsk2ðsÞ: ð7:3Þ

Figure 7.3 The nucleosome under tension. The top image shows the two angles involved in
the unwrapping process: the desorption angle a and the tilting angle b. The bottom shows the
nucleosome unwrapping that involves a 180� rotation of the octamer and the associated energy,
equation (7.6), as a function of a for an applied tension of 6.5 pN. The dashed curve represents a
typical “traditional” estimate of adsorption energy density, ka¼ 2kBT/nm, where the applied
force is far beyond the critical force. For the solid curvewe choose ka¼ 3kBT/nm to account for
the first-second round difference (18) where the applied tension of 6.5 pN corresponds to the
critical force. Note that in both cases unwrapping is only possible as an activated process going
across a substantial barrier.
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Here A is the bending stiffness and k(s) the curvature of the chain at point s along its
contour. The stiffness is related to the orientational persistence length lp via
A¼ kBTlP; in fact (7.1) is a special case of (7.3). The DNA is assumed to be
adsorbed on the protein spool surface along the predefined helical path with radius
R0 and pitch height H: see the lower image of Figure 7.2, with a pure adsorption
energy density per wrapped length, ka, given by the pure attraction of the binding
sites (not including the bending contribution).

The degree of DNA adsorption is described by the desorption angle a, which is
defined to be zero for one full turn wrapped (see the top image of Figure 7.3). It is
immediately clear that the unwrapping problem is nonplanar and that the spool
needs to rotate transiently out of the plane while performing a full turn—an effect
already pointed out by Cui and Bustamante [14]. Therefore a second angle, b, is
introduced to describe the out-of-plane tilting of the spool as shown in Figure 7.3.
When a tension F along the Y-axis acts on the two outgoing DNA “arms,” the
system (i.e., the wrapped spool together with the free DNA ends) will simulta-
neously respond with DNA deformation, spool tilting, and DNA desorption from
the spool.

The total energy of the system as a function of a and b has three contributions:

Etotða; bÞ ¼ Ebendþ2R0k
aa�2FDy: ð7:4Þ

The first term in (7.4) is the deformation energy of the DNA chain, equation (7.3), the
seconddescribes the desorption cost, and the third term represents the potential energy
gained by pulling out the DNA ends, each by a distance Dy.

It is possible towork out analytically the total energy by calculating the shape and
energy of the DNA arms accounting for the right boundary conditions at the points
where the DNA enters and leaves the spool and at the DNA termini (which are
assumed to be far from the spool). Instead of giving the full analytical expression of
Etot (provided in [18]), we only present here the limit for a flat spool withR0�H. In
this case

Etotða;bÞ ¼ 2R0 ka� A

2R2
0

�F

� �
aþ2FR0 cosb sinaþ8

ffiffiffiffiffiffiffi
AF

p
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þcosa cosbÞ

2

r" #
:

ð7:5Þ

This is a reasonably good approximation for the nucleosome where R0¼ 43 nm is
larger than H¼ 2.4 nm. In (7.5) the first term describes the competition between
adsorption favoring the formation of the spool and the bending and external
tension, both favoring the unwrapping of the DNA. The second term is a
geometrical term that describes gain and loss of potential energy due to spool
unwrapping (change in a) and rotation (change in b). The last and most important
term accounts for bending energy of the arms and the cost of potential energy
because of the arms not being straight.

178 OPENING AND CLOSING DNA: THEORIES ON THE NUCLEOSOME



The energy landscape ismainly governed by that last term in (7.5). Ifwe neglect the
geometrical term (whichone can easily check is a reasonable approximation) andgo to
the critical force atwhich the first termon the rhs of (7.5) vanishes,Fcrit¼ ka�A/ð2R2

0Þ,
then the transition path of the nucleosome is going along the line a¼ b from the
minimum at (a, b)¼ (0, 0) over the saddle point (p/2, p/2) to another minimum of the
same height at (p, p). The barrier height is given byDU � DEtot ¼ 8

ffiffiffiffiffiffiffi
AF

p ð1�1=
ffiffiffi
2

p Þ,
and itmainly stems from the strongbending of theDNAarms in the transition state; see
configuration e in Figure 7.3.

As this suggests, a reasonable approximation is to set a¼ b in the full energy
expression, (7.5):

EtotðaÞ � 2R0 ka� A

2R2
0

�F

� �
aþ2FR0 cos a sin aþ8

ffiffiffiffiffiffiffi
AF

p
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þcos2a

2

r" #
: ð7:6Þ

In Figure 7.3 we plot the resulting energy landscape for a force of F¼ 6.5 pN. The
dashed curve corresponds to the value ka¼ 2kBT/nm as inferred from competitive
protein binding data (see Section 7.1); for the solid curve we assume a larger value,
ka¼ 3kBT/nm (see below).

To compare our model to the unwrapping experiment [13], we need to account for
the fact that it was performed using dynamical force spectroscopy (DFS) [20]. The
nucleosomal array was exposed to a force F increasing at constant rate rF, F¼ rFt; the
probable rupture force F* as a function of loading rate was determined in a series of
measurements. The rate of unwrapping is expected to be proportional to theKramers’s
rate [21] exp(DU� pR0(Fcrit�F)) from which it can be shown that F*/ ln
(rF)þ const.

To our surprise, our detailed analysis [18] showed that the rates over the barrier are
much too fast in our model as compared to the rates at which nucleosomes unwrap in
the experiment. This forced us to critically reconsider the assumptions on which the
model was based, especially the seemingly straightforward assumption that the
adsorption energy per length is constant along thewrapping path. By this assumption,
we neglected an important feature of the nucleosome, namely that the twoDNA turns
interact. Clearly, the turns are close enough to feel a considerable electrostatic
repulsion, the exact amount of which is hard to be determined, such as that due to
the fact that the DNA is adsorbed on the low-dielectric protein core (image effects).
Moreover thepresence ofhistone tails complicates things. It is known (seeSection7.5)
that the tails adsorb on the nucleosomal DNA. If the nucleosome is fully wrapped, the
two turns have to share the cationic tails.However, if there is onlyone turn left, all these
tails can, in principle, adsorb on this remaining turn. All these effects go in one
direction: a remaining DNA turn on the wrapped nucleosome is much stronger
adsorbed than a turn in the presence of the second, wrapped turn. Indeed very recent
data by the same experimental group show that the force peaks of the discontinuous
unwrapping events shift to substantially smaller values when the tail are partly
removed or their charges partially neutralized [22].
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The crucial point is now that the adsorption energy ka was estimated from
spontaneous unwrapping events of the second turn in the presence of the other turn
[6,7] and thus kamight have been strongly underestimated, since the ka¼ 2.0kBT/nm
include the unfavorable repulsion from the other turn. To account for this we
assumed that there is a different effective value of ka for a> 0 (less than one DNA
turn) and for a< 0 (more than one turn) [18]. Because the discontinuous unwrap-
ping events observed in the experiment clearly corresponded to the case where the
last term is unwrapped (i.e., to the case a> 0), we tuned the parameter ka such that
we could reproduce the DFS data in a satisfying way. From this we found that for
a> 0 a value of ka¼ 3.0� 3.5kBT/nm leads to good agreement with the experimen-
tal data, a value that is considerably higher than the effective adsorption energy
ka¼ 2kBT/nm felt when a turn is unpeeled in the presence of the other turn, meaning
for a< 0.

This result might explain how wrapped DNA inside a nucleosome is accessible to
DNA binding proteins while the nucleosome remains stable. As long as the nucleo-
some is fully wrapped, many DNA binding proteins have no access to the wrapped
DNA portion (reviewed in [23]). But it is also in this fully wrapped conformation that
each of two turns can easily unwrap spontaneously because of thermal fluctuations.
Therefore all DNA is transiently accessible for DNA binding proteins, as depicted in
Figure 7.4. This fact has been proved experimentally via competitive protein binding
by Widom and coworkers, and it has been termed the site exposure mechanism
[6,7]. Recently fluorescence resonance energy transfer measurements have provided
additional and more direct evidence for such conformational fluctuations [24,25].
What is nevertheless puzzling in this set of experiments is why the DNA—once it
encounters the nucleosomal dyad—stops unpeeling, which then leads to the
destruction of the nucleosome. Our interpretation of the unwrapping data suggests
that the reason for this is the first-second round difference: once theDNAhas unpeeled
one turn, the remaining turn has a strong grip on the octamer because this turn does not
feel the repulsion from the other turn.

7.3 NUCLEOSOME SLIDING

It has been observed under well-defined in vitro conditions that nucleosomes
spontaneously reposition along DNA [26–29] transforming nucleosomal DNA into

Figure 7.4 The site exposure mechanism [6,7] allows access to wrapped DNA via the
spontaneous unraveling of DNA. When only one turn is left (shown in dark gray), that
remaining turn results in a strong grip on the octamer, and further unpeeling becomes too
costly (first-second round difference [18]).
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free DNA, and vice versa, a phenomenon referred to as nucleosome “sliding.” This
heat-induced repositioning is a rather slow process happening on the time scale of
minutes to hours. This suggest that in vivo octamer repositioning must be catalysed.
Indeed ATP-consuming machines, so-called chromatin remodeling complexes, are
known that actively push or pull nucleosomes along DNA [30,31].

Repositioning experiments (a detailed review is provided in [5]) have mostly been
performedon shortDNAfragments of lengths around200 to 400 bp that contain one or
two so-called positioning sequences. Repositioning is detectedwith the help of 2D gel
electrophoresis making use of the fact that a complex with its octamer close to one of
the DNA termini shows a higher electrophoretic mobility [26–28] than a complex
where the octamer is located at the center of theDNAfragment.Another approach [29]
makes use of a chemically modified histone protein that induces a cut on the
nucleosomal DNA.What came out of these studies is that heat-induced repositioning
is a slow process that takes place on the time scale of minutes to hours [26,29] at
elevated temperatures (e.g., 37�C), whereas it is not observed at low temperatures
(e.g., 5�C). Another interesting feature is that the octamer is found at a preferred
position (as was mentioned above, the DNA contains a positioning sequence) or
shifted inmultiples of 10 bp, theDNAhelical pitch, away from this position [26,29]; in
addition there is a preference for end positions [26]. On longer DNA fragments no
evidence for a long-range repositioning has been found [27]. And finally, the presence
of linker histones (H1 or H5) suppresses nucleosome mobility [28].

What causes nucleosomemobility? It is obvious that anordinary slidingof theDNA
on the protein spool is energetically too costly. As was mentioned above, the
interaction between the DNA and the octamer is localized at 14 binding sites, each
contributing roughly 6kBT pure adsorption energy. A bulk sliding motion would
involve the simultaneous breakage of these 14 point contacts, an event that would
never occur spontaneously. As an alternative mechanism, a rolling motion of the
octamer along the DNAmakes also no sense: the helical wrapping path would simply
cause the cylinder to roll off the DNA.

Repositioning must thus involve intermediates with a lower energetic penalty.
The two possible mechanisms [5,32] are based on small defects that spontaneously
form in the wrapped DNA portion and propagate through the nucleosome: 10 bp
bulges [33,34] (see Figure 7.5a) and 1 bp twist defects [35] (see Figure 7.5b). The
basic idea of the bulge mechanism is as follows: First some DNA unpeels spontane-
ously from one of the termini of the wrapped portion [6,7]. Then that DNA is pulled
in before it re-adsorbs, creating an intranucleosomal DNA bulge that stores some
extra lengthDL. This bulge diffuses along thewrappedDNAportion and finally leaves
the nucleosome at either end. If the loop comes out at the endwhere it was formed, the
DNA is back at the original state. But if the loop leaves at the other end, the stored
length DL has effectively been transported through the nucleosome and the
octamer has moved by DL along the DNA. A careful quantitative analysis provided
in [34] shows that the cheapest small loop has a length ofDL¼ 10 bp. Other loops are
by far more expensive because they require twisting and/or stronger bending. But
even a 10 bp loop is very expensive, since its formation requires about 20kBT
desorption and bending energy. As a consequence the corresponding diffusion
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constant of the octamer along theDNAwas found to bevery small, namely on the order
ofD� 10� 16 cm2/s. Thus typical repositioning times on a 200 bpDNA fragment are
on the order of an hour, in reasonable agreement with the experimental data [26,29].
The strong temperature dependence and most strikingly the preference for 10 bp
steps—corresponding to the extra length stored in the cheapest loops—is also in
excellent agreementwith the experiments.All these facts strongly support the idea that
the loops are the mechanism underlying repositioning. There is, however, one serious
caveat: we found that larger loops beyond one persistence length of DNA (roughly
150 bp) are easier to form than 10 bp bulges, since such loops show a small
curvature and have less desorbed binding sites [34]. Of course, for short DNA
segments such loops cannot occur. But even in experiments with DNA segments of
roughly 400 bp length, no signature of a long-range nucleosome repositioning has
been found [27].

This observation led us to reconsider the underlying mechanism and to check
whether nucleosome repositioning could be based on twist defects instead [35]. The
basic idea is here that a twist defect forms spontaneously at either end of the wrapped
DNAportion. Such a defect carries either amissing or an extra bp (Figure 7.5b shows a
missing bp). A defect is typically localized between two neighboring nucleosomal
binding sites, meaning within one helical pitch (10 bp). This short DNA portion is
stretched (compressed) and overtwisted (undertwisted). The energy of a –1 bp twist
defects was estimated from the combined stretch and twist elasticity of DNA,
including the (here unfavorable) twist–stretch coupling to be on the order of 9kBT
[35].That means that, at a given time, a twist defect occurs only on one of around
thousand nucleosomes.

Figure 7.5 Two possible mechanisms underlying the spontaneous repositioning of nucleo-
somes: Formation of (a) bulge defects and (b) twist defects. Bulge defects contain typically
an excess length of 10 bp, leading to repositioning steps of 10 bp that in turn preserve the
rotational positioning of the nucleosome. Twist defects carry either an extra or a missing base
pair. This results in 1 bp repositioning steps and a concomitant corkscrew motion of the
nucleosome.

182 OPENING AND CLOSING DNA: THEORIES ON THE NUCLEOSOME



Once a twist defect has formed, it diffuses through the wrapped DNA portion.
The nucleosome provides between its 14 binding sites 13 positions for the defect. A
defect, say a “hole” with a missing bp, moves from one position to the next in the
fashion of an earthworm creep motion. The bp that is in contact with a binding site
moves toward the defect, resulting in an intermediate state where the defect is
stretched out over 20 bp, which lowers the elastic strain but costs desorption energy.
Once the next bp has bound to the nucleosome, the twist defect has moved to the
neighboring location. During this process the kink has to cross an energetic barrier
on the order of 2kBT [35]. Of course, not all twist defects that have formedwill reach
the other end of the nucleosome; most fall off at the end at which they have been
created. By assuming that all 13 possible defect locations are energetically
equivalent, we can show that only 1/13 of the defects reach ultimately the other
end and causes the nucleosomalmobility.Once such a twist defect has been released
at the other end, the octamermakes a step by one bp and a rotation by 36� around the
DNA axis. Thismotion can also be interpreted as a corkscrewmotion of theDNAon
the nucleosome.

Twist defects lead to shorter step sizes of the octamer as compared to loop defects
(1 bp vs. 10 bp), but this shorter length is dramatically overcompensated by their lower
activation cost (roughly 9kBT vs. 20kBT). In fact, by putting all the points given above
together,wewere able to estimate the diffusion constant of thenucleosomealongDNA
to beD0� 580 bp2/s� 7� 10�13 cm2/s that is three to four orders of magnitude larger
than the one predicted by the loop defects [35].

The typical repositioning timesona200 bppiece ofDNAare thuspredicted tobeon
the order of a second, a time much shorter than in the experiments. Also the predicted
dependence of the dynamics on temperature ismuch tooweak. Evenworse, there is no
“built-in” mechanism for 10 bp steps of the octamer. The experimentally observed
preference for positions 10 bp apart manifesting itself in characteristic bands in the
products of the gel electrophoresis [26,27] seems to be inconsistent with this
mechanism—at least at first sight.

Here comes into a play an important additional feature of the repositioning
experiments: that they are typically performed with DNA segments containing
strong positioning sequences, especially the sea urchin 5S positioning element
[26–28]. This sequence shows a highly anisotropic bendability of the DNA. If
repositioning is based on twist defect, then the DNA has to bend in the course of a
10 bp shift in all directions, and thus has to go over a barrier. The elastic energy of the
bent DNA is then a periodic function of the nucleosome position with the helical
pitch constituting the period.We approximated this energy by an idealized potential
of the formU(l)¼ (A/2)cos (2pl=10), with l being the bp number andA denoting the
difference in elastic energy between the optimal and the worst rotational setting
[34]. In principle, these oscillations die out completelywhen the nucleosome leaves
the positioning sequence, that is, if it has moved around 140 bp. But since the
templates are usually quite short (e.g., 216 bp [36]), the nucleosome always feels the
rotational signal from the positioning sequence and our elastic energy should
provide a reasonable description. As a result the nucleosomal diffusion constant is
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reduced to the value [35]:

D ¼ D0

I20ðA=2kBTÞ
%

D0
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where I0 denotes the modified Bessel function. D0 is the diffusion constant for
homogeneously bendable DNA that we estimated above to be on the order of
580 bp2/s.

For the sea urchin 5S positioning element, A� 9kBT [37,38] leads to a reduced
mobility with D� 2� 10�15 cm2/s. The typical repositioning times on a 200 bp DNA
segment are now two to three orders of magnitude longer, meaning, they are on the
order of an hour—remarkably just as the ones predicted for the loop case. It is now a
simplematter of equilibrium thermodynamics that the probability of finding theDNA
wrapped in its preferred bending direction is much higher than in an unfavorable
direction. Thus also in the case of 1 bp defectswe expect to find nucleosomesmostly at
the optimal position or 10, 20, 30, and so forth, bp apart corresponding to locations
where still most of the positioning sequence is associated with the octamer and this in
the preferred rotational setting. The bands in the gel electrophoresis experiments have
then to be interpreted as a reflection of the Boltzmann distribution of the nucleosome
positions rather than of the intrinsic step length. In other words, both the 10 bp bulge
and the 1 bp twist defect lead in the presence of a rotational positioning sequences to
prettymuch the same prediction for the experimentally observed repositioning—even
though the elementary motion is fundamentally different.

We come now to the question whether there are experimental data available from
which the underlyingmechanismcan be induced. Themost straightforward testwould
be to use a DNA template with less exotic mechanical properties. On an isotropically
bendable DNA template, a nucleosome’smobility should not be affected if it relies on
the loop mechanism, but it should be strongly enhanced for the twist defect case. The
experiment by Flaus and Richmond [29] is related to this idea. They measured
repositioning rates onDNA fragments for two types of positioning sequences, namely
nucleosome A on a 242 bp fragment and nucleosome B on a 219 bp fragment, as a
function of temperature. It was found that the repositioning rates depend strongly on
temperature and on the positioning sequence: at 37�C it takes about 90minutes for the
A242 and more than 30 hours for the B219 to reposition half of the material. For the
slower nucleosomeB the set of new positions were all multiples of 10 bp apart; that is,
they all had the same rotational phase. However, the faster nucleosomeAdid not show
such a clear preference for a rotational positioning. Itwas argued that these differences
reflect specific features of the underlying base-pair sequences: nucleosome B is
complexed with a DNA sequence that has AA/AT/TA/TT dinucleotides with a 10 bp
periodicity inducing a bend on the DNA, whereas nucleosome A is positioned via
homonucleotide tracts. These observations are consistent with the twist defect picture
where the corkscrew motion of nucleosome B is suppressed by the anisotropically
bendable DNA template.
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A different experimental approach was taken by Gottesfeld et al. [36]. The authors
studied repositioningona216 bpDNAfragment that again contained the sea urchin 5S
rDNA nucleosome positioning sequence, but this time in the presence of pyrrole-
imidazole polyamides, synthetic minor-groove binding DNA ligands, that are de-
signed to bind to specific target sequences. Experiments have been performed in the
presenceofoneof four different ligands, eachwithonebinding site on thenucleosomal
DNA. It was found that a one-hour incubation at 37�C in the absence of any ligand
leads to a redistribution of the nucleosomes. This redistribution was completely
suppressed in the presence of 100 nM ligands if the target sequence of this specific
ligand faces outside (toward the solution) when the nucleosomal DNA is bent in its
preferred direction.On the other hand, a ligandwhose binding site faces the octamer in
its preferred rotational frame had no detectable effect on the reposition dynamics.

Does the outcome of this experiment determine the mechanism underlying
repositioning? The ligands bind into the minor groove (see the co-crystal complexes
between nucleosomes and such ligands [39]), which suggests that a bound ligand will
block the overall corkscrew motion of the DNA. This is because the DNA can only
rotate on the nucleosomeup to apointwhere thebound ligand comes close to oneof the
14 binding sites. This means that the observed suppression of mobility through ligand
binding is consistent with the twist defect picture. But would it also be consistent with
the bulge mechanism? The answer is in this case not obvious. But in a first
approximation it seems plausible to assume that a bound ligand does not hinder
bulge diffusion—at least sterically. A definite answer is hard because the ligandmight
locally alter the DNA elastic properties; nevertheless, the strong influence of ligand
binding on nucleosome mobility supports the twist defect picture.

In [40]wedetermined the diffusion constant of a nucleosome alongDNA invarious
cases. In ourmodelwe assume that the nucleosome in the presence of a ligand can be in
three states (see Figure 7.6): the rotational setting of thewrapped DNA is such that its
binding site is occluded, Figure 7.6a, or it is facing the solution without a ligand,
Figure 7.6b, or with the ligand bound, Figure 7.6c. If we assume thermodynamic
equilibrium, it is straightforward to determine the diffusion constant in the various
cases. In particular, we found that for the case of a rotational position sequence with

Figure 7.6 Nucleosome repositioning in the presence of DNA ligands that bind at a specific
site on the nucleosomal DNA. A nucleosome can then be in three different states: (a) With its
ligand binding site occluded, (b) with its binding site open, and (c) with a bound ligand. A
nucleosome in state (c) cannot perform a corkscrew form of sliding.
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A� kBT in the presence of a ligand whose binding site is exposed in the preferred
rotational frame,

D ¼ pAe�A=kBT

kBT

D0

1þK
; ð7:8Þ

whereas for the case of a ligandwhose binding site is preferentially occluded, we have

D ¼ pA
kBT

D0

eA=kBTþK
: ð7:9Þ

Here K¼ [L]/Kd is the equilibrium constant of the ligand of concentration [L] and
dissociation constantKd. Obviously in the absence of ligandsK¼ 0 and (7.8) and (7.9)
reduce to (7.7) for A� 1.

Equations (7.8) and (7.9) allow the influence of ligands on repositioning to be
estimated for the various cases. In the following we define the typical equilibration
time on a 216 bp long template (used in [36]) as T70bp¼ (216� 146)2 bp2/(2D). For an
isotropic piece of DNA we estimated above D¼D0� 580 bp2/s which leads to a
typical equilibrium time T70bp¼ 4 s. If a positioning sequence is used instead with
|DG12|¼9kBT, then from (7.7) in the absence of ligands D� 2 bp2/s and T70bp�
20 minutes. Repositioning experiments on such sequences are thus typically per-
formed on a time scale of an hour to ensure equilibration [26,36]. Adding nowa ligand
with [L]¼ 100 nM and Kd¼ 1 nM with a binding site that faces the solution in the
preferred rotational frame, we can predict from (7.8) a dramatic reduction of the
diffusion constant by a factor of 100:D� 2� 10�2bp2/s and T70bp� 34 h. In this case
no repositioning of the nucleosomes is observedon the time scale of an hour, and this is
in accordance with the experimental observations (see Figure 7.6), lane 1 and 4 in the
study by Gottesfeld et al. [36]. On the other hand, for the case of a ligand with same
affinity and concentration but with the binding site in the unfavorable orientation,
hardly any effect is seen; in fact the diffusion constant as compared to the ligand free
case is reduced by approximately 1%; see (7.9). In the experiment [36] these two cases
were indeed indistinguishable (see Figure 7.5, lanes 0, 2, and 3 in that paper).

Additional experimental evidence for twist defect diffusion was provided in a
recent study [41]. Edayathumangalam et al. analyzed polyamide binding toNCPs that
contain either a 146 bp alpha satellite DNA sequence or a 147 bp version of the same
sequence, with one additional bp at the dyad. For the latter sequence the two halves of
the nucleosomal DNAhave exactly the same rotational positioning with respect to the
histone octamer, whereas there is a displacement by one bp between the two halves in
the 146 bp NCP. Based on the polyamide binding, DNase I and hydroxyl radical
footprinting, it was concluded that twist diffusion between different states does occur
in solution.

In conclusion, there is strong experimental evidence that the autonomous repo-
sitioning of nucleosomes is based on twist defects. This process is slow in experiments
because they are performed on DNA templates that contain nucleosome positioning
sequences. However, only a small fraction of eukaryotic genomic DNA (<5% [42])
seems to contain positioning sequences. This suggests a very dynamic picture of
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chromatin where themajority of nucleosomes are incessantly sliding alongDNA—as
long as they are not pinned to their location via linker histones [28].

Nucleosomal mobility has also profound consequences for the interaction of
nucleosomes with motor proteins. Since most nucleosomes seem to be rather mobile,
it might be that only positioned nucleosomes need the action of active (ATP-
consuming) remodeling mechanisms [43] making them switch elements that bring
about, for instance, gene activation or repression. Such chromatin remodeling com-
plexes might catalyze the formation of twist defects or bulges. In [44] a remodeling
complex inducednucleosome repositioningwas foundevenwhen theDNAwasnicked
and a torsion could not be transmitted, suggesting that at least for this specific example
active repositioning might involve loop defects.

A motor protein of special interest is RNA polymerase. During transcription of a
gene, the polymerase has to “get around” tens to hundreds of nucleosomes. The
interaction between RNA polymerase and nucleosomes is the subject of the next
section.

7.4 TRANSCRIPTION THROUGH NUCLEOSOMES

The study byGottesfeld et al. [36] also addressed the question how nucleosomes affect
transcription. For that purpose the 216 bp DNA fragment contained a T7 promoter in
addition to the 5S positioning element. The transcription reaction of the naked 216 bp
fragment with T7 RNA polymerase produced a 199 bp full-length RNA transcript.
Importantly this reactionwasnotaffectedby thepresenceofanyof theabovementioned
ligands. Even the nucleosome templates produced full-length transcripts with a very
high yield, indicating that the RNA polymerasewas able to overcome the nucleosomal
barrier. This was also the case in the presence of ligands whose binding site faces the
octamer in the preferred rotational frame. Remarkably the addition of ligands whose
bindingsites areopenat thepreferred rotational settingblocked the transcription. In fact
single-round transcription assays showed that the polymerase got stuck just within the
major nucleosome position. Moreover an inspection of the nucleosome positions
showed that in the absence of any ligand (or in the presence of the ligands that did not
block transcription) nucleosome repositioning took place. In otherwords, transcription
did not result in a loss of the nucleosome but in its repositioning instead.

We have discussed in the previous section why nucleosomes in the presence of
ligandswith “open” binding sites showa dramatic reduction of their diffusion constant;
see (7.8). The Einstein relation m¼D/kBT provides a link between nucleosomal
mobility m and diffusion constant D—in the case of thermodynamic equilibrium. It
is tempting to speculate that it is this difference in nucleosomal mobility that is
responsible for the different outcome of the transcription experiment described in [36].

Let us beginwith the case of a longDNA templatewith a nucleosome positioned far
fromanyof theDNAtermini. Suppose that an elongatingRNApolymerase encounters
such a nucleosome. If the mobility of the nucleosome is large enough, the RNA
polymerasewouldbeable topush the nucleosome in front of it—bypulling theDNAin
corkscrew fashion. In the simplest mean-field type approach [40] the nucleosomewill
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begin to slide with a constant speed v as a result of the imposed external load F as
follows:

vðFÞ ¼ mF: ð7:10Þ
The polymerase slows downbecause of the force that it has to exert on the nucleosome.
According to Wang et al. [45] (see also related studies [46,47]) the force–velocity
relation of RNA polymerase has typically the following functional form:

vðFÞ ¼ v0

1þaðF=F1=2Þ�1
; ð7:11Þ

where v0 is the velocity of the elongating complex in the absence of an external load
andF1/2 is the load at which the speed of the RNApolymerase is reduced to v0/2. a is a
dimensionless fit parameter.

In equating (7.10) and (7.11), we can determine the average speed of an RNA
polymerase that pushes a nucleosome in front of it. The solution is foundgraphically in
Figure 7.7 by determining the point of intersection between the corresponding
curves (marked by circles). Curves 1 and 2 in Figure 7.7 give force–velocity relations
of RNA polymerase, equation 7.11, for two sets of parameters, namely a¼ 2� 104,
F1/2¼ 24 pN, and v0¼ 16 bp/s for curve 1 and a¼ 5� 104, F1/2¼ 16 pN, and v0¼
7 bp/s for curve 2. These parameters have been chosen to give a good fit to the data of
Wang et al. [45] for the case of Escherichia coli RNA polymerase in the presence of
1mM nucleoside triphosphates (NTPs) for two different concentrations of pyrophos-
phate (PPi), namely curve 1 for 1 mM. PPi and curve 2 for 1mM PPi. As was
mentioned above in the experiment ofGottesfeld et al. [36], aT7RNApolymerasewas

Figure 7.7 Force–velocity relations. Curves 1 and 2 show the relation between transcription-
velocity and externally applied load of RNApolymerase in two different cases. Lines 3 to 5 give
the force–velocity relation for nucleosomes under an externally imposed force, again for three
different cases.
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used and the concentration ofNTPswas 250 to 500 mM.Thismeans that curves 1 and 2
can only be considered rough estimates for the force–velocity characteristics of the T7
RNA polymerase. Curves 3 to 5 give the force–velocity relation (7.10), for the
nucleosomes invarious cases discussed in theprevious section.Curve3corresponds to
the casewhere a nucleosome slides along an isotropic DNA segment in the absence of
any ligands. Curve 4 represents corkscrew sliding along an anisotropic DNAwith a
barrier height 9kBT as it is the case for the 5S positioning sequence. Finally, curve 5
corresponds to the case where in addition to such an anisotropic bendability the
mobility is slowed down by the presence of 100 nM ligands, with the ligand binding
site facing the solution in the preferred DNA bending direction.

By inspecting the points of intersection among the curves, we come to the
conclusion that RNA polymerase would be hardly slowed down by the presence of
a nucleosome on a homogeneous track of DNA; see the point of intersection between
line 3 with curve 1 (or 2) in Figure 7.7. We expect that the polymerase would easily
push the nucleosome in front of it without being slowed down. On the other hand, the
5S positioning element should affect the transcription rate by a considerable amount
(see line 4 and curves 1 and 2); still the RNA polymerase might be able to push the
nucleosome ahead of it. Finally, in the case of added ligands the nucleosome blocks the
wayof thepolymerase: thepoint of intersectionbetweencurves5and1 (or2) is close to
a vanishing transcription velocity.

In the experiment [36] there is, however, an additional complication: the nucleo-
some is positioned at the 30-end of the template. Thatmeans as soon as the polymerase
encounters the nucleosome (here after it has transcribed the first�54 bp) it has to push
the nucleosomeoff theDNA template.What is the energetic cost of this process?There
are 14 binding sites between the DNA and the octamer, with a 10 bp distance between
neighboring ones. As was mentioned in the introduction, the detachment of any of
these 14 nucleosomal binding sites costs roughly 6kBT. However, the overall energetic
cost of undressing the nucleosome is smaller: when pulling 10 bp off the octamer, one
binding site is opened but 10 bp are released on the other side, gaining roughly 4kBT
elastic energy bygoing from thewrapped, bent state to the straight state. In total, a shift
of the DNA by 10 bp costs therefore only 2kBTand corresponds to a force of just 2 pN.
This additional force can be easily supplied by the RNA polymerase.

Therefore our calculation leads to the prediction of the following effect of the RNA
polymerase on the nucleosome: (1) In the ligand-free case the RNApolymerase is able
to produce the full-length transcript pushing the nucleosome off the template. (2) If a
ligand is bound to the nuclesomal DNA, the nucleosome is immobile, and the
polymerase stalls as soon as it encounters the nucleosome. Whereas the second
prediction is indeed in agreement with the experimental observations, the first is not.
This is because that transcription was found not to lead to the loss of the nucleosome
but instead to its repositioning on the template [36]. The experimental findings even
indicate that the nucleosome—as a result of the transcription—is effectively moving
upstream. In fact such effects have been studied in detail before and led to the
proposition of a spoolingmechanism [48–51] that wewill discuss later in this section.

In order to explain the experimental observations of [36],we proposed in [40] a new
mechanism that is depicted in Figure 7.8. (a) At the beginning of the transcription
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(the first 54 bp in [36]) the RNA polymerase walks along the free DNA section
(shown in dark gray) in a corkscrew fashion. (b) The polymerase comes into contact
with the nucleosome. At this stage the polymerase gets stuck if the nucleosome is
immobile. (c) If the nucleosome is mobile, the polymerase pulls on the DNA,
undressing the nucleosome at the other end (the 30 end). During this process the
polymerase and the octamer are not moving with respect to each other, and it is only
the DNA that is performing a corkscrew motion. (d) After enough nucleosomal

Figure 7.8 Tentative model for nucleosome repositioning via an extranucleosomal loop: The
transcribing polymerase encounters in (b) the nucleosome. It gets stuck if the nucleosome is
immobile or (c) it starts to pull the DNA in a corkscrew fashion from the nucleosome,
“undressing” it at the other end. (d) The free DNA end adsorbs on the nucleosomal binding sites
that have just been exposed. As a result an extranucleosomal loop has formed. (e) The RNA
polymerase continues to pull the DNA around. (f) Finally the other DNA end is released. As a
result of the transcription the nucleosome has been transferred to the other (former free) end of
the DNA.
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contact points (at the 30 end) are exposed to the solvent, the 50 end might adsorb
on these contact points, forming an extranucleosomal loop. The loop formation
probabilitymight be increased by a kink in theDNA that is induced by the polymerase
[51]. (e) The DNA continues to circle around the polymerase–nucleosome complex
via the corkscrew mechanism. Note that the negative torsion in the loop, which is
produced by the polymerase upstream (toward the 50 end) and the positive torsion
downstream (toward the 30 end), induces the directed corkscrew motion of the
wrapped DNA portions on both sides. (f) When the 30 end reaches the polymerase,
this end is released from the nucleosome. An end-positioned nucleosome results
again, but now it is the promoter end that is wrapped on the nucleosome. A section of
the original positioning sequence (shown in white) forms the free tail.

This mechanism always transfers the nucleosome from one end of the DNA
template to the other. In principle, it is also possible that a smaller loop forms with
the 50 end forming an overhanging tail; see Figure 7.9. Such a small loop might be
possible because the RNA polymerase induces a bend on the DNA. The RNA
polymerase will then again pull the DNA around via the corkscrew mechanism.
Because of the presence of the loop the 50 tail may only be able to adsorb beyond the
dyad after the 30 end is released. At this point the nucleosome has effectively made a
step upstream. The step length is the sum of the length stored in the loop plus the
number of bp of the 30 end that were still adsorbed at the point of its release. It is
possible that the 30 is released at a point where it was still associated with a few
binding sites (each binding site just contributes on the order of 2kBT). The typical
upstream step length is then a few tens of bp. An interesting feature of this variant of
themodel is that the step length should not depend on the length of the originally free
DNAportion (shown in dark gray in Figure 7.9). In other words, if the nucleosome is

Figure 7.9 Alternative version of the extranucleosomal loopmodel: In stage (d) of Figure 7.8
the bend induced by the RNA polymerase leads to the formation of a very small extranucleo-
somal loop. The 50 end forms then a tail on the nucleosome.
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initially positioned at one end of the template (due to some positioning sequence),
after transcription it is shifted upstream to a new position by a distance that is
independent of the length of the DNA template.

The experiment by Gottesfeld et al. [36] showed that nucleosomes survive
transcription, but it is not possible to deduce from the data whether transcription
through a nucleosome leads to its repositioning along DNA. There is, however, a
long series of experiments that have focused on this point [48–51]. Also in these
experiments a bacteriophage RNA polymerase has been used, namely that of SP6.
The standard 227 bp template includes an SP6 promoter and a nucleosome posi-
tioning sequence [48]. Typically the nucleosome is positioned at the promoter
distant end. Transcription results in an upstream displacement to the other end,
namely by 80 bp [48]. Whether this step length reflects a built-in step length of the
repositioning process or whether the nucleosome is displaced from one end to the
other has been checked by adding an extra length to the DNA template at either end.
Adding extra 50 bp at the promoter side (the 50 end) the upstream step is typically
90 bp; that is, it does not increase much. This might indeed indicate that the
displacement process has a natural 80 to 90 bp step length. On the other hand,
addition of 35 bp to the 30 end has surprisingly also an effect on the upstream step
length that shows now three smaller values, namely 40, 60, and 75 bp [48]. Finally,
going to a much larger template by adding 126 bp at the promoter end led to another
surprise: In this case the nucleosome is transferred from one end to the other as a
result of the transcription [49].

How can these observations be rationalized? Studitsky et al. [48] Introduced the
“spooling” mechanism (see their Figure 7.7): as the polymerase encounters the
nucleosome, it continues to transcribe by prying off the DNA from the octamer.
After the polymerase has proceeded far enough into the nucleosomal DNA, the
DNA behind the polymerase might attach to the now exposed nucleosomal binding
sites. This results in an intranucleosomal loop. The polymerase travels around the
nucleosome inside this loop. On reaching the other end, the loop disappears, and as
a result the nucleosome steps upstream by the extra DNA length that has been stored
in that loop. The step lengths observed in the experiments have then to be
interpreted as the loop sizes. A preferred value would be around 80 bp. Studitsky
et al. explained the much shorter step lengths observed in the case of a templatewith
a DNA extension on the promoter distant site as a result of “octamer slippage”
before the spooling mechanism comes into play with the usual 80 bp upstream step.
Finally, the end-to-end transfer on the long 353 bp template indicates a large loop
that stores 180 to 200 bp [49].

These observations and their explanation are in fact entirely consistent. One should
nevertheless ask whether our extranucleosomal loop model provides also a picture
consistent with these experimental facts. The model depicted in Figure 7.8 even
predicts an end-to-end transfer of the nucleosome as it has been observed for the
longest template discussed above. Themodifiedmodelwith a small extranucleosomal
loop, as depicted in Figure 7.9, leads to a smaller upstream step of the octamer whose
value depends on microscopical details but should be on the order of a few tens of bp.
So this picture could also explain the typical 80 bp shifts observed in several cases.
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This leads us to the surprising conclusion that either mechanism, the extra- and the
intranucleosomal one, is consistent with the observations. It is only the smaller steps
where Studitsky et al. suggested octamer slippage to occur that might ironically speak
in favor of their model. When the nucleosome steps back by 40 bp, it might have first
slid 35 bp to the 30 end and then have gone back by 80 bp with either mechanism.
However, the fact that after transcription some nucleosomes were found 60 and 75 bp
upstreammight support the intranucleosomal loop picture: first the nucleosome slides
a short distance (but not up to theDNA terminus) and then steps backby80 bpdue to an
intranucleosomal loop. Still it seems impossible to exclude from these experimental
observations one or the othermechanism, and itmight well be the case that both play a
role.

Another feature that has been observed during the transcription “through” nucleo-
somes is a characteristic pausing pattern of the polymerase [49,52]. Studitsky et al.
[49] reported for SP6 RNA polymerase a pausing with a 10 bp periodicity that
disappears once the transcription has progressed beyond the nucleosomal dyad.
Protacio et al. [52] find pausing with this periodicity, however, extending far beyond
the dyad. The ladder system uses T7 RNApolymerase and the 5S positioning element
as in [36]. Studitsky et al. interpret their observations with their spooling model: once
the loop has formed, the polymerase might not be able to continue with elongating
because itwould have to rotate through the loop, and this processmight be too costly if
not even sterically forbidden. Instead pausing occurs up to the point when the loop
reopens through a spontaneous fluctuation. The loop formation (and the concomitant
pausing) might happen with a 10 bp periodicity since the bend induced by the
polymerase can help the loop formation every 10 bp. Once the dyad has been reached,
the last loop forms that is finally broken ahead of the polymerase, allowing the
polymerase to transcribe from now on without interference from the octamer. Further
support for this idea was given by removal of DNA behind elongating complexes that
had been arrested just at the nucleosomal border. Resuming transcription, the
polymerase was able to elongate into the nucleosome much further without pausing
before it encountered a first pausing side. This was interpreted again as a fact
supporting the spooling model [49]: the formation of the loop was only possible
when enough DNAwas available at the 50 end.

We believe that these observations are also consistent with the extranucleosomal
loop picture. The 10 bp pausing pattern might reflect the 10 bp periodicity of the
bending energy of the positioning sequence. Enhanced pausing might occur once
the loop has formed because of the enhanced friction of the corkscrewingDNA.And
the disappearance of pausing sites beyond the dyad (which is not for all situations
the case; see [52]) might reflect the termination of an interaction between the
polymerase and DNAwrapped close to the dyad. In case of the 50 end forming a tail,
as shown in Figure 7.9, this end might not be able to adsorb beyond the dyad as long
as the intranucleosomal loop is present, so the friction or entanglement between the
components decreases once the polymerase passes the dyad.

This brings us to the next point of our discussion. One might wonder whether such
intra- or extranucleosomal loops canbedirectly “seen” in electronmicrographs. In fact
cryomicroscopyhas beenperformed for suchcomplexes [51].Unfortunately, also here
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the situation is rather complex. When the polymerase was arrested after transcribing
23 bp into the nucleosome, the electron cryomicrographs showed complexes with one
DNA tail. The length of that tail was considerably longer than the tail in the absence of
RNA polymerase. This was interpreted as being due to a polymerase-induced DNA
unwrapping. Interestingly our corkscrew sliding scenario also leads to a tail length-
ening without the necessity of DNA unpeeling; see Figure 7.8c. The polymerase was
also arrested further into the nucleosome (42 bp), a location at which intra- or
extranucleosomal loops should be expected. Loops were, however, not observed (at
least not large ones); instead there was a considerable fraction of two-tailed interme-
diate states. These closed transcription intermediates were interpreted as states that
resulted from the collapse of an internucleosomal loop; see Figure 7 in [51]. In our
opinion, such an explanation (being an attempt to reconcile the spooling model with
the two-tail intermediates) is not obvious, even though this picture cannot be excluded.
On the other hand, when the polymerase is stalled after a small extranucleosomal loop
has formed, two-tail intermediates should be expected. In Figure 7.9 the 50 end is
forming the only tail. But it is even possible that the 30 desorbs up to the dyadwhere the
loop blocks further unpeeling. This then leads to two-tail complexes where both ends
form tails of varying lengths.

The experiments of Studitsky et al. [48–51] are indeed compatible with their
spooling model. However, as argued above, our extranucleosomal loop mechanism
gives a consistent explanation of their experiments. Only the recent observation by
Gottesfeld et al. [36] of transcription blockage via ligands votes strongly for the
extranucleosomal loop mechanism. It should be noted that the experimental condi-
tions (e.g. type of polymerase) are different in this case. This still leaves space for the
possibility that different mechanisms for transcription through nucleosomes could
occur in the various cases.

We note that the two different scenarios involving intra- and extranucleosomal
loops lead to dramatically different pictures for transcription on multinucleosomal
templates. Whereas the elongating RNA polymerase could easily get around all the
nucleosomes via intranucleosomal loops, our extranuclesomal variant relies on the
finite length of the DNA. This mechanism would cease to work for the multi-
nucleosomal situation. Transcription on reconstituted multinucleosomal templates
showed indeed that T7 RNA polymerase is under certain conditions capable of
disrupting completely the nucleosomal cores [53,54]. Electron micrographs show
the transcribed section to be freed of nucleosomes and parts of the histones being
transferred to the nascentRNAchain [54]. Interestingly upon addition of somenuclear
extract the nucleosomal template seem to survive during transcription [53]. This
shows that the in vivo situation might be more complex and involve additional factors
mediating between polymerase and nucleosomes.

7.5 TAIL BRIDGING

Up to nowwe have discussed single nucleosomes. In a cell, however, each DNA chain
is complexedwithmillions of octamers distributed along the chainwith a repeat length

194 OPENING AND CLOSING DNA: THEORIES ON THE NUCLEOSOME



of roughly 200 bp [5]. A fiber with a 30 nm diameter, the chromatin fiber, is typically
posited as the structure emerging from this string of nucleosomes [55]; see also level 3
in Figure 7.1. In this fiber, and also in higher order structures beyond it, nucleosome–
nucleosome interaction plays a crucial role.

The chromatin fiber has a contour length that is about 40 times shorter than that of
the DNA chain it is made from. But at the same time the fiber is much stiffer than the
naked chain, so that its coil size in a dilute solution will be much larger than the
diameter of the cell nucleus. Specifically the size of a stiff polymer chain with
persistence length lP, diameter D, and contour length L in a good solvent scales like
R � l

1=5
P D1=5L3=5 [56].Ahuman chromosomalDNAchain hasL� 4 cm.This together

with lP¼ 50 nm and an effective diameter D� 4 nm (assuming physiological ionic
conditions) leads toR� 100 mm.On the other hand, the chromatin fiber hasL� 1mm,
lP� 200 nm [57–59] and D� 30 nm leading to R� 20 mm. There are 46 chains that
have to fit into the nucleus with a diameter of 3 to 10 mm. This clearly calls for the
necessity of nucleosome–nucleosome attraction as a further means of compaction.
This mechanism should be tunable such that fractions of the fiber are dense and
transcriptionally passive, while others are more open and active.

This suggests the following questions: Do nucleosomes attract each other, and
what is then the underlying mechanism? Can this interaction be tuned for individual
nucleosomes? And can this be understood in simple physical terms? Recent experi-
ments indeed point toward a simple mechanism for nucleosomal attraction: histone
tail bridging [60–62]. As was mentioned in the introduction, the histone tails are
flexible extensions of the eight core proteins that carry several positively charged
residues and whose lengths range from 15 residues (histone H2A) to 44 (H3). These
tails extend considerably outside the globular part of the nucleosome, as sketched
schematically in Figure 7.2. Mangenot et al. [60] studied dilute solutions of NCPs.
Using small angle X-ray scattering, they demonstrated that NCPs change their size
with salt concentration. At around 50mM monovalent salt the radius of gyration
increases slightly (from 43 to 45A

�
), but at the same time themaximal extension of the

particle increases significantly (from 140 to 160A
�
). This was attributed to the

desorption of the cationic histone tails from the NCP that carries an overall negative
charge (see [5]). Osmometric measurements [61] detected around the salt concen-
tration where the tails desorb an attractive contribution to the interaction between the
NCPs, reflected in a considerable drop of the second virial coefficient. The coinci-
dence of the ionic strengths for the two effects led Mangenot et al. to suggest that it is
the tails that are mainly responsible for the attractive interaction. This picture is
supported by the experimental fact that the attraction disappears once the tails are
removed from the NCP [62].

Theories for nucleosomal attraction come to diverging conclusions. Attraction
between simplified model nucleosomes has been reported in a nucleosome model
[63,64] that ignored the tails. The nucleosome was modeled by a positively charged
sphere (representing the protein core) and a negatively charged semiflexible chain
(modeling theDNA)wrapped around it. The interaction between two such complexes
(at zero temperature) showed an attraction at intermediate salt concentrations that
leads to nonmonotonic behavior of the second virial coefficient with the minimum
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reflecting the attractive regime (see Figure 4 in [63]). In a more general context this
kind of nonmonotonic interaction can be interpreted to belong to the class of attraction
induced by correlations between charge patches [65]. An example is a computer
simulation of Allahyarov et al. [66] who studied the interaction between spherical
model proteins decorated with charge patches; the second virial coefficient featured
nonmonotonic behavior as a function of ionic strength.

On the other hand, Podgornik [67] focused on tail bridging in a model where the
NCP was represented by a point-like particle with an oppositely charged flexible
chain. This system showedNCP–NCPattraction but no nonmonotonic behavior of the
second virial coefficient. Thus the question arises whether it is really the tail bridging
that causes the attraction between NCPs observed at intermediate salt concentrations.
Earlier studies had already established that polyelectrolyte chains form bridges
between charged planar surfaces [68,69] and colloids [70,71] (carrying charges of
a signopposite of that of the chains) that cause attraction.An interestingdemonstration
of the difference between attraction due to charge correlations and due to bridgingwas
given by continuously changing the stiffness of the entropic springs connecting
neighboringmonomers of the polyelectrolyte chains [68]: a vanishing spring constant
leads to the usual repulsive double–layer force due to the counterions in between the
walls, harder springs lead to polyelectrolyte chains that cause bridging, and finally
very hard springs induce a collapse of each chain onto a point that corresponds to
multivalent counterions whose charge correlations cause attraction. Both effects,
bridging and charge correlations, lead to attractive regimes that were clearly separated
from each other (e.g., see Figure 8 in [68]). Of interest is also the observation that
bridging interactions induced by free chains are very similar to those of chains that are
grafted on either surface [69].

Although those earlier studies provide already substantial insight into bridging
interactions, several issues remained open, especially in the light of the new experi-
mental [60–62] and theoretical studies [63,64,66]. A recent paper [72] introduced a
minimal model for NCPs that includes its tails to test whether such a model shows
attraction with a nonmonotonically varying second virial coefficient. This model puts
tail bridging on a stronger footing in demonstrating how the ensuing effect is
qualitatively different from attraction through charge patches, and how tail bridging
can be used to facilitate control of nucleosomal interaction. Such control might in turn
affect the compaction state of chromatin.

That NCPmodel, called the eight-tail colloid, is depicted in Figure 7.10. It consists
of a sphere with eight attached polymer chains. The sphere is a coarse-grained
representation of the NCP without the tails, meaning the globular protein core with
the DNAwrapped around. The sphere carries a central charge Z that represents the net
charge of the DNA–octamer complex. Because the DNA overcharges the cationic
protein core, the charge is Z< 0 [5]. Furthermore the sphere radius is chosen to be
a¼ 15s with s¼ 3.5A

�
being the unit length. The eight-histone tails are modeled by

flexible chains grafted onto the sphere (at thevertices of a cube). Each chain consists of
28 monomers of size s where each third monomer carries a positive unit charge, the
rest beingneutral.All theseparameters havebeenchosen tomatch closely thevalues of
the NCP; for example, the tails feature the average length of the N-terminal tails. The
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simulationswere performed in aNVTensemble using aLangevin thermostat [73]with
a time step of 0.01 t and a friction coefficientG¼ t�1 (Lennard-Jones time unit). The
hard coresweremodeledwith a purely repulsiveLennard-Jones potential [74], and the
chain connectivity with a finitely extensible nonlinear elastic (FENE) potential [74];
the central sphere was allowed to freely rotate. In addition all charged monomers and
the central sphere experience an electrostatic interaction via the standard Debye–
H€uckel (DH) theory with an inverse screening length k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4p lBcs
p

, where cs denotes
themonovalent salt concentration and lB¼ 2s sets theBjerrum length inwater at room
temperature (lB¼ e2/EkBT, where e: electron charge; E: dielectric constant of solvent)
[75]. Since a DH potential was used, an effective value Zeff for the central charge was
needed to account for charge renormalization [76].

Figure 7.10 presents results from a molecular dynamics simulation of a single
eight-tail colloid. Depicted is the thermally averaged maximal extension of the
colloid as a function of k for different values of the central sphere charge Z. For Z¼ 0
and small values ofk (i.e., at low ionic strength), the eight tails are extended, radially
pointing away from the center of the complex; see the example at ks¼ 0. For large
values of |Z|, say, for |Z|> 100, and small k, the tails are condensed onto the sphere;
see the configuration at |Z|¼ 300 and ks¼ 0. Increasing the screening leads in both
cases finally to structures where the chains form random polymer coils as in the
example at ks¼ 1. With increasing values of |Z|, the swelling of initially condensed
tails sets in at larger k-values. A comparison of the curves for |Z|> 100 with the
experimental ones [60] shows a qualitatively similar chain unfolding scenario.
Furthermore, for Z¼�150, the experimental and the simulation values of cs at
which tail unfolding takes place match. This value of Zeff was then chosen in what
follows.

Figure 7.10 Average maximal extension of the eight-tail colloid as a function of the salt
concentration, together with three example configurations. The different curves correspond to
different values of the central charge: |Z|¼ 0 (open circles), 50 (open squares), 100 (filled
circles), 150 (filled squares), 200 (open diamonds), and 300 (filled diamonds).
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The interaction between two such complexes was determined by measuring the
thermally averaged force at different distances and by interpolating the force–distance
curve via a suitable least-square fit. Integration yields the pair potentials depicted in
Figure 7.11 for four different values of k. An attractive potential with a minimum of a
few kBT in all four cases was found. The depth of the potential shows a nonmonotonic
dependence on k with a maximal value around ks¼ 0.3. This in turn is reflected in a
nonmonotonic dependence of the second virial coefficientA2, depicted in Figure 7.12,
with aminimum around the k-valuewhere tail unfolding occurs, namely the curve for
Z¼ Zeff¼�150 in Figure 7.10. Again, all these observations are qualitatively similar
to the experimental ones [61].

Nextwas studiedwhether this attraction can be attributed to the tail-bridging effect.
In Figure 7.13a comparison of the full eight-tail model with simplified variants is

Figure 7.11 Interaction potential between two eight-tail colloids as a function of the surface–
surface separation for four different values of k: ks¼ 0.2 (dashed-dotted line), ks¼ 0.3
(dashed line), ks¼ 0.4 (solid line), and ks¼ 0.6 (gray line).

Figure 7.12 Second virial coefficient of the eight-tail colloid as a function of ka. Note the
drop in A2 at intermediate salt concentrations around ka¼ 5.
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depicted. In all cases ks¼ 0.4, a value close to that where A2 has its minimal value in
Figure 7.12; ks¼ 0.4 corresponds to 100mM monovalent salt, which is to physio-
logical conditions. In one case (top right) each chain is collapsed into a small patch
modeled as a grafted monomer that carries the whole chain charge. Also this case
shows a nonmonotonic behavior ofA2 on cs (data not shown) so that this feature is not a
criterion to use in distinguishing between tail bridging and attraction via patchiness.
But by inspecting the attractive part of the pair potential, we can see that the patch
model has avery rapidlydecaying interactionwith a slope larger than the reference line
with slope k. In sharp contrast, the eight-tail complex has a decay constant that is
smaller than k (see the top left of Figure 7.13), an effect that can only be attributed to
tail bridging. This effect can also be seen for a third variant (bottom left) where 15 of
the 16 tails have been removed and Z has been adjusted so that the net charges of the
complexes are unchanged. The remaining one-tail complex is not allowed to rotate, so
the grafting point of the chain always faces the other ball. Also in that case the range of
attraction is longer than expected from pure screened electrostatics. Finally, on the
bottom right the trivial case of two charged balls (with the same net charge as the full
model) is presented where only a repulsive interaction remains.

Figure 7.14 presents a closer look at the tail-bridging effect between two eight-tail
colloids, again for ks¼ 0.4. Depicted is the monomer distribution of bridge-forming
chains that are defined as chains that have at least one of their monomers closer than a

Figure 7.13 Comparison of the interaction potential (with error corridor) for four different
colloids at ka¼ 0.4: Eight-tail colloids (top left), colloids with charge patches (top right), one-
tail bridging (bottom left), and homogeneously charged balls (bottom right). For each model is
depicted the potential in a semilogarithmic plot (only the attractive part for the three first cases).
The curves are compared to a line with slope –k.
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distance 3.6s to the surface of the alien core. For very small distances between the
colloids there are almost always bridges. Their monomer distribution shows a strong
peak around a distance 3s. However, also at much larger distances like d¼ 7s and
d¼ 9s there is still a considerable fraction of configurations that show bridges.
Their monomer distribution shows a bimodal distribution with the two peaks
clearly reflecting the condensation of monomers on the home core and the alien
core. Figure 7.15 shows the interaction force between two colloids (circles) and the
contributions of tail-bridging configurations (squares) and configurations without
bridges (diamonds) to this force. It can be clearly seen that the tail-bridging config-

Figure 7.14 Density distribution ofmonomers belonging to bridge-forming tails as a function
of the distance from the surface of the colloid to which the tail is grafted. The different
distributions correspond to different surface–surface separations between colloids: d¼ 0s
(solid), d¼ 4s (dashed-dotted), d¼ 7s (gray), and d¼9s (dashed).

Figure 7.15 Total average of the interaction force (circles) separated into average forces
stemming from configurations with bridges (squares) and nonbridging configurations
(diamonds).
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urations account to an overall attractive force, whereas in the other case the interaction
is on average purely repulsive.

Up to now the tails are 28monomers long with each third monomer being charged.
As a result each tail carries 10 charged monomers, leading to a charge fraction f¼ 10/
28� 0.36.The roleof the charge fraction for the interaction between eight-tail colloids
is studied next. Figure 7.16 shows the pair interaction between two colloids as a
function of distance for different values of f. The overall picture is the following: with
increasing f the minimum of the pair potential becomes deeper and moves to smaller
distances. Remarkable is especially how sensitive the depth of the pair potential
depends on f: the potential depth for our canonical value f¼ 0.36 is around�5kBTand
that for f¼ 0.28 is around �1kBT, so the reduction by two monomer charges per tail
nearly erases the minimum. In fact for f¼ 0.17 the minimum has totally disappeared.

The experiments on histone tail bridging [60–62] as well as the study in [72]
presented here focus on the interaction between NCPs. In the cell, however, nucleo-
somes are connected to each other via linker DNA, which results in a chromatin fiber.
This leads to the question whether tail bridging is also important for nucleosomes in
such a fiber. This is indeed supported by a recent computer simulation [77] where the
NCP crystal structure has been mimicked by a cylinder with 277 charge patches
(accounting for charged groups on the surface of theNCP)with all the tails anchored to
it. By switching on and off the charges on the tails, it was found that the tails play a
crucial role in the electrostatic nucleosome–nucleosomeandnucleosome–linkerDNA
interaction within that chromatin fiber model, causing the stabilization of the fiber at
physiological salt conditions.

As shown above, tail bridging is very sensitive to the number of charges on the tails,
which immediately suggest a possible mechanism to control the interaction between
nucleosomes. It is known that the cellular machinery is capable of controlling the

Figure 7.16 Interaction potential between two eight-tail complexes as a function of the
surface–surface separation forka¼ 0.4 and various charge fractions f. Also shown are examples
of configurations at the equilibrium distances.
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charge state of the histone tails via the acetylation (the “discharging”) and deacetyla-
tion (the “charging”) of its lysine groups [78]. Active, acetylated regions in chromatin
are more open, inactive, deacetylated regions that tend to condense locally and on
larger scales as well [79]. The role of acetylation for genetic expression has been
recently demonstrated via an in vivo experiment [80] on yeast strains that contained
mutated H4 tails whose lysines were replaced by arginines that cannot be neutralized.
Thegene expression of thesemutants had been screened for all possible combinations.
Only one of the four lysine residues in the H4 tail showed a very specific response,
presumably recruiting special modification-specific proteins that in turn silence, for
instance, awhole regionof chromatin.Mutations on the other three residues showed an
unspecific, cumulative effect, suggesting that most lysines act as “charge-counters,”
(i.e., the more mutations have been introduced, the stronger are the changes in gene
expressions). Here are especially clustered chromosomal regions of interest where
genetic activity is down-regulated with increasing charge numbers on the tails. This
might reflect condensation of the chromatin fibers due to enhanced nucleosomal
attraction via tail bridging in those regions.

7.6 DISCUSSION AND CONCLUSION

In this chapter we presented simple model representations of the nucleosome that
allow some of its physical properties to be understood.Modeling the nucleosomevia a
cylinder that exerts a short-range attraction to a semiflexible chain seems to be a
reasonable approximation to use for understanding the unwrapping of the nucleosome
under an externally imposed tension. During the unwrapping the nucleosome has to
flip by 180�, and that leads to an energetically costly transition state with highly bent
DNA portions. This mechanism can explain the dramatic rupture events observed in
the experiments [13]. But even more: in order to explain the force spectroscopic data,
we are led to the conclusion that theremust be a first-second turn difference [18] of the
wrapped DNA portion as a result of an effective repulsion between the two turns. This
effect might explain why the site exposure mechanism [6,7] that allows transient
access for DNA binding proteins to nucleosomal DNA does not lead to the complete
disruption of the nucleosome: thermal unwrapping stops once one turn is left on the
nucleosome, since that remaining turnhas a firmgripon theoctamer.Thisway the two-
turn designmakes the nucleosome accessible toDNAbinding proteins and yet assures
its stability.

To describe nucleosome sliding alongDNA, one needs to use amore refinedmodel
of the nucleosome that takes into account the discrete binding sites betweenDNA and
the octamer as well as the twist and stretch rigidity of the DNA [35]. The mobility of
nucleosomes can then be understood as being the result of small twist defects on the
nucleosomal DNA that spontaneously form at the termini of the wrapped portion and
that then propagate to the other end. That the nucleosomal mobility comes about via
larger loops or bulges seems to be less consistent with recent experimental data using
synthetic DNA ligands [36]. A sliding nucleosome—mobilized through twist de-
fects—performs a corkscrew motion along the DNA, thereby, probing the intrinsic
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curvature ofDNA.That iswhynucleosomes are substantially sloweddownor evenget
stuck at nucleosome positioning sequences.

We discussed next whether RNA polymerase can transcribe through nucleosomes.
The analysis of this problem is based on the previousmodel that describes nucleosome
sliding through twist defects. The estimated numbers indicate that the polymerase
should be strong enough to push a nucleosome in front of it, this being—at first sight—
incompatiblewith experiments on shortDNA templateswhereRNApolymerase seems
to transcribe through a nucleosome [48].Wepresented as a possible explanation a finite
size effect (see Figure 7.8). This leaves the question open of howRNA polymerase can
read out a gene that is covered with tens or hundreds of nucleosomes.

Finally, we focused on the role of the histone tails. To understand the basic physics
of the attraction between nucleosome core particles (NCP), we suggest that it is—as a
first step—sufficient to model them as negatively charged balls with positively
charged tails attached [72]. By this simplemodel there can be reproduced qualitatively
several properties of NCPs such as the unfolding of the tails with increasing ionic
strength [60] and the attraction between NCPs around the same ionic conditions [61].
Themechanism underlying this attraction is tail bridgingwhere at least one tail of one
NCP bridges to the other NCP. Since tail bridging is strongly dependent on the charge
state of the bridging tail, we speculate that acetylation of histone tails reduces
nucleosomal attraction, making acetylated chromosomal regions more open and
presumably more active.

Clearly, itwouldbedesirable to haveanucleosomemodel at hand that carries all the
above-mentioned features at the same time. This might, for instance, allow estimates
to be made of the role of histone tails in inducing the first-second round difference of
the twoDNAturns and indetermining thedynamics of spontaneousDNAunwrapping.
Having a grip on this dynamicswouldmake it possible, for example, to checkwhether
the opening fluctuations on the nucleosome have an impact on the repositioning rate
via twist defects.

But much more important might be to develop a model that acknowledges the fact
that the octamer is not just one unit but an aggregate of aH3-H4 tetramer and twoH2A-
H2Bdimers. For instance, even aroundphysiological ionic conditions the nucleosome
might loose its dimers once the concentration of nucleosomes is too small. The recent
study by Claudet et al. [17] shows, for instance, that the unwrapping data have to be
taken with care. It is not always clear whether one unwraps DNA from an entire
octamer or whether under the given conditions there are mainly tetramers left. If there
are only tetramers present, this might explain why the discrete unwrapping events
correspond usually to the release of the last turn whereas there is no discrete
unwrapping associated to the first turn. In fact, for an entire nucleosome a double-
flip unwrapping might be expected with two discrete peaks per nucleosome in the
force–extension curve. We suggest, however, that the first peak is not detectable
because the corresponding DNA is much weaker adsorbed (first-second round
difference) and because in this case the height difference between entering and
exiting DNA is much larger, which also considerably lowers the barrier against
unwrapping of that turn. This issue certainly deserves more work on the experimental
and theoretical side.
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What is even more important: It is almost certain that the tripartite nature of the
octamer affects its functioning in vivo. Just to name one example, the “transcription
through nucleosomes” discussed in Section 7.4 leaves the nucleosome intact only for
bacteriophage RNA polymerase but not for eucaryotic RNA polymerase II where the
nucleosome looses one dimer [81]. Even though the use of shortDNA templatesmight
lead to serious artefacts—as we have pointed out above—this observation suggests
that eucaryotic RNA polymerase is prone to destroy the octameric integrity, and this
might be important for its working in vivo.

A physical model of the nucleosome that includes as simple as possible the
composite nature of the protein core might help our understanding of how the
nucleosome can manage to perform all its demanding tasks. Now may be the time
to bid a farewell to the “tuna-can octamer” [82].
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CHAPTER 8

DNA–DNA Interactions

LARS NORDENSKIÖLD, NIKOLAY KOROLEV, and ALEXANDER P. LYUBARTSEV

8.1 INTRODUCTION

Consider the problem of packing 100, 000 meters of very thin copper wire inside a
basketball! Imagine that thewire is negatively electrically charged, causing repulsion.
Further, consider very quickly unpacking and finding a specific stretch of the wire, in
order to read the information written on that stretch of sequence. This is the problem
that faces the storage and the reading of the genetic information in about 2m of DNA
inside the nucleus of a human cell having a size of 0.01mm[1]. This problem relates to
a fundamental question in biophysics and molecular biology, which is to understand
the nature of the basic physical principles that enable thegeneticmaterial embedded in
DNA to be effectively packed while at the same time being accessible to the cellular
machinery for transcription, replication, repair, and recombination. DNA is a rather
stiff highly negatively charged polyelectrolyte. Because of repulsion between neigh-
boring segments and an entropic gain of flexibility, DNA is expected to adopt an
extended random coil conformation in solution. However, in biological systems,
because of the above-noted volume constraints, a highly ordered compact form has to
be maintained, such as in the eukaryotic cell nucleus or in sperm heads and viruses.
Understanding of DNA packaging is directly and fundamentally related to the nature
of theDNA–DNA interactions and accounting for the enthalpy and entropy factors, of
mainly electrostatic origin, that governs these interactions is crucial to this question.
Such long-range Coulomb electrostatic interactions can be understood within the
context of polyelectrolyte theory. It is generally observed that polyelectrolyte effects
are highly dependent on the amount and valency of counterions and added salt present
[2,3].

In eukaryotic cells, Nature has solved the packing problem by wrapping 147 base
pairs (bp) DNA around a positively charged complex of highly conserved proteins, the
corehistones.ThisDNA-proteincomplexiscalledthenucleosomecoreparticles(NCP).
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TheNCPs are connected by stretches of 10–70 bp “linker”DNAand complemented by
another basic protein, “linker” histone H1, to form chromatin [4]. The NCPs have
flexible positively charged N-terminal histone “tails” protruding out from it. The
positive charges of the core histones stem from lysine and arginine residues and
neutralize only 50 percent of the negative charge on the 147 bp DNA. Thus the NCP
has a net charge of aboutminus 148 and the question then arises how such like-charged
particlescanbedynamicallypacked inasmallvolumeandhowthiscan loosenupso that
the genetic information becomes available. The histone tails play a crucial rule in both
thepackagingandunpacking[5,6].Changesinthemolecularnatureofthetailscomprise
a code that sends signals to the cell [7,8]. In cancer and aging there seems to be
malfunction in the control of this “epigenetic code” [9]. One important control signal is
turning off and on the positive charges of the tails (through acetylation and deacetyla-
tion). Acetylation state of the histones might control compaction of chromatin. The
histone tails that mediate theDNA–DNA interactions have amphipathic character, and
this tail-mediated DNA–DNA interaction therefore can be viewed as a manifestation
of DNA interacting with polymers of amphipatic nature, which is a central theme of
this book.

Understanding the principles of DNA condensation mediated by polycationic
molecules is also of importance for developing effective agents that can condense
isolated free circular plasmidDNA to amonomolecular compact state and function as
an alternative to viral gene delivery (a method that is effective but has problems with
the immune response) [10,11]. A prerequisite for gene therapy is an effective transport
ofDNA through the cell membrane, which in the case of nonviral gene delivery in turn
is dependent on effective compaction agents. Recentlymuch interest has been focused
onvarious polycationic compaction and delivery vehicles such as cationic liposomes,
polylysine, and synthetic polyethylenimine [12–14].

The main aim of this chapter is to discuss and review the manifestations of DNA–
DNA interactions, with particular emphasis on electrostatic interaction, in various
experimental contexts and how it can be understood at a thermodynamic level and by
theoretical modeling approaches. We consider implications for the understanding of
DNA in the biological state of compaction in chromatin as mentioned above and for
biomedical applications such as compaction of a DNA molecule by polycationic
agents for nonviral gene delivery.

Our starting point is the phenomenon of DNA collapse and aggregation in the
experimental context of condensation of random coil DNA from solution induced
bymultivalent agents. Thuswe begin in the next sectionwith a discussion of a general
statistical thermodynamic treatment based on polymer solution theory. Such a
treatment can give a simple and general thermodynamic understanding of the
balancing free energy contributions for condensation. In particular, a theoretical
prediction of the phase diagram can bemadewith regard to the stability of randomcoil
solution state versus single molecule collapsed state or aggregated/precipitated state.

We then turn to some experimental manifestations of DNA–DNA interactions in
studies of intermolecular aggregation and/or monomolecular (intramolecular) single-
molecule collapse of DNA induced mainly by cationic condensation agents. The vast
amount of data on DNA condensation, which has mainly been investigated with light
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scattering, is briefly considered. Measurements of forces between oriented DNA are
mentioned. In the last part of the chapter, a discussionofDNAcompaction studies in the
context of DNA wrapped around the histone core in nucleosome core particles of
chromatin is presented. SuchDNA studies havemainly been performed on solutions of
isolated (linker-free) NCPs [15–20] and onmodel chromatin such as a DNA arraywith
12 connected NCPs [21]. The ordered forms of DNA liquid crystals formed by short
(about 150base-pair) fragments at highDNAconcentrations [22,23] aswell as oriented
fibers [24] are not discussed. Itmay be anticipated that theDNA–DNA interactions and
theelectrostaticeffectsofcationicspecies in thesesystemsaresimilar to thesituationfor
highmolecular weight condensedDNA.Other orderedDNA systems such as virus and
DNA-cationic liposomes [25] are also left out of the present discussion.

The statistical thermodynamic polymer solution description does not invoke a
theoretical model for the electrostatic DNA–DNA interactions in the presence of
multivalent ions that can induce attraction and lead to condensation. Insight to this can
be obtained from analytical treatments and from computermodeling approaches. This
is discussed together with applications and comparison of such approaches to
experimental studies.

8.2 THE STATISTICAL POLYMER SOLUTION MODEL PREDICTS DNA
COLLAPSE/AGGREGATION PHASE BEHAVIOR

DNA (monomolecular) collapse is an example of coil–globule transition, and aggrega-
tionofseveralDNAmolecules isanexampleofapolymerphase transitionfromsolution
to aggregated polymer phase. Insight into these phenomena from a statistical thermo-
dynamic viewpoint can be obtained from the statistical theories of polymer solutions
[26–28]. A particularly lucid approach to the problem of DNA solution collapse/
aggregation have been formulated byPost andZimm in three papers [29–31],which, in
theviewof theauthorsof thischapter, isnotadequately referred toandappreciated in the
vast literature of DNA condensation. They used the statistical lattice theory of Flory to
describethetendencyofindividualpolymersegmentstoself-associate inanunfavorable
solvent. They extended this theory to include the third virial coefficient in the series
expansion of the polymer volume fraction, to take into account the high local polymer
segment concentration in a collapsed state. Figure 8.1 illustrates the polymer lattice
model according to Flory [26]. In an unfavorable solvent the DNA segment–segment
interactions would contribute to a lower free energy compared to segment–solvent
interactions, related to the parameter w. This quantity is defined as the free energy on
formation of first-neighbor contacts (see Figure 8.1) of unlike type (polymer segment–
solvent, h12) from like contacts (segment–segment, h22, and solvent–solvent, h11), such
thatw/ h12� 1/2(h11þ h22). Thehij terms should be considered as free energy terms for
these interactions, encompassingboth energy and entropy contributions. Since both the
entropy of mixing polymer segments with solvent and the configuration entropy of the
polymerchain favoran isotropicpolymer solution, therewill beabalancebetween these
entropicfactors,whichare largely independentofsolventandtheinteractionfreeenergy
term(related tow)Thisbalancewilldependonsolvent typeandsolutionconditions(e.g.,
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presence of salt). The virtue of this treatment is that it can describe, in a qualitative and
general way, DNA collapse and aggregation caused by a change in the interaction
parameter arising from the change of both the solvent type and solution conditions. For
examples, a change frompolar to lesspolar solvent (e.g., from theadditionofan alcohol
or the polymer PEG)would be unfavorable for the stability of a polar polymer solution,
and this is reflected in a change in the interaction parameter. An increase in the
concentration of a monovalent salt or an addition of multivalent ions for a charged
polymer solution like DNA, which is expected to screen polymer segment–segment
repulsion, may induce attraction as well as contribute to the entropy resulting from a
change in the counterion distribution. All these factors are qualitatively captured by a
change in the interaction parameter.

The exclusion of the polymer from the solution phase can lead to either intramo-
lecular collapse of a single polymer chain or intermolecular aggregation (precipita-
tion) of several polymer molecules and thus a separate polymer phase. As a result of
intramolecular polymer segment association, the collapsed chain radius of gyration,
Rg, is substantially decreased compared to that of the extended chain in a good solution
or in the condensed intermolecular aggregated phase. Theoretically this effect is
captured by the expansion parameter, a¼hRgi/hRg0i, where Rg and Rg0 are the
collapsed and unperturbed extended radius of gyration respectively. Both transitions,
collapse and aggregation, are expected to produce states of lower total free energy
because of the increased number of like-type segment–segment interactions and
decreased number of unlike segment–solvent type of interactions, if the solvent is
poor.Thehigher segment density is obtained in the former case by reducing the solvent
volume the polymer occupies (smaller Rg), and in the latter case by an increased
number of polymer molecules per solution volume. It can be anticipated that
aggregation is favored at higher polymer concentrations, while very dilute solutions
favor collapse of individual polymers.

On the basis of the Flory statistical polymer solution theory, the Post–Zimm
approach presents a model of DNA condensation that describes the single molecule

Figure 8.1 Polymer solution latticemodel. (Reprinted with permission,�Chapman andHall
Ltd. from [28])
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collapse versus intermolecular aggregation. It gives an expression for the free
energy of mixing DNAwith solvent containing two contributions. The first is the
external free energy for placement of solvent and disordered random coil molecules
in a common solution, and the second is the internal free energy of dissolution of a
single DNA polymer due to expansion/collapse and the concurrent change in its
configuration statistics, DG¼DGextþ n2 DGint. The free energy is determined by
parameters of the DNA molecule that can be considered as known for a given DNA
system, such as DNA concentration, the DNA molecular weight, and unperturbed
(theta solvent) end-to-end distance (related to unperturbed radius of gyration). It
furthermore contains unknown parameters that reflect the interactions in the system
and the free energy at the equilibrium state, namely the interaction parameter w and
the expansion coefficient a. The interaction parameter is the key variable for the
resulting minimum in free energy corresponding to the equilibrium state. Post and
Zimm demonstrated that by minimization of free energy, the phase diagrams for the
equilibrium state of the DNA solution as a function of DNA concentration can be
obtained.

Figure 8.2 shows the resulting phase diagram for three different DNA molecular
weights. When w> 0.5, the resulting chemical potentials are no longer continuous
functions of DNA concentration indicating coexisting phases. The boundaries of the
phase diagram depend on the molecular weight. As the graph demonstrates, it is
possible for three different states ofDNA to be stable under varying conditions. One is

Figure 8.2 Phase diagram of w versus composition for DNA of different molecular weights,
Mr, and corresponding values of the unperturbed end-to-end distances of the DNA, hh02i1=2 and
values ofN, the ratio of polymer (DNA)molecular volume to solvent (water)molecular volume.
For Mr¼ 124 � 106 Da, hh02i1=2 ¼ 2:5 �10�4 cm, and N¼ 3.1 � 104; for Mr¼ 37 � 106 Da,
hh02i1=2 ¼ 1:3 � 10�4 cm, and N¼ 9300; and for Mr¼ 10 � 106Da, hh02i1=2 ¼ 6:2�10�5 cm, and
N¼ 2500. The two-phase region ismarkedwith horizontal lines. (Reprintedwith permission,�
John Wiley and Sons, Inc. from [29])
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the extended random coil, of an isotropic DNA solution, the second is a collapsed
single-molecule coil, and the third is a concentrated aggregated phase. Because of the
relative stiffness of the DNA chain, the transition from the extended coil to collapsed
coil is discontinuous with no intermediate state. The results also suggest that the
single-molecule collapsed state is thermodynamically stable against the aggregated
state only at very high dilution. Furthermore there is a broad coexistence area where
the two phases—collapsed and aggregated—are present. The results of the theoretical
model are semiquantitatively well borne out by experimental studies on solutions of
DNA,which can be considered as a stiff polymer [30,32,33], aswell as on polystyrene,
a more flexible polymer [34].

The Post–Zimm model, although highly approximate, gives a general statistical
thermodynamic understanding of the phenomena of DNA collapse and aggregation
and how it depends on DNA concentrations and in a general sense on the DNA–DNA
interactions (as reflected in the interaction parameter w). There is no molecular
interpretation of these interactions, and in order to understand this, the problem of the
forces between DNA molecules has to be separately modeled. Analytical and
computer modeling approaches to this problem will be discussed below. It is well
known that the long-rangeCoulomb electrostatic interactions are dominant for DNA–
DNA interactions, due to the polyelectrolyte nature of DNA, and for leading to
condensed ordered states of DNA. The hallmark of such polyelectrolyte effects is the
manifestation of strong salt and ion valency dependencies of the DNA aggregation/
collapse transitions. In the following section we will concentrate on the electrostatics
of DNA–DNA interactions. However, we will begin with a discussion of the
experimental manifestation studies of DNA condensation. DNA condensation is
often interpreted in a simplified way on the basis of charge reduction of the DNA
polyion due counterion condensation.

8.3 DNA IN SOLUTION IS CONDENSED TO A COMPACT STATE
BY MULTIVALENT CATIONIC LIGANDS

8.3.1 DNA Compaction in Solution

We will use the term condensation for the general phenomenon of a single-molecule
randomcoil to aglobule formation.This term isoftenused for thegeneral phenomenon
ofboth intermolecularDNAcollapseand/or intermolecular aggregationofmanyDNA
molecules to a separate phase. Experimentally the collapse transition is often not a
well-defined event. It is common for several molecules to be incorporated in the
collapsed state, asmay be due to kinetic trapping or to conditions corresponding to the
coexistence of collapsed and aggregated states. Experimental studies of DNA
condensation induced bymultivalent ions, using light scattering, have been pioneered
by Bloomfield and coworkers [35]. DNA can be condensed by other solution factors,
such as by the addition of alcohol or a polymer, but here we concentrate on ionic
condensation. Figure 8.3 shows a typical experiment detecting condensation of DNA
upon addition of a multivalent ion.
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Many factors contribute to DNA condensation. Within a first-order (mean field)
electrostatic approach, the electrostatic repulsions between the highly negatively
charged DNA polyions is a major force opposing DNA–DNA close contact [36,37].
Other contributions unfavorable for DNA condensation are due to the loss of
entropy of the DNA molecule upon changing from random coil to condensed form,
the energy needed to bend, to kink or to locally melt the stiff double helix of DNA.
These unfavorable factors must be counterbalanced by favorable ones. The gain in
entropy due to the release of monovalent cations (and water) that occurs due to the
association of a cationic counterion/ligand to DNA contributes to the stability of
condensed DNA.

In support of the “counterion condensation” polyelectrolyte theory [38], it has been
experimentally shown that to induce DNA compaction, the cationic ligand should
neutralize about 90% of the negative charge of the double stranded B-DNA to make
close DNA–DNA contacts thermodynamically favorable [35,37]. In a water solution
containing salt ofmonovalent anddivalent cations, double helicalB-formDNAcannot
condense; this is in agreement with the simplified notion based on the counterion
condensation theory that predicts a maximum of 76% and 88% neutralization of the
DNA charge by “condensation” of respectivelymonovalent and divalent counterions.
To induce DNA compaction in the presence of mono- and divalent salt, a decrease in
solvent dielectric permittivity or addition of sufficient amount of crowding agent like
polyethyleneglycol (PEG) is needed. The most common manifestation of DNA
aggregation is the routine laboratory procedure of DNA precipitation by the addition
of alcohol (e.g., ethanol or propanol). Here we will concentrate on results obtained in

Figure 8.3 Typical plots of relative intensity of scattered light at 90� as a function of the
concentrations of spermine, þH3N–(CH2)3–NH2

þ–(CH2)n–NH2
þ–(CH2)3–NH3

þ, n¼ 4 (hol-
low circles) and its homologs with n¼ 10 (solid triangles), n¼ 11 (solid circles), and n¼ 12
(hollow squares). The DNA solution had a concentration of 1.5 mMDNA phosphate, dissolved
in 10mMsodiumcacodylate buffer, pH7.4. (Reprintedwith permission,�AmericanChemical
Society from [46])
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studies of DNA condensation after the addition of cationic ligands with a positiveþ3
charge and higher.

The rule that 90% of the DNA charge must be neutralized to induce DNA
compaction by the addition of cationic ligand is qualitatively applicable for the
interpretation of many experiments. However, simple polyelectrolyte theory does not
enable a direct interpretation ofDNAcondensation and aquantitative prediction of the
amount of ligand necessary to compact the DNA at given salt conditions. An
electrostatic description incorporating ion–ion correlation effects and attractive
contributions in the electrostatic treatment can help us make these determinations,
as described below.

A thermodynamic description of DNA condensation has been provided by way of
isothermal titration calorimetry (ITC) experiments [39,40]. Figure 8.4 shows experi-
mental values of the enthalpy of ligand–DNA interaction (DH) as it depends on the
charge ratio (positive charge of added ligand/negative charge of DNA). The figure

Figure 8.4 Observation of DNA condensation using isothermal titration calorimetry (ITC)
(data adapted from [118]). Values of the enthalpy at 298K calculated from experimental
titration curves were normalized relative to the charge of the cationic ligand and plotted versus
ratio of added ligand charge to charge of the DNA. Titration of the DNA solution (plasmid
pEGFP-N1, 4.7 kb; DNA concentration 0.4mM) in 10mM KCl was carried out for the
following ligands: Co(NH3)6

3þ (Co3þ, hollow circles), spermine4þ (Spm4þ, hollow squares),
e-pentalysine5þ (e-K5, solid circles), and deca(e-lysine,leucine) ((e-KL)10, triangles). The
peak on the curve indicates DNA condensation.
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shows the combined results on DNA condensation using the standard DNA condens-
ingagents, cobalt-hexammine (III), [Co(NH3)6]

3þ, and spermine4þwithdataobtained
in our laboratory from studies of plasmid DNA condensation by e-oligolysines with
different degree of polymerization. These results are similar to those observed earlier
in the ITC studies of DNA binding and condensation by spermidine3þ [39],
spermine4þ, and its homologues [41]. For all the titrations, the enthalpy of the
oligocation–DNA interaction is positive. Therefore, the driving force of the ligand
binding is the entropic gain obtained due to the release of monovalent cations and
water in the binding of the oligocation toDNA . Positive enthalpy is also a signature of
ligand interaction with the sites in the DNA minor groove [42]. For Spm4þ and the
series of oligolysines e–K5–e-K10, DH is in the region 0.35 to –0.6 kcal/mol ligand
charge at the initial stages of titration (before onset ofDNAcondensation).Derivatives
of e-K10 containing the hydrophobic leucine amino acid showmore positive values of
DH; see the (e-KL)10 curve in Figure 8.4. This difference in DH reflects hydrophobic
contributions to the ligand–DNA interactions (generally showing positive enthalpies
in ITC measurements [39–41]).

The ITCdata demonstrate theDNAcondensation event by the appearance of either
a peak or a sharp discontinuity in the curves of DH with relation to the added ligand
(Figure 8.4; also [39,41]). The contribution of DNA condensation to the total heat
effect of DNA titration by the oligolysines is higher than the similar effect reported for
[Co(NH3)6]

3þ, spermidine3þ [39], and spermine4þ [41].
Oligocation–DNA interaction is strongly salt dependent [43], and that is typically

evident by the steep dependence of the binding characteristics (e.g., ligand
binding constant) on the logarithm of the monovalent salt concentration. DNA
compaction caused by the addition of oligocationic ligands, on the other hand,
shows a rather small but more complicated salt dependence [44–46]. Although
electrostatic interaction is themain driving force for the binding of multivalent cations
toDNA in solution,DNAcondensation also depends on the structure of the condensing
agent. Ligand recognition and the subsequent DNA condensation are affected by
small changes in cation size, chemical composition, and surface structure. One reason
for this complexity might have its origin in the formation of bridges between the
DNA molecules mediated by the oligocationic compaction agents. This contribution
can be sensitive to the atomic details of the compaction agent’s structure as well as
to the structure and dynamics of the ligand–DNA interactions. The hydration pattern or
polarization of the water molecules on the surface of the condensing agents
plays an important role in DNA condensation and chiral recognition. Even small
differences in the solution’s conditionsmight control DNA condensation: for example,
the nature of the monovalent cation (Naþ or Kþ) influences DNA compaction [47].

Tri- and tetravalent cations ([Co(NH3)6]
3þ; the natural polyamine spermidine3þ,

þH3N–(CH2)3–NH2
þ–(CH2)4–NH3

þ, and its homologues with various number of
methylene groups between the charged amino groups) have been studied in a
number of works [35,39,46,48–55]. Tetravalent polyamines, (natural spermine4þ,
þH3N–(CH2)3–NH2

þ–(CH2)4–NH2
þ–(CH2)3–NH3

þ and its homologues) have also
been studied [46]. All these studies were in agreement with the 90% neutralization
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rule of the DNA charge as a condition for DNA condensation. The midpoint of the
transition was observed to show a rather complex behavior with regard to the
monovalent ion concentration. This is illustrated in Figure 8.5a. The midpoint
concentration (EC50) of the spermine homologues necessary to induce DNA conden-
sationwas varied several times for the different homologs (Figure 8.5a); note that at the
large separation (n> 10) between themiddle charges of the tetra-cationic spermine, its
efficiency drops. Figure 8.5b shows the dependence of the slope of log(EC50) on
logCNa, demonstrating a saw-like profilewith even number homologs (n¼ 4, 6, 8) and
a higher salt sensitivity of the DNA condensation. The slope of the salt dependence
of EC50 is positive, however, its value is much lower than that observed for logKbind/
logCNa (Figure 8.5b).

Many studies have been done on formation of specific toroidal structures of
condensed DNA (reviewed by Bloomfield [36,37]), but even monomolecular
DNA condensation is not limited to the formation of this kind of structure. For the
relatively short genome of viruses, microscopic observation of the collapse of a
single DNA molecule shows the formation of simple dense spherical particles. The
condensation of DNA from the bacteriophage T4 was studied under a variety of
conditions by Yoshikawa and co-workers [47,56–64]. Data from these studies
show that the condensation of a single DNA molecule is a sharp all-or-nothing
transition; namely a DNA molecule can exist either as an extended coil or in
completely compact form with no intermediates. During the titration of the DNA
solution by a compaction agent, a mixture of the extended and fully condensed
form can be observedwhen the amount of compaction agent is not enough to condense
all the DNA. The data from the ITC studies mentioned above enable the explanation
of this phenomenon. The onset of DNA condensation creates new binding sites

Figure 8.5 (a) Polyamine structural effects on DNA condensation. The midpoint concentra-
tion (EC50) of spermine homologues necessary to induce DNA condensation (in 10mM Na
cacodylate buffer, pH 7.2; DNA concentration 0.5 mg/ml) is plotted against the number of
methylene groups between the secondary amino groups of spermine. (b) Plot of d(log [EC50])/d
(log[Naþ]) against the number of methylene groups on the central methylene core of spermine.
The error bars indicate standard deviation from three separate experiments. (Reprinted with
permission, � American Chemical Society from [46])
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with higher affinity for the compaction agent. As a result there is a redistribution of
the ligand between the DNA molecules and between the DNA and solvent that leads
to the spontaneous collapse of a fraction of the DNA molecules.

Adetailed understandingofDNAcondensation is important for the development of
drugs based on nonviral gene delivery vectors. The fundamental goal is transfer of
exogenousDNA into cells safely and effectively; such transfer requires compaction of
DNA. In recent years polylysines and other polycationic polymers have been
extensively studied for gene transfer into mammalian cells. They are based on the
condensation of negatively chargedDNAmolecules into compacted particles [65,66].
Cationic polymers such as polylysine derivatives [12,13], and polyethylenimine,
[14,67,68], polyamidoamine, and polymethacrylate dendrimers [69], have been
studied for gene delivery. However, intrinsic to cationic carriers are such drawbacks
as solubility, cytotoxicity, and low transfection efficiency that have limited their use.
Studies of the mechanisms of DNA delivery and transfer in the cell cytoplasm
complemented with data on the properties of condensed DNA have made some
breakthroughs. In recent years some important correlations were determined to exist
between the efficiency of the gene delivery and the properties of the condensed
DNA [14,70].

8.3.2 Experimental Studies on Chromatin and Nucleosome
Condensation

In vivo DNA in eukaryotic cells exists in highly compacted form as a nucleoprotein
complex of the DNA and DNA-packaging proteins, the histones. About 85% of the
DNA in the cell nucleus consists of regular and highly conserved units, the
nucleosomes, where 146 to 147 bp of DNA is wrapped around the complex of
the histone globular domains forming the core of the nucleosome, which consists of
the tetramer (H3�H4)2 and two dimers H2A�H2B. The central parts of the nucleo-
some (146–147 bp DNAþ histone octamer; called the nucleosome core particles,
NCP) are connected to each other by DNA of variable length (10–70 bp). In the NCP
about 50% of the (�294) negative charge of the DNA polyion is neutralized by
positive charges from the histones. The NCP has a net negative charge of about
�148, and it can be viewed as a highly negatively charged central particle (�236)
having eight flexible positively charged chains with net chargeþ88, protruding out
from it. The details on how these like-charged particles attract each other and
facilitate compaction, possibly mediated by bridging through the basic histone tails,
are not fully established.

Experiments using mainly small angle X-ray scattering (as well as osmometry
and electrophoretic measurements) have shown that isolated (linker free) NCPs
display aggregation as a result of increased concentration of mono- and divalent
salt present in solution [15–20]. This compaction seems to be induced by the
presence of the charged histone tails, suggested to be due to tail bridging between
different particles [16–18,20]. Figure 8.6 illustrate the compaction of the NCPs
caused by addition of spermine4þ and Mg2þ as detected by dynamic light-
scattering measurements. The flat titration curve of KCl does not mean that there
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are no NCP–NCP interactions in the system: it is quite possible that aggregates are
“loose,” with a refraction index close to that of the solvent. Indication of formation
of NCP–NCP aggregates at moderate (above 50mM) NaCl has been observed in
the work [18].

In vitro evidence suggests that folding of the array of nucleosomes into chromatin
fibers to attain a compacted secondary 30 nm structure as well as further inter-array
oligomerization into tertiary chromatin structure occurs through two separate salt-
dependant condensations [21,71,72]. Because the condensed structure of chromatin is
induced by high (monovalent) salt and by the presence of divalent ions likeMg2þ and
Ca2þ, the activity of an electrostaticmechanism is indicated [21,73–75]. Also because
the basic core histone tails are necessary for both secondary and tertiary condensation
[21,71], it is generally presumed that they participate in both intra- and inter-array
nucleosome–nucleosome interactions. The recent works [76,77] performed on nu-
cleosomal arrays are in accordance with the present theoretical picture of tail-
mediated nucleosomal interactions. Gordon et al. [76] demonstrated the independent
(with some exception for the H4 tail) and additive (related to the charge on the tails)
character of the Mg2þ-induced chromatin inter-array oligomerization. Using radi-
olabeled H3 tails, Zheng et al. [77] showed by UV-crosslinking in low to moderate
monovalent salt, where the nucleosomal array is extended, that the tails are associated
with the DNA of its own nucleosome core, whereas upon formation of condensed
secondary and tertiary arrays compacted by addition of Mg2þ, the tails interact with

Figure 8.6 Titration of reconstituted NCP and core length DNA solutions by spermine4þ

(50mM), Mg2þ (200mM), and Kþ (2000mM). The increase in light scattering indicates
compaction of the NCPs caused by addition of spermine4þ and Mg2þ as detected by dynamic
light-scattering measurements. All solutions contained 10mM KCl. (N. Korolev et al.,
unpublished data)
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the DNA of the other nucleosomes. Theoretical modeling of these events will be
discussed below.

8.3.3 Measurement of DNA–DNA Forces from Osmotic Stress

The force–distance curve for ordered DNA has been indirectly measured by the
osmotic stress technique by Parsegian and co-workers in studies over the last 25 years
[78,79]. In the osmotic pressuremeasurements, a systemof condensedDNA is obtained
from the stress of mixing DNA solution with a polymer, like polyethyleneglycol
(PEG), obtaining a gel phase with hexagonally ordered DNA in equilibrium with the
polymer phase. The DNA segment–solvent interactionswill become unfavorable (with
interaction parameter w> 0.5; see above), leading to intermolecularDNAcondensation
and phase separation. The water–PEG phase contains bulk salt whose concentra-
tion can be varied. The stress can be varied by varying the concentration of PEG (which
defines the osmotic pressure), leading to equilibrium at variations of the distance, X
measured byX-ray diffraction, between DNAmolecules. Thus the osmotic pressure of
the DNA phase as a function of distance can be measured for variations of salt.

These force measurements, performed on DNA in univalent salt solutions, showed
repulsive interactions between DNA double helices. At surface separations less than
about 1 nm (corresponding to interaxial DNA–DNA separation of 3 nm), an exponen-
tially varying repulsion, called “hydration force,” thought to originate from partially
ordered waters near the DNA surface was seen (see data below) [80]. At surface
separations larger than 1 nm, repulsion more similar to that predicted frommean field
continuum electrostatics Poisson–Boltzmann model was demonstrated. The short-
range interactions between DNA molecules are only moderately sensitive to the
amount of added salt and ion type. This has been taken to be evidence that they are not
electrostatic in origin [78]. The term “hydration force” associates these short-range
forces with perturbations of the water structure around the DNA [80].

It is the opinion of the present authors that to a large extent these results can be
explained in extended continuumelectrostatic description on the basis ofMonte Carlo
simulations taking ion–ion correlations into account (see below) [81]. The measure-
ments of forces in the presence of monovalent counterions give no evidence for
significant DNA–DNA attraction, in accordance with predictions from Monte Carlo
simulations. Direct measurement of DNA–DNA attractive interactions cannot be
achieved from the osmotic stress method. Force measurements made without con-
densing agents reveal only repulsive forces. In the presence of condensing agents like
polyamines and Mn2þ, DNAwill precipitate or show weak repulsion. The precipita-
tion is indeed indication of attraction and continuummodel Monte Carlo simulations
reproduce this attraction (see below for figure and discussion). Some ions (e.g.,
manganese) show a temperature-dependent attraction [82]. The attraction increases
with increasing temperature and condensed DNA move closer. This implies an
increase in entropy. The increase in entropy could be caused by an increase in solvent
entropy,which is causedby the release ofwater structured around theDNA, or it canbe
due to the counterion fluctuations that increase with decreasing distance [83].
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8.4 ION CORRELATION EFFECTS INCLUDED IN THEORY AND IN
COMPUTER MODELING EXPLAIN DNA–DNA ATTRACTION

8.4.1 Analytical Theories of DNA–DNA Interactions

Attempts to give a quantitative account of electrostatic forces in description of
macromolecular solutions have almost a hundred-year history and go back to the
works of Gouy [84] and Chapman [85]. Later developments are connected to the
names of Debye and H€uckel [86] as well as with Derjuguin, Landau, Verwey and
Overbeek formulating the DLVO theory [87,88] in which an expression for the
effective electrostatic force between spherical polyions was obtained in terms of
charges and concentrations of the ion species involved. The DLVO theory is based on
the linearized Poisson–Boltzmann (PB) equation for the ionic distributions. It was
often successful in the description of properties of colloidal suspensions where
approximations involved in the PB equations are not so important.

The basic outcome of the linearized PB equation is that the effective interaction
potential between charged species in solution, and hence the force, decays as exp
(-r/rD), where rD is the Debye radius determined by the ionic strength. The effective
force between like-charged polyions is always repulsive, and the ionic composition
affects only the magnitude of this force. Even if the force is evaluated by the
nonlinearized PB equation, the picture remains qualitatively the same: no attraction
between like-charged polyelectrolytes can be obtained at any composition of the ion
solution or charge density of the polyions. A repulsive force corresponds to a positive
value of the second virial coefficient, which means that the interaction parameter
w< 0.5 and no condensed or aggregated state is possible in this regime.

In order to understand the molecular mechanisms behind DNA aggregation and
condensation, it is necessary to explain the appearanceof a net attractive force between
DNA molecules. In fact the appearance of attractive force is a necessary, but not
sufficient, condition for the aggregation. The attractive forcemust be strong enough to
result in a negative second virial coefficient (which corresponds to interaction
parameter w> 0.5). Moreover a relationship between the parameter w, DNA concen-
tration, and molecular weight must be fulfilled such that the corresponding point falls
in the condensed or aggregated regions of the phase diagram (see Figure 8.2).

One of the hypotheses used to explain the experimentally observed attraction
between DNA molecules is that of “hydration forces” [78,89]. Originally it was
assumed that these forces act between lipid bilayers and are caused by a special
reorganization ofwater near themacromolecular surface. Later somemodifications of
this concept, such as fluctuation-enhanced hydration forces and undulation forces,
were considered [90]. Yet, no statistical-mechanical justification of this hypothesis
had been suggested. Furthermore the hydration forces are not thought to depend on the
ion composition and concentration, and this has caused problems in the explanation of
the available experimental data.

It has now become well recognized that effective attraction between like-charged
polyions can be understood in terms of electrostatic theories going beyond the mean
field Poisson–Boltzmann approximation. Already in 1952 Kirkwood and Shumaker,
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in considering forces between charged proteins in solutions, showed that fluctuations
of number and configurations of protons can give rise to an additional attractive force
[91]. Subsequently similar explanations were developed by the Oosawa [92] for the
case of precipitation of polyions by the addition of multivalent counterions. Since the
PB theory neglects ion correlation, it misses the attractive contribution and predicts a
net repulsive force. The higher the ion valency, the stronger are the correlation effects
and stronger is the attractive contribution to the force that can be expected.

One of the quantitative statistical-mechanical theories of electrolytes going beyond
the PB approximation is the hypernetted-chain (HNC) theory. HNC calculations of
forces between charged planar surfaces [93,94] and spherical colloids [95] have
shown that the net force can become attractive when divalent ions are present in
necessary concentration. Conclusions of the HNC theory were also verified by
computer simulations carried out within the primitive model. A more detailed
overview of computer simulations will be given in the next section; here we
consider other advances in description of DNA–DNA interactions achieved within
analytical theories.

Some other theories describing DNA–DNA interactions of electrostatic origin in
presence ofmultivalent ions have been considered. In [96] it was suggested that due to
strong repulsion between multivalent counterions, they form a structure close to a
Wigner crystal with low electrostatic energy that can lead to effective attraction
between the polyions. This hypothesis also implies a strong charge inversion around
the polyion. In another recent work [97] the tightly bound ion model was used to
describe effective DNA–DNA interactions.

In the above-mentioned approaches the polyions were considered in ionic solution
consisting of simple ions represented as small spheres. As we discussed at the start of
this chapter, interactions between DNA molecules in vivo are largely mediated by
histone tails, which may be considered as flexible polyelectrolyte chains of positive
charge. Even inmany experimental in vitro studies, ordered DNA phases are obtained
by addition of polyamines such as spermine. Interaction between charged macro-
molecules (planar surfaces [98], spherical macroions [99], hexagonally packed
cylindrical rods [100]) mediated by flexible polyelectrolyte chains of opposite sign
was considered in a series of works of Podgornik [98–100] (see also below). Small
monoatomic ions were not considered in this approach, and the interaction potential
between the charges of this model was described by a Debye–H€uckel potential with
Debye radius corresponding to the given ionic strength. Different approximate
statistical-mechanical approaches were used to find themean force potential between
macromolecules in different regimes.

Another view on the effective DNA–DNA interactions, relevant to their interac-
tions in vivo as chromatin complexes, can be developed within a similar model:
spherical macro-ions in the presence of semiflexible polyelectrolyte chains of
opposite sign. However, now the DNA is modeled as a semiflexible chain while the
sphericalmacroions represent nucleosomecore particles. Suchmodels, in the frameof
the rather simplified mean field type of theories, were considered in [101,102].

A common feature of the analytical theories applied to the problem of DNA–DNA
interactions is that theyhave tousevery simplifiedmodels inorder toyield some result.
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Moreover, thesemodels oftendependonundesirable approximations and assumptions
that are needed in the mathematical treatment. Analytical theories are important for
our general understanding of the physics behind the considered phenomena (e.g., by
demonstrating that ion correlations are responsible for attractive forces between like-
charged polyions), but analytical approaches alone are usually not able to provide a
quantitative result that can be directly comparedwith experiment. Further advances in
the theoretical description of DNA–DNA interactions should come from computer
simulations, which are not limited to the use of simplified models. Because approx-
imations inherent in computer simulations are typically fully controllable, the
simulations should produce results that are comparable to experimental results. We
consider some computer simulations relevant to the problem of DNA–DNA interac-
tions in the next section.

8.4.2 Computer Simulations of DNA–DNA Interactions

The first computer simulations of polyelectrolytes were made in the early 1980s
using the Monte Carlo (MC) method. The main goal of the simulations then was the
evaluation of analytical theories describing polyelectrolytes. For the problem of
effective forces between polyelectrolytes, the work of Guldbrand et al. [103] is
important, which presented the first demonstration of a net attraction interaction
between two charged planar surface in presence of multivalent counterions. In
subsequent work [104], such attraction was demonstrated between parallel oriented
hexagonally packed charged rods representing ordered DNA molecules. A primitive
electrolyte model was used in these works and a system with point charge divalent
counterions without salt was shown to exhibit attractive forces at distances less then
10A

�
between the surfaces.

For a direct comparison with experimentally measured forces between laterally
ordered DNA polyions, the experimental situation must be taken into account in the
simulation setup. Thus added salt must be included at a concentration that is in
equilibriumwith the experimentallymeasured concentration in the bulk solution. This
situation can conveniently be simulated using the grand canonical Monte Carlo
(GCMC)method, bywhich the simulation of an ion solution can proceed at a constant
chemical potential. This method was implemented in work [81] to calculate the
osmotic pressure as a function of distance for a model of hexagonally ordered DNA.
The osmotic pressure, which is directly related to the force between DNA polyions,
was calculated using the expanded ensemble method by determining free energy
differences for different separations between the polyions. Figure 8.7 shows the
osmotic pressure result for an ordered DNA phase in equilibrium with a bulk
electrolyte solution with a varying concentration of divalent salt. For comparison,
experimental osmotic pressure data obtained in [80] for DNA in equilibrium with a
MnCl2 solution are shown.These calculations display an attractive (negative)pressure
for the distances between DNA axes around 28A

�
, which is also seen as a break in the

sequence of experimental points within this region. It is clear that the higher
concentration of divalent salt leads to a stronger attraction.
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Attractive forces caused by divalent ions can provide stability to the laterally
ordered DNA molecules, but they are generally not sufficiently strong to cause
spontaneous aggregation of DNA. Spontaneous condensation of DNA can be
caused by counterions of higher valency. Mostly polyamine ions spermidine3þ or
spermine4þ are used as condensing agents in formation of DNA aggregates. In vivo
the polyamines are present in millimolar concentrations, and they contribute to the
balance of forces determining the DNA behavior. Polyamine molecules can be
considered as short chains of connected positively charged monomers. There is no
simple analytical theory that describes DNA in the presence of such counterions,
so computer simulations are the only way of making theoretical investigations of
such systems. Recently we applied the GCMC-expanded ensemble method
developed in [81] to compute the osmotic pressure in a system of hexagonally
ordered DNA in the presence of spermidine ions and 1 : 1 salt. The spermidine
counterions were considered in the frame of the primitive model as flexible chains
of three positive charges of radius 2.5 A

�
and the bond length of 5.6 A

�
, whereas ions

of the monovalent salt had the radius 2 A
�
. The result for the osmotic pressure at

different spermidine concentrations and fixed at 25mM monovalent salt concen-
tration is given in Figure 8.8. Notice that the attraction region appears already at
the submilimolar (between 0.03 and 0.1mM) spermidine concentration; this is in
perfect agreement with a recent experimental study [105] showing onset on DNA
condensation at about 0.15mM spermidine concentration. Compared with the case

Figure 8.7 Monte Carlo simulation calculation of osmotic pressure in an ordered DNA
system in equilibrium with a 2 : 1 electrolyte bulk phase of varying concentration. The filled
squares are experimental results for a DNA ordered gel phase in equilibrium with a 0.05M
MnCl2 bulk solution adopted from [80]. Simulation details are given in [81]. (Reprinted with
permission, � American Chemical Society from [81])
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of divalent counterions, spermidine counterions induce attraction at much lower
concentration. Moreover the range of attraction spreads to larger distances
between DNA polyions, which also favors spontaneous aggregation of DNA in
this case.

The average force between two DNA molecules can be determined directly in
Brownian or molecular dynamics simulations, by fixing these molecules at some
distance from each other and computing the average force acting on them from other
molecules in the course of simulations. Grønbech-Jensen et al. [83] performed
Brownian dynamics simulations of two parallel charged rods with counterions, but
without added salt, within the primitive electrolyte model. Their result for the average
force between the rods essentially repeat osmotic pressure curves obtained previously
at similar conditions [81]. Allahyarov and L€owen [106] did constant-temperature
molecular dynamics simulations of a similar primitive model, but with a helical
structure of charges on theDNA andwith added salt. Later these authors implemented
the grand canonical molecular dynamics [107] to study salt concentration effects, and
referring to the experimentally measured bulk salt concentration. Again, the general
conclusion of these works was that multivalent ions favor stronger attraction between
the DNA polyions.

The effective attraction appearing between like-charged polyions at certain ionic
conditionsmay also lead to the collapse of a single flexible polyion chain.Anumber of
works have been devoted to a simulation of flexible polyion chains surrounded by ions
of different valency [108–110]. These works have demonstrated that the transition
from an extended coil to a compact globule takes place at similar conditions as the
appearance of an effective polyion–polyion attraction, namely in the presence of
multivalent ions at the necessary concentration.

Figure 8.8 Monte Carlo simulation calculation of osmotic pressure in an ordered DNA
system in equilibrium with a mixture of spermidine at varying bulk concentration and 1 : 1
electrolyte at 25mM bulk concentration. Simulation methodology is the same as in [81]
(Lyubartsev and Nordenski€old, unpublished data)
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8.4.3 Modeling DNA–DNA Interactions in Chromatin and NCP

Different colloidal systems of negatively charged macro-ion surfaces with attached
grafted (or free) positively charged polyelectrolyte chains show experimental
attraction behavior [81] similar to the rod-like DNA systems containing multivalent
ions as was discussed above. Such systems have also been studied with computer
simulations and theoretical models [83,111,112]. From these theoretical and
modeling studies it is clear that attraction can occur not only frommobile counterion
fluctuation but also from chain bridging of both electrostatic and entropic origin.
The entropic bridging is caused by the gain in entropy that the system incurs by the
flexible tails neutralizing not only the charge of their “host” NCP but extending to
the charged surfaces of other particles as well. The aggregation behavior of such
negatively charged polyelectrolyte systems with grafted positively charged polyion
chains exhibit some principal features in commonwith the problem of condensation
of isolated nucleosome core particles (NCP) in chromatin arrays (see above). For the
NCP interaction the histone corewith the DNAwrapped around it can be viewed as a
highly negatively charged central particle (�236) having eight flexible positively
charged chainswith the net chargeþ88 protruding out from it (the histone tails). The
DNA–DNA interactions between the NCPs that cause the condensation of the
chromatin is mediated both by correlation fluctuation (in the presence of the
multivalent ions, e.g., Mg2þ) and tail bridging, and this has been modeled by
computer simulations [113]. The schematic view of tail DNA interactions between
NCPs is illustrated in Figure 8.9.

Figure 8.10 shows a recent computer simulation model and the results for low and
physiologicalmonovalent salt aswell as in the presence of divalent salt. The results are
in agreement with an experimentally induced salt dependence of NCP aggregation,
and they give some insight into the tail-mediated bridging between core particles as
well as into the mechanism causing the secondary and tertiary condensations of
nucleosomal arrays. Upon the increase of salt or the presence of divalent salt, the tails
change the system toa compact state and the tails change from intra-NCP interaction to
inter-NCP interaction with mediating attraction [113]. The simulations clearly show

Figure 8.9 Possible interactions between tails of one core particle and DNA of neighbouring
NCPs in the array of chromatin fiber. Linker DNA (partly shown) connects NCPs. (Reprinted
with permission, � Garland Science from [1])
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an electrostatically salt-induced condensation of the NCPs being mediated by tail
bridging. The computer simulation model used a coarse-grained electrostatic contin-
uum description with the NCP modeled as a negatively charged sphere, and included
mobile counterions and flexible positively charged histone tails. The rationale was to
use a model for which the electrostatic problem can be solved without further
approximations and with a method (N�ose–Hoover NVT ensemble simulations) that
generates the correct (within that model) equilibrium properties. Attractive ion–ion
correlation effects due to fluctuations in the ion cloud and the attractive entropic and
energetic tail bridging were thus incorporated. These two physical mechanisms are
absolutely crucial in thediscription ofNCP interactions.Experimental dataon isolated
(linker free) NCPs shows that the maximal extension of the tails at high salt coincides
with the emergence of attraction between the particles [17,18]. In addition experi-
mental results on nucleosomal arrays indicate that the tails relocate from the mainly
intra-nucleosome interaction, with its own core particle in the extended array at low
salt, to primarily bridging-like inter-nucleosomal interactions upon formation of the
condensed secondary and tertiary chromatin aggregates [77,114]. In order to describe
such a physical mechanism, amodel with flexible charged tails is necessary. A related

Figure 8.10 Coarse-grained model of the NCP solution (initial) and snapshots showing
distribution of the NCP particles at the end of the coarse-grainedMD simulations with different
concentration of Kþ: low salt, 8.3mM KCl; normal salt, 65.4mM KCl; Mg salt, 4.15mM
MgCl2. All systems contain additional Kþ (low salt, normal salt) or Mg2þ (Mg salt) ions to
neutralize excess of negative charge of the NCPs. (For details see [113])
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coarse-grained MD simulation model has been published, describing tail bridging
attraction between two charged sphericalNCPswith grafted charged flexible tails (but
within a Debye–H€uckel model for the effects of salt) [115]. Another simulation (also
within aDebye–H€uckelmodel) including flexible tails demonstrated the nucleosomal
array condensation to be a function of the salt concentration [116,117].

To obtain information on the capacity and relevance of histone tailmediatedDNA–
DNA bridging at a detailed molecular level, full atomic MD simulations with explicit
water solvent molecules have been performed. A system of three ordered DNA
oligonucleotides was simulated in the presence of a fragment containing a.a. 5–12 of
histone tail H4,which contains three charged lysineþ amino acids (Figure 8.11a). Two
30 ns MD simulations were performed for the two identical systems with 3 DNA
oligomers and containing 14 tail fragments, but starting from two different initial
configurations (Figure 8.11b), aswell as one 20 ns simulation for a similar systemwith
only Kþ counterions and without tails fragments [113]. The presence of three DNA
22-mers in the simulation cell allowed direct observation of tail-mediatedDNA–DNA
contacts. The results of the MD simulations indeed demonstrate histone tail bridging
interactions and an aggregation of DNAmolecules at the molecular level. Figure 8.12
shows the lysine side chain mediated DNA–DNA interactions in a detail of the MD
simulation.

Figure 8.11 (a) Amino acid sequence of theN-terminal of the histoneH4with structure of the
5–12 a.a. fragment studied in [113]; the NZþ atoms of lysine are highlighted by black balls. (b)
Initial configurations for all-atom MD simulations: (left) “Tail-1,” histone tail fragments
distributed between DNA 22-mers; (middle) “No-Tail,” no tail fragments in the system (both
initial DNA–DNA distance 34.6A

�
); (right) “Tail-2,” the tail fragments was put outside “the

bundle” of three DNA oligomers (initial DNA-DNA distance 22.5A
�
). (Reprinted with

permission, � Biophysical Society from [113])
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8.5 CONCLUSIONS AND FUTURE PROSPECTS

This chapter has discussed the DNA–DNA interactions in the condensation of DNA
caused by cationic ions/molecules. Particular emphasis was given to single-molecule
collapse and the aggregation of DNA from an isotropic solution as a model for DNA
compaction that has relevance to biological and biomedical applications. A more
detailed physical understanding of the relation between the compaction ability of
various polycationic agents, developed for use in nonviral gene delivery, and of cell

Figure 8.12 Details fromall-atomMDsimulations illustrating bridging ofDNAmolecules by
oligocationic histone tails: (top) side view; (bottom) view from the top of the simulation cell.
The parts of the two closely separated (23–25A

�
) DNA oligomers are displayed in different

colors (atoms shown as spheres). The H4 histone tail fragments taking part in DNA–DNA
bridging are shown in sticks with NZ atoms of Lysþ as blue spheres; the pink spheres are Kþ.
(Details given in [113].) (See color plate.)
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transfection efficiency in vitro as well as in vivo has importance for biomedical
applications. The problem of the mechanisms that leads to compaction of the
nucleosome core particles in chromatin is a facinating and intriguing field which
has considerable relevance for a fundamental understanding of the principles that
govern the storage and reading of genetic information in our cells. The system is
important for understandingmalfunctions of gene expression in relation to cancer and
aging. This system (Figure 8.9) encompasses a variety of phenomena related to DNA
interactions with ions, charged molecules, and biological oligomers of amphipatic
nature (thus having surfactant molecule properties). Achieving a proper experimental
characterization and theoretical modeling of the nature of NCP interactions will be a
great challenge in the near future. To this end, the studies of the effects of post-
translational modifications of the NCP flexible histone tails, with specific effort on
such changes that modify their charges (notably lysine acetylations), are expected to
lead to a very active area of research in the near future.
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CHAPTER 9

Hydration of DNA–Amphiphile
Complexes

CECILIA LEAL and HA
�
KAN WENNERSTRÖM

9.1 INTRODUCTION

In the cell and alsowhenDNA is processed invitro themolecule exists in a dominantly
aqueous environment. Seen as a polymer, DNA is highly charged, and additionally it
has both polar and apolar groups. The function of DNA emerges in a molecular
perspective from interactions with nucleic acids, proteins, amphiphiles, and other
small molecules. All these interactions occur in an aqueous medium. Occasionally
these interactions result in a close molecular contact between the DNA and the other
part, but it is equally common that a thin aqueous layer separates the two entities. The
modeofassociation affects the properties of the complex. It is an essential aspect of the
understandingof the function of aDNAmolecule to haveaproper understandingof the
nature of the complexes it forms with other entities.

In general, there is a good understanding of the long-range colloidal interactions,
and this applies also to DNA systems [1–3]. However, for the strong interactions
appearing at short range in an aqueous environment, there is no reliable quantitative
description and even no consensus on which qualitative effects are most important
[4–9]. In this chapter we discuss how water influences the short-range interaction
between DNA and positively charged amphiphilic aggregates. DNA and amphiphilic
aggregates of opposite charge assemble in a variety of supramolecular structures. In
the complexes,DNAand the amphiphilic aggregate are separated bya thinwater layer.
By changing the thickness of this layer or, in other words, the water content, the
interactions in the system are modulated. These are attractive forces of electrostatic
and hydrophobic nature balanced by non-electrostatic repulsions at short separations.
The thermodynamics of DNA–amphiphile complexes at different hydration levels is
discussed and the results are interpreted in terms of molecular properties.
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Copyright � 2008 John Wiley & Sons, Inc.

239



To provide a good basis for the discussion, we first briefly summarize the physical
chemical properties of separatelyDNAand cationic amphiphiles.We then continue to
discuss inmoredetail the interactionbetween themandhowthis is influencedbywater.

9.2 GENERAL PROPERTIES OF DNA DOUBLE HELICES
AND CATIONIC AGGREGATES

In the cell DNA is present in a molecularly very complex environment containing
nucleic acids, proteins, lipids, small solutes, and ions. One approach to understanding,
qualitatively and quantitatively, how the DNA responds to different molecular stimuli
in such an environment is to carefully study simple but relevant model systems. A
natural choice is to consider aDNAsystemwith only one type of counterion andwater.
Below wewill use as our reference system sodiumDNA, sodium chloride, and water.

In the cell DNA is present as a dimer forming a double helix, as is schematically
shown in Figure 9.1. Because of the high charge of the molecule the dimer is formed

Figure 9.1 Chemical structure of DNA.
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against strongly repulsive electrostatic forces. The lower the salt content in the
solution, the stronger is this repulsive force. Further at sufficiently low salt concen-
trations (and low DNA concentration) the repulsive force prevents the formation
of the double helix [10,11]. Thus one typically adds electrolyte to the solution
when studying DNA, even if this formally implies that one is working with a ternary
system.

Dependingon thecharacteristics of the solvent,DNAcanadopt different structures.
The most studied include conformations A, B, and Z (see Figure 9.2). In solution at
physiological conditions the DNA double helix exists in the B form, where the double
helix has an approximate radius of 10A

�
and one unit negative charge per 1.72A

�

along the axis. This results in an average surface charge corresponding to 1e per 110A
� 2

or�0.15C/m2 [12]. Thismakes theDNAdouble helix one of themost highly charged
linear polyelectrolytes that are conveniently available. The double helix is relatively
stiff due both to the dense molecular packing and to the high charge. The persistence
length is around 500A

�
, whichmakesDNAbehave differently to polyelectrolytes with

more flexible chains.
Because of the high charge the electrostatics dominate at long range the interaction

between DNA helices. In sufficiently concentrated systems the interaction between
theDNAhelices tend to cause them to align in a preferentially parallel orientation. For
such a system Parsegian and coworkers [6,13–15] have measured the force versus
separation. When the system is exposed to a strong osmotic stress, there is a
conformational change from the B to the denser A form. This occurs at a relative
humidity around 80% [16]. Figure 9.3 shows thewater sorption isotherms for DNA of
different sources [17] obtained by a sorption calorimeter [18,19]. The extensively
dried DNA fibers gradually sorb water as they are exposed to an environment of
increasingly relative humidity (or equivalent water activity). At 10 water molecules

Figure 9.2 Illustration of DNA molecules of different conformation and their physico-
chemical properties.
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per base pair and 0.8water activity thewell-established A to B transition occurs, and a
first-order step in water content at constant water activity should occur. Here due to
kinetic effects only a kink is observed. Similar data are obtained when classic
gravimetric methods are used [20]. The electrostatics in DNA hydration can be
estimated by solving the Poisson–Boltzmann in a cell model [21] where DNA is
treated as a smooth cylinder of uniform charge density. The calculated hydration
isotherm fallsbelow theexperimental one, but it is still on the sameorder ofmagnitude.
The quantitative discrepancy can be understood in terms of model simplicity—the
molecularly rough DNA surface with major and minor grooves in not taken into
account and the water content regime is in the limit where water can no longer be
treated as a medium of fixed dielectric permittivity.

It is our interpretation that the well-established A to B conformational change is
basically driven by electrostatics. However, under this condition there is only around
10 water molecules per charge on the DNA, and more short-range interactions also
influence the relative stability of the two forms.

The properties of ionic amphiphiles have been extensively studied, not least due to
their technical relevance. A characteristic feature of the aqueous systems is that they
display a remarkable structural richness. This richness is fundamentally caused by
competition between the attractive hydrophobic and the repulsive electrostatic inter-
actions. Based on this concept the thermodynamic behavior can be described in
considerable detail [2,22,23].

For a binary systemwater–cationic amphiphile having a single alkyl chain, the gen-
eric behavior is that the amphiphile aggregates into globular micelles at the CMC,
which typically lies in themolar range.Atmuchhigher concentrations (�25–30%w/w)

Figure 9.3 Sorption isotherm (water content, CW, as a function of water activity) for DNA
of several sources. The dotted curve corresponds to a calculated sorption isotherm using the
Poisson–Boltzmann equation [17]. The open circles arise from gravimetric data [20]. The time
involved during the sorption experiment is indicated in the top of the graph and amounts to
roughly three days.
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a liquid crystalline phase appears. Here the aggregates are cylindrical, but packed in a
2D hexagonal array. Figure 9.4 displays an illustration of the micellar and liquid
crystalline surfactant aggregate.

The aggregates are highly charged with charge densities for globular micelles
around 1e per 70A

� 2. In the hexagonal phase this has increased to typically 1e per 50A
� 2

(0.32 C/m2) [24,25]. Thus even though the DNA double helix is highly charged
compared to other linear polyelctrolytes, it has a considerably smaller charge density
than typical aggregates formed by ionic amphiphiles.

9.3 THERMODYNAMICS OF DNA–AMPHIPHILE COMPLEXES

Whena cationic amphiphile is added to a dilute aqueous solution ofDNA, a precipitate
is formed. This consists of a DNA–amphiphile complex in a 1:1 ratio with respect to
the charge. Furthermore the complex contains considerable amounts of water,
typically 10 to 15 water molecules per charge for a complex in equilibrium with a
dilute solution [17]. After separating the precipitate from the solution, one has a two-
component system DNA�Amþ–water. This system is suitable for studying interac-
tions in charged systems across a thin aqueous layer. The water content can be varied
by drying, and one can then readily study how the properties change with water
content.

Abasic step is to characterize the thermodynamic properties. This has been doneby
using the sorption calorimeter, which simultaneouslymonitors the partial free energy,
the chemical potential, and the partial enthalpy of hydration [18]. In a binary system
the partial quantities of the two components are related through the Gibbs–Duhem
relation. Thus a measurement of the thermodynamic variables for the water char-
acterizes how the properties of the system change over the concentration interval
studied.

Figure 9.4 Surfactant aggregates. (left) Micelles forming at CMC (mmolar); (right) 2D
hexagonal forming at high surfactant concentration (� 30%w/w). (Images by Daniel
Topgaard).
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Figure 9.5 shows how the activity of water varies with the water content for two
systems differing in the nature of the cationic amphiphile. For the CTA (hexadecyl-
trimethyl ammonium) there is a single alkyl chain and an hexagonal structure [17,26]
in the complex (see Figure 9.6, left).

For DDA (didodecyl dimethyl ammonium) the presence of two chains lead to a
preferred lamellar structure, where the DNA packs between lamellae [27,28], as
illustrated in Figure 9.6, right. The sorption isotherms are qualitatively similar for the

Figure 9.5 Sorption isotherm for a 1:1 complex of DNA–CTA (single chain surfactant;
full line) and DNA–DDA (double chain surfactant; dotted line).

Figure 9.6 Illustration of the supramolecular structure of complexes made of DNA and a
single-chain surfactant CTA: 2D hexagonal structure (left). With a double-chain surfactant
DDA a lamellar structure is obtained (right). (Images by Daniel Topgaard) (See color plate.)

244 HYDRATION OF DNA–AMPHIPHILE COMPLEXES



two systems, showing a gradual uptake of water as thewater activity increases toward
that of pure water. There is no sign of phase transition for either system.

The water sorption isotherm only provides limited qualitative information on the
hydration process. By simultaneously monitoring the partial enthalpy, a much
improved basis can be obtained for a molecular interpretation. The two curves shown
in Figure 9.7 again point to the similarity of the two systems.

At low water contents the water uptake is driven by a negative enthalpy. This most
probably involves the hydration of the ionic groups, phosphate and trimethyl and
dimethyl ammonium. At higher water contents, on the other hand, the enthalpy turns
positive, indicating that the sorption under these conditions is caused by entropic
factors.

It is notoriously difficult to interpret thermodynamic data into molecular effects.
There is a substantial water uptake into the complex when it is in equilibrium with
nearly pure water. Thus at this point, there is a zero net force acting between the
DNA and amphiphile aggregates. Since there is certainly an attractive electrostatic
force, this has to be balanced by some repulsive interaction. The most likely source
of this effect is the short-range repulsive force found in most amphiphile water
systems [7,8,23,29]. As water is removed from the complex, the distance between
DNA and the amphiphile aggregates is decreasing. This is favorable with respect to
electrostatic attraction, and ultimately the amphiphile aggregates have to deform in
order to optimize the charge matching with the more robust DNA. This deformation
results in a lowering of the configurational degrees of freedom of the alkyl chains of
the surfactant.

It is a peculiar feature of the electrostatic attraction between two systems of
matching opposite charges that there is aweak distance dependence [3]. For themodel

Figure 9.7 Partial molar enthalpy of water (DsorpH) as a function of water content (CW)
for DNA–DDA (top) and DNA–CTA (bottom).
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case of a planar capacitor with constant charge density the force is in fact independent
of the separation. Even though there is a distance dependence for more complex
geometries, the variation is still small relative to other typical interactions. Thus a
strongly distance dependent short-range force can readily balance the electrostatic
attraction at some small separation, and it will, at even shorter separations, dominate
totally.

To further investigate the balance between the electrostatic attraction and the short-
range repulsion, the electrostatics can selectively be influenced by adding electrolyte
to the system. This addition is preferably done after the precipitate (DNA�Amþ) has
formed, since the electrolyte screens the interaction between theDNAand the cationic
amphiphile. In the presence of a high electrolyte concentration in the solution there is
no complex formed.

As shown in Figure 9.8, the addition of less than a stoichiometric amount of
NaCl leads to an increased swelling at water activities above around 0.5. The full
lines are experimental data, and the individual points were estimated assuming the
validity of the Poisson–Boltzmann equation in the confined space. In this
calculation a short-range repulsive force was also included. It is further confirmed
that in the DNA�Amþ complex the electrostatic attractive force is balanced by a
nonelectrostatic repulsive one at short separations [30]. The hydration behavior at
different electrolyte content as shown in Figure 9.8 is not consistent with a picture
where the electrostatics turns repulsive at short range due to geometrical
constraints.

Figure 9.8 Experimental sorption isotherms (full lines) and calculated isotherms by
means of the Poisson–Boltzmann equation (individual points) at different salt=aggregate
molar ratios, nNaCl=nDNACTA: (*) 0, (~) 0.36, (&) 0.60, and (3) 0.95 [30].
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9.4 MOLECULAR PROPERTIES OF DNA–AMPHIPHILE COMPLEXES

To obtain a firm basis for themolecular interpretation of the thermodynamic data, it is
necessary to use a complementary, molecularly oriented method. The properties of
amphiphilic aggregates are conveniently studied using nuclear magnetic resonance,
NMR.This is a technique that canprovide informationonboth structure anddynamics.

Figure 9.9 shows how the 1H NMR signal of the alkyl chains of the CTAþ ion
depends on thewater content in the complex.At full hydration (middle) the spectrum is
similar to that found in the hexagonal liquid crystal of the pure amphiphile–water
system (top). At lowwater contents (bottom) the signal is much broader. This provides
a clear demonstration that there is a different order/dynamic state of the complex at low
and full hydration. The thermodynamic data of hydration did not give any indication of
a phase transition with increasing water content, and here the fact that the NMR signal
is narrowed with increasing water content is consistent with a picture where the
correlation times for conformational changes in the alkyl chain has increased signifi-
cantly with decreasing water content. Since the temperature is the same in the two
systems, the most direct explanation of the observation is that the increase in
correlation time is due to the fact that fewer conformational states are available,
making the change from one to another amore sluggish process. There is no indication
that an abrupt transition occurs as the water chemical potential is decreased. It appears
instead that the motions of the alkyl chains become gradually more restricted in the
process. Even at water contents as low as two waters per charge there is still a
considerable mobility of the alkyl chains. In an experiment where the temperature of
the fully hydrated DNA–CTA complex was lowered to 25�C below zero, the NMR

Figure 9.9 1H NMR spectra at 200 MHz. (bottom) DNA–CTA complex dry: (middle) in
excess of D2O; (top) a hexagonal phase of infinite cylinders of CTAB [31].
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signalwas around5kHzwide, revealing some remainingmolecularmotion [31].These
spectroscopic findings are fully compatiblewith the thermodynamicdata. In particular,
the fact that the partial enthalpy switches to positive values at high water contents can
be seen as due to the increased conformational freedom of the alkyl chains.

The NMR experiments provide further detailed information on the local dynamics
in the system. As expected, the signals from the DNA are unchanged [31] as thewater
content varies, indicating that the double helix is intact with little motion of the bases.
Experiments involving signal boosting by transfer of magnetization between1H and
13C also show that, at low water content, the head-group region of CTA is less mobile
than the tail.

Even though the sample prepared by precipitation from solution appears as a solid,
there is substantial molecular motion. In addition to the local configurational changes
there is also diffusional motion. Translation over micrometer distances can conve-
niently bemeasured by pulsed field gradientNMReven for sampleswith static dipolar
couplings. Such measurements show that water molecules diffuse rapidly, even in the
confined space between the DNA double helix and the deformed CTA cylinders.

As shown in Figure 9.10, the diffusion coefficient decreases with decreasing water
content, but even for a systemwith twowatermoleculesper charge it is only reducedby
two orders of magnitude relative to bulk water. As the water content is increased, the
diffusion constant approaches the bulk value. The DNAmolecule is stationary, and in
theCTAsystemweobserve that also the amphiphile showsno long-range translational
motion. This implies that either it is pinned to the DNA charges or the observation can
also be caused by defects along the rod-like micelles and/or domain boundaries that
restrict surfactant diffusion over the micrometer range [32].

The amphiphiles in the lamellar system show a different behavior. In this case there
is a reasonably rapid translational motion [32]. For this type of system the ratio is

Figure 9.10 Water diffusion coefficient in the DNA–CTA complex at different hydration
levels.
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varied between charged and zwitterionic lipids. It is observed that the diffusion
coefficient of the uncharged species ðD ¼ 1:2� 10�11m2=sÞ is similar to that found
for lipid lamellar liquid crystals. For the charged species the diffusional motion is an
order of magnitude smaller, demonstrating that the electrostatic interactions between
the cationic amphiphile andDNA, reducemotional freedom.However, in the lamellar
case the translational motion is still large enough to be detected.

9.5 CONCLUDING REMARKS

The interaction of DNAwith oppositely charged amphiphilic aggregates results in the
formation of supramolecular structures. Specifically, an electroneutral complex
formedwithDNAanda single-chain cationic surfactant (CTA) results in the formation
of a 2Dnormal hexagonal phase.When double-chain surfactants are used, the lamellar
phase is formed instead.

In the aggregates the interactions between DNA and the amphiphilic aggregate are
mediated by a finite amount of water. These interactions include attractive electro-
static forces; hydrophobic and, at short range, a nonelectrostatic repulsive force are
also at play. These forces can be monitored by changing the water content in the
complexes, and here we discuss the thermodynamics and molecular properties of
DNA–amphiphile complexes at different hydration levels.

The electrostatic interaction of DNA and amphiphiles induces deformation of the
soft amphiphilic aggregates, and an irregular packing of the hydrocarbon chains is
obtained. The amphiphile aggregate deformation increases as the water content is
reduced, imposing constrains to the conformational changes of the hydrocarbon tails.
Thehydrocarbonchains in the amphiphile are disorderedat all hydration levels, but the
correlation time for conformational changes decreases with increasing water content.
Other modulations to the electrostatic interactions can occur. In particular, a local
demixing was observed when the amphiphilic aggregate is composed of cationic and
zwitterionic molecules.

In the complex there is a significant difference inmolecularmobility of thedifferent
molecules and of the different supramolecular structures. DNA is static in all cases.
Locally, both in the hexagonal and in the lamellar complexes, the surfactantmolecules
are very mobile even for systems with low water content. Surfactant mobility at a
longer range is different for the hexagonal and the lamellar phases. In the hexagonal
phase the surfactant diffusion is one to twoorders ofmagnitude smaller than surfactant
diffusion in the lamellar phase.Water is verymobile in all cases, even at low hydration
levels of two water molecules per charge.

The thermodynamics of DNA–amphiphile complexes can be qualitatively and
quantitativelypredicted using amodelwherewater structure is ignored and treated as a
medium of fixed dielectric constant. The maximum swelling of the electroneutral
DNA–amphiphiles amounts to 20 to 40 water molecules per DNA–amphiphile pair.
This value can be increased by incorporating a screening agent like salt. The high level
of hydration between strongly attracted species indicates that the electrostatic
attractive force is balanced by a nonelectrostatic repulsion at short range.
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CHAPTER 10

DNA–Surfactant/Lipid Complexes
at Liquid Interfaces

DOMINIQUE LANGEVIN

10.1 INTRODUCTION

DNAis a strongly charged polyelectrolyte, soluble inwater,where only its hydrophilic
groups are in contact with the solvent. The hydrophobic groups remain in the interior
of the double helix, provided that denaturation and separation into twostrands does not
occur. In these conditionsDNAdoes not adsorb at the surface of the solution, although
it can adsorb in some cases at hydrophobic surfaces (see Chapter 11).

In the presence of a cationic surfactant or lipid, a positively charged monolayer is
formed at the air–water surface to which DNA can bind. Binding can also occur with
zwitterionic lipids in the presence of divalent counterions able to bridge the two
species. In this binding process the driving force is the electrostatic interaction, but the
presence of the surface plays a fundamental role. Indeed the surface tension is, in
general, higher in the absence of DNA. When the surfactant is soluble in water, for
instance, and the solution dilute, the surface tension is close to that of water. The
introduction ofminute amounts ofDNA(mM)produces a large synergistic lowering of
the surface tension. The lowering of surface tension ensures strong binding of DNA to
the surface. Surface complexation occurs at surfactant concentrations well before the
onset of bulk complexation, which proceeds above a critical aggregation concentra-
tioncalledcac. The surface complexes aregenerallymadeofamonolayer of surfactant
coupled to a monolayer of DNA, whereas bulk complexes have different structures:
cylinders with radii increasing with surfactant concentration have been reported
recently [1]. Above another critical surfactant concentration, phase separation can
occur. The origin of this phase separation is believed to be the following [2]: when the
number of surfactant molecules in the bulk complexes is large, these complexes
become hydrophobic (electrical charges are partly neutralized during binding of the
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two species), and water is no longer a good solvent for them. The precipitated phases
contain, in general, most of the surfactant and the polymer and have liquid crystalline
microstructures: lamellar, hexagonal, cubic, and others. In the case of insoluble
surfactants or lipids, co-precipitation also occurs and leads to the same type of liquid
crystalline phases.Vigourous shakingor action of ultrasound can fraction these phases
into nanoparticles, which in the case of lipids have potential applications asmolecular
carriers (see Chapter 16). However, the interaction of DNA with lipids and with
charged interfaces, in general, is not well understood and deserves to be studied in
more detail. Surfactant and lipid monolayers are interesting model systems for this
type of studies.

In the different types of association, in bulk or at surfaces, electrostatic interactions
play an important role, but as discussed above, hydrophobic interactions are also
determinant. These interactions probably lead to different types of structures in the
different association processes: surface layers, bulk complexes, and precipitated
phases. Before using the information found for each type of association, it is important
to remember that the balance of electrostatic and hydrophobic interactions in the
driving forces is different. It shouldbe alsopointed out that the techniques available for
surface and bulk studies are quite different and sometimes complementary. It is
therefore useful to study association at liquid surfaces to learnmore about association
in bulkor at solid surfaces. In the case of insolublemonolayers at the air–water surface,
themolecular density and therefore thechargedensity canbevaried inapredetermined
and continuous way, and the energy changes are accessible through surface tension
measurements. This is not possiblewithDNAcoupled to supported bilayers or directly
to solid support.

Despite these advantages few groups only have followed this route. In the existing
studies different types of DNA (long or short, with different base sequences), with
different concentrationswere used in combinationwith different types and amounts of
salt. It seems that neither the type of DNA nor its concentration affects the surface
complexeswhen the complexation is driven by electrostatics. However, the role of salt
matters because it condenses the surface layers that aremadeof charged species. Let us
recall that it is necessary to add a minimum amount of salt (1–2mM NaCl) to the
solution to avoid DNA denaturation in bulk.

The mixed monolayers made at the air–water surface have also been used to build
Langmuir Blodgett (LB) filmsmade of stacks ofmonolayers. These LB films, formed
through electrostatically driven self-assembly,were shown to allow immobilization of
nucleic acids onto solid supports with applications to devices for nonlinear optics,
“plastic” electronics, and sensors [3]. This topic is, howewer, different from that of the
chapter; onlyworkdirectly related to theunderstandingof thebehavior at the air–water
interface will be described here.

A thirdmotivation for the study of complexation at air–water surfaces is improving
knowledge onmolecular recognition.This topicwasdevelopedwithmonolayers byH.
Ringsdorf and coworkers. Monolayer-forming nucleobases have been synthetized to
demonstrate complementary hydrogen bonding with water-soluble bases at the air–
water interface [4,5]. This approach has been followed in several studies related to
DNA, which will be described in this chapter.
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We will use in this chapter for the DNA concentration the concentration of DNA
monomers (nucleic acidþ sugar phosphate of the helix backbone), each bearing one
charge or counterion after dissociation in water. This concentration will be expressed
in terms of average ionic molarity (1mM DNA being equivalent to 0.33 g/L). In the
following wewill describe the main achievements in the area and show how they help
to understand the complexation process.

10.2 SOLUBLE SURFACTANTS

Very few studies with soluble surfactants can be found in the literature. The most
completeonedealswithDNAandthecationicsurfactantdodecyl-trimethyl-ammonium
bromide (DTAB) [6]. A few partial results also exist for longer chain alkyl-trimethyl-
ammonium bromides, didodecyl-dimethyl-ammonium bromide (DDAB), and gemini
surfactants [7–9] (see Table 10.1). Recently DNA-based soluble surfactants were also
developed for the purpose of molecular recognition studies [10].

10.2.1 DNA–DTAB Surface Layers

Surface Tension Studies Figure 10.1 shows the surface tension of the solutions
as a function of surfactant concentration for 1mM short DNA (prepared with
restriction enzymes, length of 50 nm), in the presence of 20mM sodium chloride.
This large amount of salt was added in order to avoid changes in ionic strength while
the surfactant concentration was changed.

TABLE10.1 Molecular Structure,Names, andAbbreviations of the SomeSurfactants

Structure Name Abbreviation

Alkanedyil-a,o-bis
(dodecyltrimethylammonium

bromide)

C12–C5–C12

Dodecyltrimethylammonium
bromide

DTAB

Didodecyldimethylammonium
bromide

DDAB

Source: Redrawn from [9] with permission.
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Pure DNA solutions exhibited no surface activity (surface tension equal to that of
water). For all concentrations the surface tension of the mixed system was lower
than that of the pure surfactant, indicating a complex formation between DTAB and
DNA, which attracts more surfactant to the surface. There was a breakpoint in the
curve close to 0.9mM DTAB followed by a plateau region, with a small local
maximum in surface tension at around 1.5mM DTAB. In general, the first break-
point is considered to correspond to the concentration of surfactant where coopera-
tive binding first occurs in the bulk called critical aggregation concentration (cac)
[11]. In contrast to the case of many polyelectrolyte-surfactant systems, which show
a plateau after the cac, a small but reproducible maximum in the surface tension
profile occured at 1.5mM DTAB. A similar maximum has been also seen for long
DNA with DTAB and 2mM NaCl [12]. This suggests that bulk association is
preferred over surface association in the region of the maximum. This particular
situation seems to occur when the polymer ion molarity C0 is less (or much larger)
than the cac; in these cases the bulk aggregates are probably not neutral and have a
low tendency to adsorb. When C0 is larger than the cac, the surface tension plateau
ends at a concentration close toC0. In the studies discussed here,C0was smaller than
the cac, and precipitation occurred shortly above cac, at 2mM DTAB.

The lowering of surface tension below cac shows that surface aggregates form
well before bulk aggregates. A simple adsorptionmodel where it is assumed that the
surface is neutral, that both polymer and surfactant counterions are expelled away
from the surface and that there are no bulk aggregates, is in good agreement with the
experimental fact that the surface tension does not depend on polymer concentration

Figure 10.1 Surface tension as a function of surfactant concentration in presence (closed
squares) and absence of 1mMmononucleosomal DNA (open diamonds). The arrow shows the
cac. DNA concentration was 1mM and salt concentration was 20mM NaBr. (Reprinted with
permission from [6])
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for a number of different polyelectrolyte surfactant systems [13]. Themodel predicts
that

Gs ¼ � 1

kT

dg
dlnCs

;

where T is the absolute temperature, k is the Boltzmann constant,Gs is the surfactant
surface concentration, Cs is the surfactant bulk concentration, and g is the surface
tension. Using this equation with the data of Figure 10.1 gave an area per surfactant
head groupAs¼ 1/Gs¼ 0.77 nm2 in the presence ofDNA,much smaller thanwithout
DNA: pure DTAB monolayers become compact only close to the critical micellar
concentration (15mM)whereAs¼ 0.41 nm2. The value of 0.77 nm2 is similar to that
found by Stubenrauch et al. [12] for a similar system, but with 2mMNaCl. Thus the
addition of polyelectrolyte increased the amount of surfactant at the surface, and this
increase explains the lowering of the surface tension. The hypothesis of charge
compensation could not been tested because the lateral distance between the DNA
chains was unknown. X-ray reflectivity did not evidence a diffraction peak as with
insoluble surfactants and lipids (see Sections 10.3 and 10.4) [12].

The adsorption process was very long, as in other polymer–surfactant systems.
There are a number of steps involved in the equilibration process: motion toward the
surface, transport through the subsurface, and surface layer reorganization. In the case
of polymer–surfactant systems, the longer step is the last one, as in protein solutions.
The equilibration times are quite long, even above cac, but become noticeably smaller
(faster adsorption kinetics) just above cac. This is also seen for other polymer–
surfactant systems [14]. In thework discussed here, the kinetics slowed down over the
regionof the localmaximumin surface tension. It canbe seen from thepresent data and
that of previous works that it takes hours for the surface to go toward equilibration.
Similar long adsorption timeswere foundwith insoluble surfactants and lipids, as will
be discussed in Sections 10.3 and 10.4.

Ellipsometry, Brewster Angle Microscopy and X-Ray Reflectivity El-
lipsometric measurements confirmed that absorbed amounts increase with time in
correspondence, roughly, with the dynamic surface tension results. Since it is difficult
to accurately extract thickness measurements from this type of data, the analysis is
generally done by adopting a fixed refractive index n for the layer. In the present case,
n¼ 1.49 was chosen; that is, the layer was assumed not to contain water (or air). The
data are plotted in Figure 10.2. The most notable point was that at around cac, the
thickness of 7 nm is greater than that of a single DNA–surfactant layer, possibly due to
multilayer adsorption. As we will see in the following, this is frequently found also
with insoluble surfactants and lipids. Above cac the layer thickness dropped to less
than 2 nm, a value somewhat smaller than that expected for a layer of surfactant with
DNAadsorbed in a parallel configuration, and thus suggesting that the layer contained
somewater. Close to precipitation, there was a sharp increase in layer thickness. This
behavior is similar to that observed with other polyelectrolytes.

SOLUBLE SURFACTANTS 257



Figure 10.2 Mixed surfactant–DNA surface layer thickness values, extracted from ellipso-
metry data. (Reprinted with permission from [6])

Figure 10.3 Brewster anglemicroscopy pictures of DTAB-sonicated DNA system for 1.8mM
DTAB. (a) after equilibration for 24 hours; (b) broken after equilibration. DNA concentration
was 1mM and salt concentration was 20mM NaBr. (Reprinted with permission from [6])
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Brewster angle microscopy (BAM) images for 1.8mM DTAB are presented in
Figure 10.3. After equilibration the surfacewas uniformly gray (Figure 10.3a), but the
surface layerwasquite brittle and couldbe fracturedwith the tip ofaglassmicropipette
(Figure 10.3b).

X-ray reflectivity measurements were performed on a similar system, 0.43mM
DNA and 2mM NaCl for surfactant concentrations below 1mM DTAB [12].
The thickness was found to be around 2.4 nm, and the water volume fraction in the
layer around 70%, independently of the DTAB concentration. In these experiments
the surfactant layer was not seen because of unfavorable contrast conditions, and
themeasured thicknesswas the thicknessof theDNAlayer.This thickness is close to the
diameter of the double helix, which implies that theDNA strands lay flat at the surface.

Relation with Bulk Behavior The binding degree, b, which is the fraction of
polymer-bound surfactant, can be measured with specific electrodes. Its variation
with surfactant concentration, called “binding isotherm” is shown in Figure 10.4.
The shape of the curve indicates that binding is highly cooperative. This is as
expected for such a system and has been seen before from other DNA–cationic
surfactant binding studies carried out under similar conditions [15,16]. From the
binding isotherm the cac (concentration of surfactant where the onset of complexa-
tion between surfactants and DNA in bulk is seen) or onset of cooperative binding
was found to be about 0.75mM, close to the value of 0.9mM where the surface
tension plateau begins. The interval over which cooperative binding occurs was
between 0.9 and 2.0mMDTAB, with saturation of DNA binding sites by surfactant
occurring above 2.0mM DTAB with b¼ 0.9. There was some noncooperative
binding of surfactant below cac; however, the amount of bound surfactant was very
low (less than one surfactant molecule per 20 DNA phosphate).

Figure 10.4 Binding isotherm, mononucleosomal DNAwith DTAB: Data points (circles); fit
with theory (line). (Reprinted with permission from [6])
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Dynamic light scattering was used to determine the hydrodynamic radius Rh of the
bulk complexes [1]. For DNA without surfactant, Rh� 7.5 nm. At concentrations
below cac there were no size changes, which is as expected as very little surfactant is
bound,while above cac therewas a significant increase in size: for example, at aDTAB
concentrations of1.5mM(close to themidpoint of thebinding transition),Rh� 20 nm.
At saturation of binding (2mM DTAB from the binding isotherm), Rh� 84 nm. This
indicates that there were multichain complexes forming just above the cac. Neutron
scattering experiments have shown that these bulk complexes are cylindrical, with a
diameter of 24 nm and a length of 224 nm at saturation of the binding [1].

Studies by Dedinaite et al. [17] showed that for mixed polyelectrolyte–surfactant
adsorption onto solid surfaces, the surface adsorbed layer properties depended on
whether the surface layer was formed by surfactant interaction with pre-adsorbed
polyelectrolyte, or adsorption of poyelectrolyte–surfactant complexes from the bulk,
both having identical bulk solution compositions. Thus the character of adsorbed
polyelectrolyte–surfactant layers can depend on the experimental pathway taken to
form such layers. This shows that they are trapped in a metastable state, and that true
equilibrium is only reached at experimentally inaccessible times. In such ametastable
system, mixing effects become quite important and the relationship between bulk
complexes and the properties of adsorbed surface layers is difficult to establish. The
mixed layers at the air–water surface are also out of equilibrium, since they can be
compressed reversibly in a Langmuir through without evidence of desorption, even
after many hours (see Section 10.2.2). This behavior is also similar to that of other
polyelectrolyte–surfactant systems [18].

Above cac, either surfactant andpolymer co-adsorb, as below cac, or the preformed
complexes adsorb from the bulk solution. However, it is not possible to distinguish
between these two possibilities because the adsorption kinetics is dominated by
rearrangements in the surface layers (bound surfactants on the polymer chains need to
reorient and to expose their chains to air, or by electrostatic effects due to charge
overcompensation).

The ellipsometry results showed that if the DNA concentration is large enough,
thick layers form at the interface. The measured thicknesses were larger than those
determined by X-ray reflectivity, but with less DNA. However, in X-ray experiments
the contrast of the surfactant layer is null, and one sees only the polymer layer. Perhaps
the contrast conditions for multilayers are also poor. It is also possible that because
of the lowerDNAconcentration in theX-ray experiments the thicknessmaximumwas
shifted (only concentrations below1mMDTABwere investigated).Over the regionof
the local maximum in surface tension (between 1.2 and 1.6mM DTAB), there was a
decrease of adsorbed amounts. This is also the region where one sees growth of
complexes in the bulk with dynamic light scattering. Due to a competition between
surface and bulk, there were fewer surface complexes being formed in this concen-
tration region, so the surface tension was higher.

Close to saturation of binding in the bulk, there was a massive adsorption from the
bulk. This behavior is similar to that observed by Eskilsson et al. [19] for co-adsorption
ofCTABandDNAon silica surfaces,where a large increase in layer thicknesswas seen
just prior to the phase separation. Given the substantial thickness of the layer, it may be
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hypothesized that the large thickness is due to the adsorption of large preformed
complexes from the solution—possibly like a “surface precipitation.”This is the region
where interesting surface properties were seen by Brewster angle microscopy—
namely surface film that looks brittle and as if mechanically cracked and ruptured.
The brittle nature of the surface layer might possibly be associated to the lack of
stability of the thin films made from the solutions [12]. This behavior is very different
from that observed with flexible polymers: the mixed surface layers are viscoelastic
rather than brittle [18] and may explain the very different stabilities of characteristic
thin films madewith these solutions: the brittle monolayers would be unable to protect
the film from external perturbations.

In summary, below the cac the surfactant is essentially free in solution and
complexation with DNA occurs at the surface. The complexation leads to a lowering
of surface tension up to cac. Above the cac, cooperative surfactant binding to theDNA
starts in bulk, leading to substantial amounts of hydrophobic surface–active com-
plexes in solution. Adsorption of the preformed hydrophobic surfactant–DNA com-
plex is now possible at the surface and may lead to the formation of a thicker surface
layer. At still higher concentrations of surfactant (still below saturation of binding in
the bulk) there is a decrease in the adsorption due to competitionwith bulk complexes,
and thus an increase in surface tension. Finally, as surfactant concentration is increased
still further, the bulk complexes become less soluble and large amounts are adsorbed,
forming a surface layer that is solid-like, and can be fractured. The general behavior is
similar to that seen with flexible polyelectrolytes. However, the response of mixed
DNA layers to mechanical stresses is very different from that seen with flexible
polyelectrolytes, which are more viscoelastic in nature.

10.2.2 Other DNA–Cationic Surfactants Systems

Less complete studies were performed with other surfactants, tetradecyl-trimethyl-
ammonium bromide (TTAB), hexadecyl-trimethyl-ammonium bromide (CTAB),
didodecyl-dimethyl-ammonium bromide (DDAB) [7,8], and gemini surfactants
CsH2s–[CnH2nþ1–N

þ(CH3)2Br
�]2, referred to as C12–Cs–C12, with n¼ 12 and s¼ 3,

4, 6, 8, 10, and 12 [7,9]. These experiments were limited to compression in Langmuir
troughs andmeasurement of surface pressure due to DNA:P¼ g� g0, where g0 is the
surface tension of the solvent.

In these studies the complex monolayers were obtained by spreading chloroform
solutions of the surfactants on the subphase containing DNA. On a plain water
surface, no surface pressure was detected due to the dissolution of surfactant into
water. Upon addition of DNA into the subphase (0.1 mM), insoluble complexes were
formed (Figure 10.5). The monolayers of DTAB/DNA and DDAB/DNA formed in
thisway collapsed at a higher surface pressure (>30mN/m, 40mN/m forDDAB [8])
than the monolayers formed with the geminis (�20mN/m). The extrapolated
molecular area and takeoff area for the geminis were much larger than those
of the DDAB/DNA monolayer, it being larger than those of the DTAB/DNA
monolayers. A definable turning point exists for the surface properties of the gemini
surfactant/DNA monolayers. The extrapolated molecular area showed a maximum
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at s¼ 6, while the collapse pressure showed a minimum at this point. All these
properties can possibly be explained by the spacer between the two polar heads of the
surfactant taking a reverse U-shape conformation when s> 6.

10.2.3 DNA Surfactants

In a recent publication, oligonucleotides (12-mers) were synthetized and covalently
attached to large hydrophobic groups, hydrocarbon chains ((C12–O)n groups, with
n¼ 3 and 4), or cholesteryl groups. The same oligonucleotides were covalently
attached to a chromophore, tetramethyl rhodamine. Part of the work was done at an
oil–water interface [10].

A hexadecane drop was exposed to a solution of cholesteryl–DNA and subse-
quently replaced by a solution of fluorescently tagged complementaryDNA.The drop
was then imaged by confocal fluorescence microscopy. The fluorescence signal
coming from the drop surface confirmed that the fluorescent DNA hybridized with
cholesteryl DNA. A control experiment with noncomplementary fluorescent DNA
showed no fluorescence at the drop surface. Here the surface complexation is not
driven by electrostatics as in the studies described earlier, but by Watson–Crick
pairing. The DNA–surfactants were also used to produce functionalized liposomes,
which were investigated for various applications such as micropatterning.

10.3 INSOLUBLE SURFACTANTS

A larger number of studies can be found in the literature in this case, mainly aimed at
understanding the complexation with lipids, which are more complex molecules. In
this case the surface surfactant concentration Gs is easily obtained from the amount
spread at the surface. The most used surfactant was the double-chain dioctadecyl-
dimethyl-ammonium bromide (DODAB), but studies with octadecylamine (ODA),

Figure 10.5 P–As isotherms of (a) DTAB, (b) DDAB, (c) C12–C6–C12, on a subphase
containing 10mM DNA. (Reprinted with permission from [9])
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octadecyl-trimethyl-ammonium bromide (OTAB), three-chain surfactants, and sur-
factants containing chromophores were also performed; these studies will be
described below.

10.3.1 DNA–DODAB Surface Layers

Surface Tension and BAM The surface pressure–mean molecular area (P–As)
isotherm forDODABmonolayers on2mMNaBr aqueous solution and in the presence
of DNA in the subphase at a concentration of 0.3mM (1mg/L) from the study of
Cardenas et al. is given in Figure 10.6 [20]. Figure 10.7 shows BAM images atP¼ 5,
10, and 20mN/m for DODAB monolayers with and without DNA.

Wewill first discuss the features seen in the absenceofDNA.At lowP, theDODAB
monolayer is in the gaseous state. Above As¼ 1.10 nm2, a sharp increase in surface
pressure was observed, as indicates the onset of the liquid expanded phase, but no
special features could be observed in the BAM images. At 0.85 nm2, small nucleation
centers that quickly grew into dendritic domains were observed in the BAM images.
Simultaneously theP–As isotherm featured a plateau at 10mN/m, indicating a quasi–
first-order phase transition into the liquid condensed state. At 0.65 nm2, the surface
pressure increased sharply with decreasing area, and finally the monolayers entered
into the solid state at 35mN/m. Even at this high surface pressure, BAM images
revealed that the surface monolayer is quite heterogeneous and constituted by
individual condensed domains without much interdomain fusion. The limiting
head-group area was 0.50 nm2.

Figure 10.6 Surface pressure–area (P–As) isotherm for DODABmonolayers on 2mMNaBr
aqueous solutions with (broken line) and without (filled line) 0.615mMDNA. (Reprinted with
permission from [20])
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Upon DNA addition, the surface pressure considerably increased for any given
mean molecular area. In addition the liquid-expanded to liquid-condensed phase
transition for DODAB monolayers completely disappeared and the dendritic-con-
densed phase domains observed for pure DODABwere no longer seen once DNAwas
present in the system. The limiting area As increased from 0.50 to 0.56 nm2 in the
presence of DNA.

A study using subphases containing larger amounts of salt, 20mMNaCl, was also
reported by McLoughlin et al. [21]. The isotherms were similar but shifted toward
smaller areas, as expected from the condensing role of salt. Note that the literature also
reports that the plateau for pure DODAB monolayers is counterion dependent,
more pronounced for Cl�, and absent for I�. In the case of 20mM NaCl, very high
pressures could be obtained. At these high pressures the compressed film was quite
stiff and rigid and began to buckle and fold at high compression, as evidenced by the
appearance of film striations in the BAM images. Note that here the surface pressure
almost compensated the bare water surface tension, whereas without DNA it only
reached values of the order of 40mN/m.

Figure 10.7 BAM images of DODAB monolayers with and without 0.615mM DNA at
P¼ 5, 10 and 20mN/m. (Reprinted with permission from [20])
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A study was also performed without added salt by Sun et al., and in this case the
isotherms were shifted toward higher areas [8]. BAM images showed that the
condensed domains did not completely disappear in the presence of DNA and that
the shape and size of the domains were different. However, theP–As isotherms were
recorded not later than 60 minutes after the surfactant solutions were spread onto the
aqueous DNA solutions. The persistence of condensed aggregates in the study of Sun
et al. could be due to an excess of free cationic surfactant still present at the interface.
Indeed Cardenas et al. have shown that four to five hours are needed to reach true
equilibrium in this system.Moreover the lack of any added electrolyte in the subphase
of the work by Sun et al. could have induced DNA denaturation into single-stranded
chains. This in turndecreases the linear charge density of themacromolecule aswell as
increases its hydrophobicity, thereby possibly influencing the final state of the mixed
layers and thus their morphology.

X-Ray Reflectivity Upon compression, the BAM images turned brighter, which
can be related to an increase in the film thickness and to a decrease in the tilt angle y of
the DODAB molecules with the surface normal. This effect was demonstrated by
Symietz et al. who used X-ray grazing incidence diffraction (GIXD) and a subphase
containing 1mM NaCl [22]. Let us now describe their results.

For pure DODAB, at the pressure of the plateau region, a weak GIXD signal
indicated the beginning of lipid condensation. At 35mN/m, the hydrocarbon chains
were still tilted with y¼ 39�. An analysis of the GIXD data yielded As¼ 0.512 nm2

corresponding to a two-dimensional lipid charge density of ss¼ 1e/0.512 nm2. At this
pressure the DODAB layer on pure water was homogeneous because the area per
molecule from GIXD agreed well with the value from the pressure/area isotherm.

In the presence of DNA, the charge density was slightly smaller: ss¼ 1e/0.58 nm2,
which is due to monolayer expansion. No phase transition was seen, as in the study of
Cardenas et al. One of themost interesting finding of theworkof Symietz et al. was the
observation of diffraction peaks ascribable to DNA ordering. This allowed estimating
the distance d between DNA molecules at the surface. The peak intensity increased
during the compression all theway up to the collapse pressure, indicating an increased
amount of aligned DNA. Charge compensation (sDNA¼ ss) could geometrically be
achieved for a DNA packing with d¼ 3.01 nm (DNA has 20 elementary charges per
helical turnover the corresponding length of3.4 nm).WithDODAB,d remained larger
at all surface pressures, the smallest value being 3.72 nm obtained at 40mN/m. The
charge compensation is therefore not possible, unless there are additional DNA layers
below the surface.

Earlier work byKago et al. focused of the surface layer thickness [23]. Their X-ray
reflectivity data could be fitted to some extent by a simple two-layersmodel consisting
of air–surfactant–DNA–water, but the agreement was not satisfactory. Instead a three-
layer model, air–surfactant–DNA(1)–DNA(2)-water, showed better agreement with
the data. The thickness of the lipid part is less than the fully stretched length of the
molecule (2.3 nm), indicating the tilt conformation of the chain, and it increased with
increasing surface pressure. This was attributed to the change of the packing of the
lipid molecules (vertically aligned with increasing surface pressure), also reported by
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Symietz et al. The thickness of theDNA(1) layerwas about 2.5 to 2.8 nm,which is very
close to the diameter of the cylindrical DNA molecule. The thickness of the DNA(2)
layer was smaller, about 1.1 to 1.3 nm. The volume fraction ofDNA in the “first layer”
was estimated to be approximately 70%, and that for the “second layer” was
determined to be approximately 30%. Even though a better fit was obtained with
this three-layer model, perfect agreement was not achieved. The layer may formmore
complex structures than a simple three-layered structure, or the real structure may
contain lateral inhomogeneities. Similar difficulties were reported in other cases
(Section 10.3.2). If thick layers do exist, the surfactant charges are likely over-
compensated by DNA charges at the surface.

Surface Potential Surface potential area (V–As) isotherms of the cationic surfac-
tant DODAB were measured for a 20mM NaBr subphase, alone and containing
0.3mM DNA; the results are shown in Figure 10.8. The liquid expanded to liquid
condensed plateau is also observed in theV–As isotherms, which appears at an area per
molecule of about 0.50 nm2. In the presence ofDNA the surface potential decreases, as
can be expected from the binding of negatively charged DNA to the DODAB
monolayer, and the V–As isotherm is almost parallel to the one without DNA.

The effect of polymer complexation on the surface potential is less well docu-
mented than the effect on surface pressure. The surface potential is created by surface
charges or dipoles [24]. Because the charges are compensated by counterions, the
overall effect is that of a distribution of surface dipoles. Themagnitude of the effective

Figure 10.8 Surface potential versusmeanmolecular area forDODABmonolayers: DODAB
on 20mM NaBr subphase (filled lines) and DODAB on 20mM NaBrþ 0.3mM DNA (broken
lines). (Reprinted with permission from [21])
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dipolemomentmayvary if thedistance between surface ions andcounterions changes,
for instance, if the ionic strength in the solution varies. The DNA concentration
(0.3mM) is too small to change theDebye length in the solution (2 nm for 20mMsalt).
The change in surface potential due to the addition of DNA can therefore be
understood in terms of partial surface charge neutralization: the DNA charges are
closer to the DODAB polar heads than their former bromide counterions. No sign of
charge reversal was seen with this technique.

10.3.2 DNA–TODAB Surface Layers

A triple-chain cationic surfactant, trioctadecyl-methyl-ammonium bromide
(TODAB), was also studied in detail by Symietz et al. [22].

Surface Pressure and BAM A concentration of 0.1mMwas used for the DNA
solutions inmost experiments. The isotherms orX-ray diffractionmeasurementswere
unchanged for 0.01mMand1mMDNA.Figure 10.9 presents pressure/area isotherms
of a TODABmonolayer in the absence and in the presence of DNA in the subphase. In
the absence ofDNA, one observes a change in slope near 35mN/m, corresponding to a
transition from a fluid to an ordered phase. In this plateau region one could expect to
find a heterogeneous TODAB structure. However, it was not observed with Brewster
angle and fluorescence microscopy, presumably because the size of condensed
domains was below the spatial resolution. With DNA in the subphase, the monolayer
was more expanded and the phase transition disappears. At higher pressures, above
20mN/m, one can observe heterogeneities (domains) by Brewster angle microscopy
(Figure 10.9a). At even higher pressures, they did not disappear but were visible

Figure 10.9 Pressure/area isotherms of TODAB on pure water (left curve) and on a 1mM
solution of DNA (right curve). The chemical structure of TODAB is shown. BAM pictures (all
in the same scale) below (a) and above (b) the collapse pressure. The collapse structure (white
line) coexists with remaining domains in the film. (Reprinted with permission from [22])
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together with collapse structures (linear areas of high reflectivity with lengths in the
range of severalmillimeters) above 50mN/m (Figure 10.9b). The domains showed no
defined boundaries and did notmove relative to each other, suggesting the presence of
two different kinds of condensed parts of the monolayer. It is very likely that DNA
adsorbed everywhere at the surface but condensed togetherwith TODABonly locally,
leaving themajor part of themonolayer in a less dense and less ordered state. Analysis
of AFM pictures taken from layers transferred to hydrophobic silicon wafers allowed
twomain levels of the samples to be identified: an average background and, above it, a
distribution of matter that had an average thickness relative to the background of
4 – 1 nm, the transition from the lower to the higher level being not steep.

X-Ray Reflectivity Data Without DNA, the GIXD data were in accordance with
the pressure/area isotherm of pure TODABonwater. At pressures below the transition
around 35mN/m no diffraction peak was visible, but a halo with low intensity was
seen, originating from the hydrocarbon chains of the lipid in the liquid-like state and
not observed with single- or double-chain molecules. Only very few molecules
contribute to this signal (lateral correlation length of less than 3 nm). The peak of
the condensedmonolayer appeared just above the pressure of the phase transition, and
its analysis indicated a uniform tilt of the aliphatic tails: y¼ 13� at 45mN/m. The area
per molecule, derived from the isotherm and the X-ray data, were the same, showing
that the TODAB layers were homogeneous. This is in agreement with both BAM and
fluorescent microscopy pictures that were uniform at all pressures.

In the presence of DNA, TODAB chains are still tilted at pressures below the phase
transition on water, but are upright above, state which was never observed on pure
water. At 3mN/m, y¼ 19�; at this pressure the area per TODAB molecule, derived
from the pressure/area isotherm, is 1.50 nm2, which is more than twice as large as
tightly packed TODABmolecules (about 0.60 nm2 per molecule). Upon compression
the tilt angle was reduced to 14� at 10mN/m and finally to 0� at 20mN/m, where the
lattice became hexagonal. The in-plane correlation lengths, derived from thewidth of
thediffractionpeaks,were around7 nmin the absenceofDNA. In thepresenceofDNA
they increased to 18 nm but reduced at high pressure to 3 nm. This behavior was not
observed in the absence of DNA in the subphase where compression leads to a
narrowing of diffraction peaks. Both the reduced tilt angle of the hydrocarbon chains
and the increased correlation length of the surfactant lattice underline the active role of
DNA to condense the TODAB monolayer.

Here also diffraction peaks ascribable to DNA ordering were observed
(Figure 10.10). With compression these peaks shifted to lower spacings and the
half-width decreased by a factor of 2.5 and passed through a minimum at 30mN/m.
Likewise the integrated intensity increased by a factor of 3, exhibiting a maximum at
30mN/m. Thus the packing had an optimum at a pressure much below the collapse at
50mN/m.The lateral orderingofDNAmust be a result of a compromise: the attraction
to the surfactant (charge compensation) and the opposing repulsion of theDNAchains
(electrostatics and thermal energy).

The thicknessof the layerswas foundbetween3 nmat lowpressure andup to almost
7 nmat high pressure.Knowing the lateral spacing between theDNAhelices this gives
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an adsorbed layer with more than three times the amount of DNA necessary for
complete lipid charge compensation. There is no obvious reason for such a large
amount of DNA; thus the interpretation of the data is still open.

Calculating the two-dimensional charge density sDNA leads to values between
1e/0.83 nm2 at the lowest pressures and 1e/0.54 nm2 for the highest pressure. The
maximum TODAB charge density is 1e/0.603 nm2, and this could be compensated
(sDNA¼ ss) by DNA with a lateral repeat distance of d¼ 3.55 nm. This value lies
between the lowest andhighest values observed forDNA,and it seems to correspond to
the pressure of optimal packing (30mN/m). The charge compensation alone does not
explain the denser packing of DNA at high pressure. However, the complex interplay
of normal (DNA–surfactant) and lateral (DNA–DNA) interactions is also influenced
by the presence of counterions that possibly shield the charges from each other
allowing a small distance between the DNA strands.

The presence of sodium chloride was necessary to avoid DNA denaturation in
bulk. GIXD was also performed without salt for comparison, but the results did not
differ from thosewith1or10mMNaCl.Theoretically one should expect a suppression
of DNA adsorption above a critical salt concentration [25]. In accordance with

Figure 10.10 Diffraction peaks (upper picture) of DNA at different surface pressures.
Corresponding spacing between DNA chains d as a function of the surface pressure P (lower
diagram). The dotted line through the data points is a guide the eye. (Reprinted with permission
from [22])
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these calculations no DNA peak, and therefore no ordered adsorption, was observed
with 1M NaCl in the subphase, not even 4 hours after the TODAB monolayer was
prepared.

The surfactant and the DNA lattice are not correlated in the condensed state:
upon compression the surfactant density increased by less than 5%, whereas the DNA
density increased by almost 40%. One could expect a matching of the two lattices if a
repeat distance along the DNA rod (3.4 nm per helix) is an integer multiple of a
surfactant spacing. This cannot be ruled out, since 3.4 nm/7¼ 0.486 nm is close to the
surfactant lattice spacing a, but the coupling would then be very weak because the
spacing a changes with pressure. Also a one-dimensional lattice coupling to a
hexagonal one breaks its symmetry and thus distorts the lattice. It is also very difficult
to understand the higher compressibility of the DNA lattice compared to that of the
lipid lattice. Symietz et al. explained these features by the presence of disordered areas
with higher compressibility in between the ordered domains seen by BAM. Figure
10.11 shows the model of this proposed coexistence, which is consistent with BAM
and AFM pictures. Domains of this kind have also been observed by AFM for
polyethylene-imine coupled to fatty acid monolayers.

These results are at variance with measurements on the synthetic (stiff) polyelec-
trolyte PDADMAC coupled to oppositely charged phospholipid monolayers [26].
There, although the polymer–polymer spacing could not be measured, a polymer
alignment with commensurability into one direction could be deduced. The polyelec-
trolyte coupling enforced an almost pressure-independent aliphatic chain tilt, and this
was attributed to the smaller dimension of PDADMAC enabling denser lateral
packing.

Figure 10.11 Scheme of the most likely structure of the DNA–TODABmonolayer, showing
two top views of the DNA sublayer before and after compression. A vertical cut in the lower
sketch shows the cross section of the DNA molecules, the period d of the DNA lattice, and the
correlation length x. (Reprinted with permission from [22])
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10.3.3 DNA–ODA Surface Layers

In most studies the specificity of the DNA base sequence had no influence in surface
complexation. However, a series of studies performed by Sastry et al. demonstrated
the hybridization of complementary single-stranded oligonucleotides (ss-DNA) to
yield double-helical DNA structures by complexation at the air–water interface
[27, 28].

ss-DNA Hybridization In these studies complementary ss-DNA strands were
sequentially immobilized at the air–water interface by electrostatic interaction with
cationic octadecylamine (ODA) monolayers. They subsequently hybridized to yield
double-helical DNAmolecules. For this purpose different ss-DNAmolecules with 16
nucleotides each were synthetized: ss-DNA-1 and ss-DNA-2, which were comple-
mentary, and ss-DNA-3,whichwas not complementary. ODAsolutions in chloroform
were spread on the surface of a 10�8M solution of ss-DNA-1 in pure water. The
pressure–area (P–As) isotherms revealed a slow expansion of the monolayer, with a
takeoffarea/molecule of 0.35 nm2,which remained constant after 12hours (the takeoff
area for ODA on pure water is 0.21 nm2). In the presence of a small amount of salt in
the subphase, 10�7M NaCl, the expansion was larger (takeoff area of 0.66 nm2). The
P–As isotherms were also recorded for ODA monolayers spread on solutions of
double-stranded DNA. In this case an expansion was also seen, with a takeoff area of
0.60 nm2 independent of the presence of salt.

After stabilization the ODA–ss-DNA-1 monolayers were transferred by the
Langmuir–Blodgett technique to solid substrates for quartz crystal microgravimetry
(QCM) measurements. The QCM mass uptake varied linearly with the number of
immersion cycles: 1450 ng/cm2 per dip. Accounting for the charges on the individual
DNA molecules (16 per molecule), the calculated charge ratio of DNA/ODA in the
bilayerswasabout 2, indicating that therewasovercompensationof thepositivecharge
due to ODA by the negatively charge due to DNA. A similar ratio was found in the
presence of 10�7M NaCl. In the experiments described earlier, charge overcompen-
sation was probably occurring also, especially when the DNA subsurface layer was
thick. Let us recall that such a charge overcompensation is known to occur in
electrostatically formed multilayers of cationic and anionic polyelectrolytes [29].

When the complementary ss-DNA-2 was injected in the monolayer subphase, a
further increase in ODAmolecular area was seen, the takeoff area shifting to a stable
value 0.53 nm2 and 0.72 nm2 with 10�7M NaCl. To test whether the expansion
observed in theP–As isotherms after insertion of the complementary ss-DNA-2 was
due to hybridization and formation of duplex structures at the air–water interface, a
chromophore (ethidium bromide) was introduced in the subphase (concentration of
10�8M). Ethidiumbromide is known to intercalate into the base pairs ofDNAdouble-
helical structures, a process that enhances fluorescence. LB films of the ODA
molecules complexedwith ss-DNA-1 followedby ss-DNA-2molecules, and ethidium
bromide showed a fluorescence signal at 635 nm (633 nm with 10�7M NaCl)
confirming the hybridization of the complementary oligonucleotides ss-DNA-1 and
ss-DNA-2 at the air–water interface to form double-helical structures. The emission
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wavelength was red-shifted relative to the solution DNA–intercalant value of 580 nm.
This shift may be due to differences in the polarity of the fluorescent probe and is
consistentwith literature observation on ethidiumbromide complexeswithDNA[30].

In a control experiment the sequential immobilization procedurewas repeatedwith
a noncomplementary oligonucleotide, ss-DNA-3, in place of the complementary
ss-DNA-2 molecules. The fluorescence spectrum measured from the corresponding
LB filmwas flat, showing that hybridisation did not occur in the ss-DNA-1/ss-DNA-3
sequential assembly experiment.

Molecular recognition is therefore possible with ODA monolayers. Another
interesting conclusion is that hybridization of ss-DNA-1 and ss-DNA-2 is possible
at themonolayer surfacebut does not occur in thebulk solution in the absenceof salt, as
in this study (deionised water). As was said earlier, screening of the repulsive
interaction with salt (NaCl) is required to overcome the repulsion between the
negatively charged phosphate backbone and to promote hybridization in the bulk
solution. The hybridization observed in this study occurs only at the air–water
interface, probably because the ODA–ss-DNA-1 monolayer is overcharged and
screens the repulsion between the surface-bound and solution ssDNA molecules.

Additional evidence of the hybridization of DNA and intercalation of ethidium
bromide was provided by Fourier transform infrared spectroscopy (FTIR) of the LB
films. In the range 1050 to 1750 cm�1 an increase in intensity of the bands 1109 and
1719 cm�1 was seen (with respect to the ODA–ss-DNA-1 films) in the hybridized
DNA LB films, features not present in the bare ODA LB films. The increase in
intensity at 1719 cm�1,which is due to resonance in themainlyG-band, has alsobeen
observed in the case of intercalation of chlorophyllin molecules in hybridized calf
thymus DNA. The increase in intensity of the resonance at 1109 cm�1 is due to the
deoxyribose band and is also an indicator of the hybridization of the DNAmolecules
in the LB film.

UV melting experiments of ODA–hybridized DNA LB films yielded a sigmoidal
curve, characteristic of double-helix melting with a transition temperature Tm¼ 55�C
(60�C with 10�7M NaCl). This temperature is to be compared with the melting
transition temperature of 41�C for solutions of ds-DNA and indicates stabilization of
the double-helix structure in the ODA lipid matrix. LB films of ss-DNA-1 complexed
with the noncomplementary ss-DNA-3molecules did not show any indication of such
a denaturation process. Themelting temperatureswere higher for LB filmsmade from
ODA–ds-DNA, Tm¼ 58� and 65�C, respectively, without and with 10�7MNaCl. The
important influence of minute amounts of salt on the complexation/hybridization
processes remains to be understood.

PNA–DNA Hybridization A similar study was done with a peptide nucleic
acid (PNA) and 10-mer oligonucleotides, ss-DNA-1, complementary to the PNA
sequence; ss-DNA-2 has a single mismatch sequence and ss-DNA-3 is noncomple-
mentary [31].

After spreading ODA upon a ss-DNA-1 subphase, a slow expansion of the
monolayer to a limiting area/molecule value of 0.40 nm2 was observed; this area
remained constant after 12 hours as in the former study. QCM experiments with the
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ODA–ss-DNA-1 LB film led to a charge ratio close to one, pointing toward an almost
complete neutralization of the ODA charge by the DNA molecules. This result is at
variance with the studies on 16-mer DNA molecules immobilized at the air–water
interface (see above) where overcompensation of the ODA charge by the DNA
molecules was observed (by nearly a factor of 2). The reasons for this difference
are not clear, but could be due to differences in the length of the DNA used in the
different studies.

TheP–As isothermswere recorded as a function of time after insertion of PNA into
the DNA solution and showed a marginal expansion, even after 20 hours. In the study,
as was mentioned earlier, a considerable expansion of the monolayer was seen after
injection of the complementary DNA molecules. The expansion was attributed to an
elongation due to uncoiling of the ssDNA molecules already immobilized at the air–
water interface during the hybridization process. In the PNAwork a shorter oligonu-
cleotidewas used (10-mer), so the elongationof the immobilized ss-DNA-1molecules
was less likely.

Further QCM and UV melting analyses of LB films of the ODA–ss-DNA-1/PNA
monolayers were carried out to evidence an eventual hybridization. An increase in
mass uptake per dip inQCMexperiments was seen, due to PNAmolecules now bound
to the electrostatically immobilizedDNAwith theODAmonolayer. In the earlier study
mentioned above, QCM measurements yielded identical mass uptakes/dip in experi-
ments involving single-stranded DNA complexed with ODA and DNA duplexes
complexedwithODA.This resultwas attributed to detachment of already boundDNA
molecules for charge neutrality considerations. Unlike in the case of DNA hybridiza-
tion where both the strands are charged, the fact that PNA is not charged would not
require detachment of already bound DNA molecules, possibly explaining why the
mass uptake was higher when PNA binds to the ODA–ss-DNA-1 complexes. In the
singlemismatch case aswell, the slope of theQCMmass uptake curvewas higher than
that of the ODA–ss-DNA-2 LB films, indicating some degree of binding of the PNA
molecules to the monolayer.

The QCM results discussed above indicate unequivocally the presence of PNA in
the ODA–ss-DNAmultilayer LB films. However, this is insufficient evidence for the
formation of PNA–DNA duplexes within the ODA bilayer structures. Unlike case of
hybridization of complementaryDNAstrands,where fluorescent intercalators such as
ethidium bromide are routinely used to follow the formation of double-helical
structures, reports on the use of fluorescent probes for PNA–DNA hybrids are
relatively scarce. Consequently UV-melting measurements were used for the detec-
tion of PNA–DNA hybrid formation. The UV melting curves of sequentially
immobilized ss-DNA-1 and 2 with PNA at the interface showed the characteristic
melting transition, and the curves for ss-DNA-3 did not, demonstrating that DNA–
PNA binding is also truly specific.

10.3.4 DNA Binding with Other Surfactant Layers

Complexation of DNAwith other types of insoluble surfactant monolayers has been
demonstrated through expansions of pressure area isotherms: OTAB [7], nonionic
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surfactants in the presence of multivalent ions such as chromium complexes [32],
double-chain surfactant with a polylysine head group [33]. In this last study, the
possibility of molecular recognition was tested in addition to electrostatic complexa-
tion. For this purpose two optically active surfactants were used, with poly-L- or -
D-lysine (1Lor1D)headgroups.Both1Land1Dformed stablemonolayersonwater in
a large pH range (2–7). The secondary structure of polylysine segments in the
monolayer was examined by means of circular dichroism and Fourier transform
infrared spectroscopies ofLB films. The helical structurewas retained at neutral pH, at
which polylysine is known to have a complete random coiled conformation in bulk
solution. At smaller pH, the polysine is protonated and adopts a random conformation
at the surface, which is converted into a helix conformation in the presence of DNA in
the subphase. At neutral pH, differences in the melting temperatures for these
complexes were observed in the LB films: 64�C for helical left-handed lysine, 68�C
for helical right-handed lysine and 79�C for random coiled lysine. DNA appears
therefore to interact more strongly with right-handed 1L helical monolayers than left-
handed 1D monolayers. In another report in situ QCM was used to show that linear
oligonucleotides bind selectively to monolayers made of surfactants having the
complementary nucleobase as hydrophilic head group [34].

Several cationic dyes bearing C18 carbon chains were used in other studies:
thiacarbocyanin [35], acridine orange (C18AO) [36]. Fluorescence spectra from the
water surface suggested that C18AO is bound to DNA not only by electrostatic
interaction but also by intercalation, as part of C18AO forms a dimer in the DNA
complex. Similar results were also found with the thiacarbocyanin dye: at low
surface pressure, DNA hindered the formation of the dye J-aggregates. Upon
compression, however, J-aggregates were formed by expelling the DNA underneath
the monolayer. Moreover the compression and expansion processes of the mono-
layers on DNA subphases appeared to be reversible. Fourier transform infrared
spectra were also obtained for LB films made with C18AO bound to DNA. They
indicated that in the transferred monolayer, the free acridine orange moiety is
parallel to the substrate while the acridine moiety bound to DNA is oriented
perpendicular to this substrate. QCM measurements further indicated a one-to-one
stoichiometry of C18AO and DNA base pairs.

In another study, dye molecules (acridin orange, ethidium bromide, safranine T)
were interacted between DNA base pairs and complexed with cationic monolayers
(glutamate with two C18 chains). The purpose was to make Langmuir–Blodgett
assemblies with oriented DNA strands for possible application in one-dimensional
electron transfer and conduction along the base pairs and/or the redox active
units [37].

10.4 LIPIDS

Studies with pure lipids have been done with cationic lipids, such as dioleyl-
oxy-trimethyl-ammonium-propane (DOTAP), dioleyl-glycerol-ethyl-phosphocholine
(EDOPC), anddioctadecyl-amido-glycyl-spermine (DOGS).These lipidsarecurrently
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investigated in mixtures with zwitterionic lipids for the elaboration of carriers in gene
therapy.

Other studies were made with pure zwitterionic lipids, distearoyl-sn-glycero-3-
phosphocholine (DSPC), which givesmonolayers with only a liquid condensed phase
at moderate surface pressures, dimyristoyl-phosphatidylethanolamine (DMPE), and
dipalmitoyl-sn-glycero-3-phosphocholine (DPPC), where the monolayers exhibit a
transition between a liquid expanded and a liquid condensed phase. DNA does not
couple to these lipids, except if a divalent salt is added. Divalent cations are known to
reduce the effective charge density of DNA in solution [38]. Using single-molecule
AFM, Cai and coworkers [39] observed that the Mg2þ ions are likely to bridge the
DNA intrastrand interaction. These results indicate that divalent cations have a
condensing effect on the DNA. This property has been proposed to produce carriers
less toxic than those incorporating cationic lipids [40]. Different divalent cations
calcium, magnesium, and barium have been used.

Studies ofmonolayers containing both zwitterionic lipids and cationic species have
also been performed and will be described afterward.

10.4.1 Cationic Lipids–DNA Surface Layers

Few studies with pure cationic lipid monolayers have been reported. In a recent
one with DOTAP, the P–As isotherms of DOTAP monolayers on a pure water
subphasewere reported [28]. Themonolayer was expanded with a large takeoff area
of nearly 1 nm2/molecule due to the large head group size of DOTAP. Complexation
with 16-mer oligonucleotides has been studied and compared to complexation with
ODA monolayers. When ss-DNA or ds-DNAwere complexed with DOTAP mole-
cules at the air–water interface, the number of DOTAP molecules per DNA strand
was less than for surfactants with small head groups such as ODA. This may be the
reason why there was no further expansion of the monolayer even after 12 hours of
addition of the ss-DNA or ds-DNA, without or with salt (0.5� 10�7M NaCl) in the
subphase.

LB films formed from DOTAP–DNA monolayers prepared both by sequential
insertion of theDNAstrands in the trough and using preformed ds-DNAweremade for
QCMmeasurements. The ratio of DNAmolecules to DOTAPmolecules was found to
be extremely large, around 13, indicating a large charge overcompensation of the
positively charged DOTAP monolayer. The fluorescence spectra for these films
containing intercalated ethidium bromide were similar to those obtained from ODA
monolayers in the same conditions. This experiment proved, as in the ODA case, that
the DNA molecules were incorporated in the films without distortion of the double-
helix structure, permitting the binding of ethidium bromide and confirming the
hybridization of complementary oligonucleotides at the air–water interface to form
adouble-helical structure. Themelting curves for the films showed that as forODA the
melting temperature is increased for the in situ hybridized DNA with DOTAP
molecules (Tm¼ 60�C), with stabilization of the duplex formed at the air–water
interface. Preformed DNA–DOTAP films yielded a low Tm value (43�C), reasons for
which were not clear.
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The synthetic lipid DOGS has a spermine head group and bears four positive
charges. It was spread on water and on solutions of calf thymus DNA of various
concentrations, from 10�10 to 10�6M [41]. On water, a phase transition was seen
around 40mN/m at room temperature, accompanied by the formation of domains
evidenced by Brewster angle microscopy. In the presence of DNA, the monolayer
expanded, the takeoff area increasing from 1.2 to 2.2 nm2/DOGS molecule. During
this expansion the phase transition and the related domains disappeared. Fourier
transform infrared spectroscopy of transferred monolayers revealed bands character-
istic of DNA, not present with the pure surfactant monolayer. Surface rheology
experiments confirmed that the monolayers became more fluid in the presence of
DNA [42].

Let us finally mention a study of the cationic lipid EDOPC, in which the surface
monolayerwas spontaneously formed at the surface of a solution containing the lipid–
DNA bulk complexes [43]. In this study the surface tension was monitored as a
function of time, and it was shown that the lipoplex containing six times more lipid
than DNAwas more surface active than EDOPC alone, itself more surface active than
the 1 : 1 lipoplex. These surprising results remain to be confirmed.

10.4.2 DSPC-Divalent Ion–DNA Surface Layers

Three types of divalent ions were used: Mg2þ, Ca2þ, and Ba2þ at a concentration of
5mMbyMcLoughlin et al. [21]. The presence of divalent ions in the subphase led to a
shift of the P–As isotherm for DSPC to smaller areas per molecule at low surface
pressures. The effect increased in the order Ba2þ<Mg2þ<Ca2þ. The surface
potential was reduced for the compressed monolayers in the presence of salt.

For subphases containing short DNAwithMg2þ or Ca2þ, theP–As isothermswere
shifted to higher molecular areas at surface pressures below 30mN/m. The P–As

isotherms also featured a shoulder at around 0.42 nm2. Again, the magnitude of the
effect was ion dependent and decreased in the order Ca2þ>Mg2þ. For Ba2þ no
significant effect on theP–As isotherm was observed upon addition of DNA. At high
surface pressures theP–As isothermwith andwithout the presence ofDNAcoincided.
In contrast to other monolayers (e.g., DODAB), no change of the monolayer collapse
pressure was observed. This trend was repeated in the surface potential data. The
surface potential increased at low molecular areas in the presence of DNA. Again,
the magnitude of the effect was Ba2þ<Mg2þ<Ca2þ. The V–As isotherms in the
presence ofDNAwere not parallel to the corresponding isothermswithoutDNAas for
DODAB.This suggested that the nature or strength of theDNA-divalent cation–DSPC
interaction in the monolayers was different from that in DNA-DODAB monolayers
(see Section 10.3.1).

The shift toward smaller surface areas in theP–As isotherm for DSPCmonolayers
in the presence of divalent cations is due to the condensation of themonolayer. Cations
bridge neighboring molecules and thus decrease the head-group area as discussed by
McManus et al. [40]. At low molecular areas the surface potential became more
negative, suggesting an increase in surface charge density. The effect of DNA on the
P–As isotherm for DSPCwithMg2þ and Ca2þwas similar to the effect observedwith
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DODAB, but the DNA did not seem to interact with the DSPC monolayers in the
presence of Ba2þ. Let us note that the effect of DNA on the isotherms was more
pronounced for DSPC than for DPPC (see Section 10.4.3).

The interesting specific counterion effect observed in these monolayer studies is
similar to that found during complexation of DNA with liposomes composed of
zwitterionic lipids. Addition of different divalent ions to a suspension of small
unilamellar liposomes andDNA led to formation of a precipitate, which was analyzed
by SAXS. In all cases the structurewas found to be lamellar (see Figure 10.12), but the
interlayer spacing was different and smaller for Ca2þ (lamellar spacing 0.2 nm larger
forMg2þ and 0.3 nm larger for Ba2þ). A direct binding studywas carried out with two
divalent ion concentrations, 5 and 20mM. The precipitates were separated out by
centrifugation, and the supernatant was analyzed for DNA: DNA binding efficiency
also increases in the order Ba2þ<Mg2þ<Ca2þ [21].

Ion-specific effects are frequent in nature [44]. Theyare, in general, associatedwith
interactions with water and are related to hydrated radius, partial molar volumes, and
hydration energy (enthalpy and entropy). In the case of the three ions studied here, the
properties of calcium ion are intermediate between those of magnesium and barium
ions [45].Barium is the largest ion and is theone that interacts the leastwithwater.This
is in agreement with the results. However, it is difficult to explain why binding with
calcium is more effective than magnesium. The interactions involved might be more
specific toDNAand/or the lipid. Indeed recent high-resolution structures ofCa2þ salts
of B-DNA decamers have revealed various modes of Ca2þ binding to DNA other
than purely electrostatic [46]; Ca2þ can form ionic bonds to DNA phosphate,
water-mediated hydrogen bonds to phosphate oxygens, and sequence specific bonds

Figure 10.12 SAXS diffractogram of DSPC–DNA complex in presence of (from top to
bottom) 5mMBaCl2, 5mMMgCl2, and 5mMCaCl2. The DNA-to-lipid ratiowas 1 : 5. Arrows
indicate positions of first-order Bragg reflections from the lipid lamellar phase, and the
corresponding interlamellar spacings are also inserted. (Reprinted with permission from [21])
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to the DNA bases. It is also known that divalent cations interact only weakly with the
bases butmore stronglywith thephosphates in the followingorder:Ca2þ>Mg2þ [47].
It can be finally noted that although magnesium has the smaller ion radius (Mg2þ,
0.078 nm; Ca2þ, 0.106 nm), it has the larger hydrodynamic radius (Mg2þ, 0.431 nm;
Ca2þ, 0.412 nm).

10.4.3 DPPC-Divalent Ion–DNA Surface Layers

The compression isotherms for DPPC monolayers on 5mM divalent ion solutions, in
the absence andpresence of shortDNA, are shown inFigure 10.13. TheP–As isotherm
features a liquid expanded–liquid condensed phase transition from surface areas per
molecule of 0.75 to 0.60 nm2 for both BaCl2 and CaCl2. Addition of DNA reduced the
phase transition region and shifted it toward slightly higher areas per molecule, while
the surface pressure at which the phase transition occurs did not change.

ConcurrentBrewster anglemicroscopyphotographs are shown inFigure10.14a for
DPPC on a 5mM CaCl2 subphase. In the plateau region small microscopic domains
were formed. As the monolayer is compressed, the domains became more closely
packed and started to merge. At high compressions the film appeared roughly
homogeneous. Similar images were seen for DPPC on a 5mM BaCl2 subphase. The
domains were similar to those seen for DPPC on a pure water subphase [48].

In the presence ofDNA the area permoleculewas similar to thatwithoutDNA.The
domainmorphology in the plateau regionwas, however, different. In the case of DNA
with CaCl2 (Figure 10.14b), the domains had a serrated, elongated appearance. These
domains appeared to be in coexistence with the small, circular domains seen in the
absence of DNA. Compression led to striated films and aligned fibrillar structures. In

Figure 10.13 Surface pressure versus mean molecular area: (left) DPPC on H2O subphase
(filled lines), DPPC on 5mM CaCl2 subphase (broken lines), and DPPC on 5mM CaCl2þ 0.1
mg/ml DNA subphase (dotted lines); (right) DPPC on H2O subphase (filled lines), DPPC on
5mM BaCl2 subphase (broken lines) and gray line DPPC on 5mM BaCl2þ 0.1mg/ml DNA
subphase (dotted lines). (Reprinted with permission from [21])
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the case of DNA with BaCl2 (Figure 10.14c), the domains took the appearance of
dendrites, that linked together upon compression to form an extended network
structure.

One of the most striking observations in the DPPC monolayers was the change in
shape of the liquid condensed domains in the presence of DNA. McConnell and
coworkers have predicted that surface domains interacting via electrostatic interac-
tions can elongate if the line tension is small enough. This occurs above a critical
domain size predicted to be proportional to the square root of the line tension and
inversely proportional to the surface charge density. Here DNA lowers the charge
density as a consequence of charge neutralization, as evidenced by the change of the
surface potential toward more positive values. Because elongated domains are also
observed in the presence of DNA, the only rational explanation would be a simulta-
neous decrease of the line tension.

When the images for the mixed DPPC–DNA monolayers in the presence of Ca2þ

and Ba2þ were compared, it seemed that the critical radius was larger in the second
case: the surface domains were just close to the instability limit and began to ramify.
This was either because the surface charge (or the surface potential) was less affected
by DNA or because the line tension was larger.

Finally let us consider the X-ray data for the precipitated complexes. In recent
detailed studies of the lamellar phases of DPPC containing calcium and DNA, it was
shown that the lamellar distance increased slightly with the amount of added calcium
(up to 5mM) and more significantly (by about 0.15 nm) when DNA is present [40].
This is very similar towhatwas observedwithDSPCand calcium (see Section 10.4.2).
The cation-specific effects seen in the surface studies are mirrored here where
interlamellar spacing and binding efficiency also decrease in the order
Ca2þ>Mg2þ>Ba2þ.

10.4.4 DMPE-Divalent Ion–DNA Surface Layers

Surface Pressure and BAM DMPE monolayers on water as well as on calf
thymus DNA solutions containing 1mMNaCl and either 5mMMgCl2 or CaCl2 have
been studied [49]. The isotherms were similar to those of Figure 10.13. Upon
compression the area per lipid molecule decreased. At very low surface pressures
the liquid-expanded (LE) phasewas present. Compression led to a plateau at 5mN/m,

Figure 10.14 Brewster anglemicroscopy data: (a) ForDPPC and 5mMCaCl2; (b) ForDPPC,
5mM CaCl2, and DNA; (c) For DPPC, 5mM BaCl2, and DNA. The area per lipid is 0.60 nm

2.
(Reprinted with permission from [21])
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indicating a first-order transition from the disordered LE phase to an ordered
condensed phase (LC). In the LE/LC phase transition region, regions with disordered
and ordered lipids coexisted. Further decrease of the molecular area forced all lipid
molecules into the ordered state. At around 32mN/m a kink appeared at which the
compressibility of the monolayer decreased, indicating a second-order phase transi-
tion from the tilted into the untilted state.

The presence of salts such as 1mM NaCl, 5mM MgCl2, or 5mM CaCl2 did not
influence the shape of the DMPE isotherm in the absence of DNA. In the presence of
DNA and at low pressures, the isotherms were shifted to larger areas per molecule
compared to those on pure water. However, the LE/LC transition pressure was not as
markedly influenced as with DPPC. At a surface pressure of around 28mN/m, the
isotherms of DMPE on DNA in the presence of calcium or magnesium ions showed a
kink, which also marks the second-order phase transition from the tilted to the
nontilted state of the lipid molecules, as will be discussed later. Above this pressure
the molecular area corresponded to that of DMPE on water.

Brewster angle microscopy images showed significant differences between the
examined subphases. DMPE domains on a subphase containing DNA and NaCl were
similar to those observed on water but slightly smaller. They had clear but irregular
flower shapes. Although there was no significant change in the DMPE monolayer
structure, MgCl2 caused smaller domains that were more round. This effect was even
bigger in the presence of CaCl2. As for DPPC, the coexistence of divalent cations and
DNA in the subphase strongly changed theDMPEdomain shape and size: the domains
were smaller, more branched, and fuzzy. No pronounced differences could be found
comparing the DNA–Ca2þ and the DNA–Mg2þ systems. The changes observed
indicate that dipolar interactions between lipid molecules and the line tension of the
domains are changed as in the case of DPPC (Section 10.4.3). Divalent cations bridge
the negative parts of the zwitterionic phospholipid head group. Therefore the
monolayer becomes effectively positively charged. If the cation is located between
the lipid head groups, one should expect a change in the area per lipid molecule and
therefore a change in the tilt angle compared to DMPE on water. This effect was not
observed (see below). Possibly the bridging of DMPE molecules by the divalent
cations is compensated by a change in the head-group orientation. Therefore the lipid
headgroupsoccupyeffectively the samearea asonwater,with the same tilt angleof the
aliphatic chains observed by GIXD.

Infrared Spectroscopy In situ infrared reflection absorption measurements
(IRRAS) were performed with this system. Figure 10.15 (right) shows the IRRAS
spectra of DMPE on subphases containing DNA and calcium or magnesium, from
which the IRRAS spectra of DMPE on the same subphase, but without DNA, were
subtracted. For both experiments, the band at 970 cm�1, caused by the 20endo-
deoxyribose conformation of the DNAbackbone, was visible, indicating the presence
of DNA at the interface at surface pressures above 5mN/m. Additionally the intensity
of the bands of the symmetric and asymmetric stretching of the phosphate group
increased after adsorption ofDNA to themonolayer (Figure 10.15, left). This increase
was caused by the phosphate moieties of the DNA and possibly additionally by a
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change of the DMPE head-group orientation, but the distinction between these two
events was difficult. In the presence of DNA and NaCl in the subphase (no divalent
cations), the DNA marker band at 970 cm�1 did not appear (Figure 10.15, left).
Additionally the intensities of the phosphate bands do not change significantly,
compared to those of DMPE on water. This confirmed that DNA did not adsorb to
the zwitterionic DMPE monolayer in the absence of divalent cations. Even though
isotherms changed below 5mN/m, no DNA signals were seen in the IRRAS
measurements, the amount of adsorbed DNA being probably too small to be detected.

IRRAS spectra of DMPE on 0.1mM calf thymus DNA in 10mM citric buffer at
pH 4 (no divalent cations) also showed adsorption of DNA to the interface, indicated
by the presence of the characteristic band at 970 cm�1. The apparent pK of phospha-
tidylethanolamine is 3.5. At pH 4 the DMPE head group was therefore positively
charged, which enables an electrostatic interaction between DNA and DMPE even in
the absence of divalent cations.

The symmetric and antisymmetric CH2-valence vibrations give qualitative infor-
mation about the conformation of the hydrocarbon chains. On water at low surface
pressures (liquid expanded phase), the DMPE acyl chains exhibited a high amount of
gauche conformers (2855 cm�1).Compression to 40mN/mshifted thebandbyaround
5 cm�1 to smaller wave numbers, indicating an all-trans conformation in the con-
densed state of the lipid monolayer. The results agreed with those of the P–As

isotherm. In the phase transition region, all-trans and gauche conformations of the
lipid chains coexisted. At lower surface pressures, the presence of DNA and magne-
sium or calcium in the subphase caused a shift to smaller wave numbers, indicating a
higher fraction of all-trans conformation in the lipid chains. No remarkable difference
was observed comparing DNA–magnesium and DNA–calcium subphases. Above
30mN/m, all examined systems showed an all-trans conformation.

Figure 10.15 (Left) IRRAS spectra of DMPE on water (A), on 1mM NaClþ 5mM MgCl2
(B), on 1mM NaClþ 0.1mM DNA (C), and on 1mM NaClþ 5mM MgCl2þ 0.1mM DNA
(D); for clarity, curve D was shifted. (Right) Corrected IRRAS spectra of DMPE on 1mM
NaClþ 5mM MgCl2 (subtracted: DMPE on 1mM NaCl) (A) on 1mM NaClþ 5mM MgCl2
0.1mM DNA (subtracted: DMPE on 1mM NaClþ 5mM MgCl2) (B), and on 1mM NaCl
5mM CaCl2þ 0.1mM DNA (subtracted: DMPE on 1mM NaClþ 5mM CaCl2) (C). (Rep-
rinted with permission from [50])
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X-ray Experiments X-ray reflectivity experiments were made at 20mN/m. The
typical electron density profile of a lipid monolayer could be divided into two slabs
originating from the hydrocarbon chain region (1.78 nm) and the hydrophilic head-
group region (0.61 nm), which exhibits a higher electron density than the hydrophobic
region. The presence of DNA in the subphase did not change the electron density
profile, indicating again that DNA does not adsorb to the DMPE monolayer on water.
The addition of divalent cations (magnesium or calcium) led to clear changes in the
reflectivity curves.Anadditional regionof higher electrondensity, fittedby a third slab,
appeared. This slab indicated the presence of an adsorption layer close to the lipid head
groupswith a thickness of 1.9 nm in the presence ofMg2þ and1.8 nm in the presence of
Ca2þ. This confirmed that as for the other lipids, DNA adsorbs to the neutral DMPE
monolayer only in the presence of divalent cations.

X-ray diffractionmeasurements enabledmore quantitative and refined conclusions
on ordered lipid structures and ordered adsorbed DNA layers. On all subphases
theDMPEmonolayers exhibited the samephase sequence. In theLCphase (10mN/m)
three Bragg peaks were observed, indicating an oblique lipid chain lattice. Upon
further compression the tilt angle decreased, and the chain lattice changed to
orthorhombic characterized by two Bragg peaks. This phase transition was not seen
in the P–As isotherm. Further increase of the surface pressure led to a kink in the
isotherm,marking a second-order transition into a nontilted state. At surface pressures
above the kink only one Bragg peak was seen, and the lattice became hexagonal.

The transition pressure abovewhich the chains are upright for DMPE onwater and
on the saline subphaseswas32mN/m.Thepresenceof calciumormagnesium ionsand
DNAshifted thevalue to 26.2 or 27.5mN/m, respectively.These pressures agreedwell
with the position of the kink in the isotherms. The presence of DNA and divalent
cations (magnesium or calcium) in the subphase also decreased the tilt angle of the
lipid chains.

The presence of calcium or magnesium led to the appearance of an additional
Bragg peak, indicating an ordered adsorption of DNA to the DMPEmonolayer as in
the case of GIXD experiments with DODAB and TODAB (see Sections 10.3.1 and
10.3.2). Symietz et al. [22] observed a decrease of dDNA by 22%upon compression of
the positively charged TODAB monolayer on DNA solution from 10 to 40mN/m.
First GIXD measurements of DMPE on DNA plus magnesium [49] showed that
compression from 10 to 40mN/m led to a decrease of dDNA from 4.62 to 4.27 nm,
whereas inmore recent experiments, dDNA in the presence of magnesium amounts to
3.86 nm and no pressure dependence was seen. It should be noted that the reproduc-
ibility of these values was rather bad. It appeared that dDNA strongly depends on the
preparation of the DNA solution used in an experiment. Using Raman spectroscopy,
Duguid et al. [47] have demonstrated that the structural perturbations induced by
divalent cations are much greater for >23 kb genomic calf thymus DNA than for
160 bp mononucleosomal DNA fragments. In the experiments described here, calf
thymus DNA solutions were stirred resulting in fragments of>21 kb, meaning that
very large DNA strands could be present in the solution. The ratio of large DNA
strands to small fragmentsmay differ for eachDNApreparation, andwith largeDNA
strands being more strongly influenced by divalent cations, the experimentally
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observed dDNAvalues also can differ. Measurements of different zwitterionic lipids
and mixtures on the same DNA solution plus Mg2þ showed the same d-spacings,
with compression causing almost no change in the interaxial DNA spacing [50]. The
same behavior was observed for DMPE on DNA plus Ca2þ: compression from 10 to
40mN/m did not change the average value of 3.15 nm. These results showed that the
observed dDNAvalue depends both on the stirring conditions and the kind of divalent
cation used, rather than on the monolayer charge density.

Thevalues of dDNA are roughly 0.7 nm smaller in the presence of calcium. Possibly,
as forDPPC, thedifferent hydrodynamic radii of the ions are responsible for this effect.
No Bragg peak arising from ordered adsorption of DNAwere observed for DMPE on
0.1mM calf thymus DNAþ 10mM citric buffer at pH 4 (no divalent cations), even
though IRRAS showed an adsorption of DNA to the interface.

The in-plane molecular area for DMPE on DNA–Ca2þ observed by GIXD was
similar to themolecular area given by the isotherm of DMPE onwater but was smaller
than that measured by the compression isotherm of DMPE onDNA–Ca2þ. This could
be easily explained by the fact that GIXD detects only ordered lipid structures. The
disagreement between in-plane lipid molecular areas determined by GIXD, and
isothermmeasurements showed that the monolayer is heterogeneous at lower surface
pressures. The kink at 28mN/m was due to a second-order tilting transition. X-ray
reflectivity measurements proved the presence of a DNA adsorption layer with a
thickness of approximately 1.9 nm, showing that the adsorption layer consists of one
DNA layer.

DNA can interact either via divalent cations with the lipid phosphate group or
directly with the positively charged ethanolamine group of DMPE when the lipid
phosphate groups are bridged by divalent cations. Since dDNAwas not influenced by
compression, there is no direct coupling between oppositely charged groups as in the
caseofacationicmonolayer,where a strongdependenceofdDNAon the lateral pressure
was observed (Sections 10.3.1 and 10.3.2). DNA formed with DMPE an independent
sublayer underneath the lipidmonolayer. These observations suggest that calcium and
the zwitterionic lipids form a bridging unit with “cationic” properties with which the
negatively charged DNA interacts.

10.4.5 Other Types of Binding

Monolayers of dioleoylphosphatidylcholine (DOPC)were found to bind oligonucleo-
tides in the presence of surfactant containg the complementary sequence attached to
hydrophobic chains. A study with short (19-mer) oligonucleotides modified by
oleylamine at both (30 and 50) terminals or only at one (30) terminal was reported
recently [51]. Incorporation of single-stranded (19-mer) oligonucleotidesmodified by
oleylamine in DOPCmonolayers resulted in a substantial increase of surface pressure
and area per phospholipid molecule. This increase was similar for both types of
oligonucleotide modifications. However, considerable differences in changes of
monolayer properties took place after hybridization with complementary oligonu-
cleotides. The hybridization of oligonucleotides with the DNAmodified by oleic acid
at both 30 and 50 terminals at the surface of lipidmonolayer resulted in further increase
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of surface pressure and area per phospholipid molecule, while a decrease of both the
surface pressure and the area per phospholipid molecules were observed for hybrid-
ization withDNAmodified by oleic acid at 30 terminal. It is possible that in latter case,
the hybridization caused the loss of modified oligonucleotides from monolayers.
Interaction of noncomplementary chains with DOPC monolayers with incorporated
oleyl acid-modified DNA also influenced the properties of monolayers, but the effect
was weaker in comparison with that observed for complementary chains.

10.5 MIXTURES OF SURFACTANTS AND LIPIDS

A study of a three-chain lipid, tetradecyl-palmitoyl-hexadecyl-glycero-phosphocho-
line (TPHPC) mixed with hexadecyl-trimethyl-ammonium bromide (CTAB) and
1mM calf-thymus DNA was reported [52]. The triple-chain phospholipid TPHPC
formed stable monolayers at the air/water interface. The compression isotherm
exhibited a plateau region starting at 13.5mN/m, indicating a first-order transition
between a liquid-expanded (LE) and a liquid-condensed (LC) phase. The area
occupied by the hydrophobic part of themolecule (at least 0.60 nm2 for three aliphatic
chains)wasmuch larger than the area needed for the hydrophilic phosphocholine head
group (0.45 nm2 [53]). On the other hand, CTAB has only one hydrophobic chain, it is
soluble in water, and it forms an adsorption layer that is in a liquid-expanded state and
does not give rise to any diffraction pattern. Addition of 20mol% of CTAB decreased
the pressure of the LE/LC phase transition of TPHPC to 10.8mN/m. The condensed
phasewas therefore stabilized by the presence ofCTAB.The area shift showed that the
CTABmolecules are present in the monolayer. Above 20mN/m, smaller increases of
the molecular area indicated a progressive squeezing out of CTAB from the
monolayer.

Fluorescence microscopy measurements evidenced dark domains appearing at the
beginning of the plateau region in theP–As isotherms. TheTPHPCdomains exhibited
a characteristic noncircular shape (sometimes like cloverleafs). Under the same
growth conditions the monolayer of the TPHPC/CTAB mixture showed a much
larger number of smaller domains, now round and forming a pseudohexagonal
superlattice upon compression.

The structure of the condensed monolayer phases has been examined using GIXD
measurements. At lateral pressures just above the LE/LC phase transition, the
monolayers of TPHPC exhibited two diffraction peaks, and when the pressure
increased, the tilt angle of the aliphatic chains decreased. At high pressure, only one
Bragg peak was observed, and the chains were upright and packed in a hexagonal
lattice. The types of phases and the phase sequence were the same in the pure TPHPC
monolayer and in the TPHPC/CTAB (80 : 20mol:mol) mixture. However, there were
differences concerning the tilt angle. At the same pressure, the mixture exhibited
smaller tilts, the upright orientation of the chains being reached at lower pressures. At
high pressure, where CTAB is squeezed out from the mixed monolayer, the linewidth
for the pure monolayer were smaller compared with that in the mixture indicating an
increased number of defects in the mixed monolayer.
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To investigate the interaction of the mixed monolayer with DNA, the TPHPC/
CTAB mixed monolayers were formed on a subphase containing 1mM DNA. The
shape of the compression isotherm was similar to that of pure TPHPC; the first-order
phase transition from the liquid expanded to a condensed phase starting also at
13.5mN/m. However, the isotherm was shifted by about 0.20 nm2 to larger molecular
areas. Using GIXD measurements, lateral order in the lipid monolayer could not be
detected below11mN/m.At 15mN/m, the chainswere tilted by 5� as in the case of the
pure TPHPC monolayer. Increasing pressure led to a hexagonal packing of upright
oriented chains. No indication of any ordering of adsorbed DNAwas observed. DNA
obviously interacts onlywith the chargedCTABand induces a partial phase separation
in the mixed monolayer. A certain amount of CTAB probably remained in the
condensed part of the monolayer, but in a disordered state; it did not contribute to
the diffraction pattern. A similar behavior has been observed with DNA coupled to a
TODAB monolayer where disordered areas with higher compressibility were seen
between theordereddomains (Section10.3.3).Uponcompression the isothermshifted
to smaller molecular areas, suggesting that DNA desorbed from the surface and took
the coupled CTAB partly into the solution.

AnX-ray reflectivity study of mixtures of the cationic lipid dimethylaminoethane-
carbamoyl-cholesterol and the zwitterionic “helper” lipid dimyristoyl-glycero-phos-
phocholinewas also reported [54]. In this study amixture ofDNA (final concentration
6mg/L) and vesicles (final total lipid concentration 100mg/L) was filled into a
measuring trough. Subsequently a Langmuir film made with the lipid mixture was
spread onto the surface of the DNA/vesicle suspension. The film served as a template
for the self-assembly of multilayers, which was monitored with an X-ray reflectome-
ter. In these circumstances only a single layer of DNA adsorbs to the lipid monolayer.
But when EDTA is added in the bulk solution, a multilayer structure consisting of
stacks of alternating sheets of lipid bilayer with intercalated DNA is formed. The
subphase composition therefore influences the morphology of the lipid–aggregate/
DNA assembly, which was not reported elsewhere to date.

10.6 CONCLUSION

Partial knowledge of DNA complexation with surfactants or lipids is available from
the few studies described in this chapter. DNA binds to cationic surfactants mono-
layers, soluble or insoluble, to mixed lipid cationic surfactants layers, and to
zwitterionic lipid layers in the presence of divalent cations. The mixed layers are
generally made of a surfactant/lipid monolayer coupled to a DNA layer, but it is
sometimes thicker. The question of overcharging is far from clear and deserves further
investigations. When the surfactant/lipid monolayer is densely packed, a nematic
arrangement of the DNA molecules is observed, although the two layers are not
coupled in a straightforwardway such as lattice commensurability. The two layers are
still more independent in the case of zwitterionic lipids coupled to DNAvia divalent
cations, suggesting that the cations bridge the lipid molecules rendering the lipid
monolayer cationic, rather than coupling each lipid molecule to a DNA monomer.
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Specific interactions also permit specific binding of DNA to a surface, and a large
variety of especially designated surfactants/lipids have been synthesized recently to
take advantage of the numerous possibilities offered by these systems.

The extremely variedmixed layers can be used to buildmultilayer assemblies with
potential interesting applications in nonlinear optics, molecular electronics, biosen-
sors, and others. In order to optimize the development of these applications, better
knowledge of the interactions involved in surface binding remains necessary. The
delicate interplay of lateral and normal DNA interactions deserves further dedicated
investigations.Abetter understanding of these interactions should also help clarify the
processes involved in the formation of bulk complexes, which have also many
potential applications in nonviral transfection and diagnostics.
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CHAPTER 11

DNA and DNA–Surfactant Complexes at
Solid Surfaces

MARITÉ CÁRDENAS and TOMMY NYLANDER

11.1 INTRODUCTION

The interaction of DNA at interfaces is as important in applications as in biological
systems, which also contain many different types of interfaces. The compaction of
DNAon the histone particles and the role of this process for transcription, replication,
and repair of DNA is however, still not fully understood [1–3]. The interactions
betweenDNAand charged colloids [4–6] can be used asmodels for understanding the
driving forces for DNA packing into cells [7]. Many therapeutic and analytical
applications depend on the interfacial behavior of DNA. For instance, DNA is
immobilized onto solid supports in devices for bioanalyses [8–12]. DNA can also
be used to build supramolecular structures by complementarity of the DNA strand as
specific linkers to surfaces [13,14]. By taking advantage of the complementarity
between single strands of DNA, two different particles/surfaces/aggregates can be
linked. DNA-templated nanowires could facilitate the reduction of the size of
nanoscale integrated circuitry [15]. Complexes of DNA and cationic macro-ions
(lipid assemblies or polyelectrolytes) can potentially also be used as nonviral vectors
for gene delivery [16]. In order to deliver DNA systemically, such complexes must be
designed to circulate in the blood stream for hours [17]. Under these conditions they
will encounter different types of interfaces that are likely to interact and therefore
influence the uptake of the DNA. Hence the interfacial behavior of such complexes
will partly determine how efficiently DNA–surfactant complexes are delivered to the
target cells.

In this review we will discuss the conditions under which DNA spontaneously
adsorb to a surface, as well as how to control the structure (i.e., the compaction) and
amount of DNA adsorbed to an interface by the aid of cationic surfactants.

DNA Interactions with Polymers and Surfactants Edited by Rita Dias and Bj€orn Lindman
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But we will begin with a discussion of some physical chemical properties of DNA
that are relevant for its interfacial behavior. Double-stranded (ds) DNA is a highly
negatively charged polyelectrolyte with 20 negative charges for each turn (i.e., over a
distance of 3.4 nm along the chain) [18,19]. This very high charge density turns DNA
into one of the stiffer macromolecules in nature with a persistence length of about
50 nm. DNA can be considered as an amphiphilic molecule given that it contains both
hydrophobic (nitrogenous bases) and hydrophilic (phosphate groups) moieties. If ds-
DNA is subjected to high temperatures (>70�C) or extreme pH values, a helix to coil
transition occurs. This is commonly known as ds-DNA denaturation into single-
stranded (ss) DNA. ss-DNA has a lower surface charge density than ds-DNA, is more
hydrophobic than ds-DNA as the nitrogenous bases are exposed to the bulk solution,
and has a shorter persistence length of 45 nm at high ionic strength [20]. On the other
hand, ss-DNA does not coil; it can be stretched to about a 70% longer length than ds-
DNA [21]. Additionally ds-DNA can adopt three different conformations (with
different pitch and diameter), depending of ionic strength and degree of hydration.
Long ds-DNA tends to supercoil where there is topological transformation that is the
driving force for the interaction with particles and surfaces. Softer segments in the
DNA chain, which are segments rich in adenine and thymine base pairs, can alsomore
easily wrap around the particles.

11.2 ADSORPTION OF DNA AT SURFACES

Adsorptionofds-DNAtovarious typesof colloidal particleswas first investigatedover
40 years ago [22]. In general, both single- and double-stranded DNA adsorbs onto
hydrophobic substrates [5,23–27]. DNA adsorption onto hydrophobized substrates is
likely to be due to the entropic gain as water molecules that were confined at the
hydrophobic surface are displaced and introduced into the bulk solution. In general,
ss-DNAadsorbs to a larger extent thands-DNA(seeTable 11.1, data from[24]).This is
due to the larger exposure of the hydrophobic moieties in ss-DNA [19]: the larger
segmental adsorption energy for ss-DNA overcomes the entropy loss due to both its

TABLE 11.1 Adsorbed Amount and Adsorbed Layer
Thickness for 0.05mM in DNA Molecules onto
Hydrophobized Silica

G mg/m2 df A
�

Large ds-DNA 0.72 260
Short ds-DNA 0.08 145
Large ss-DNA 1.64 89
Short ss-DNA 0.570 18

Source: Data adopted from 24.
Note: Large ds-DNAhave 2000 bp, short ds-DNAhas 146 bp, and large
ss-DNA and short ss-DNA are the corresponding dehybridized DNA.

292 DNA AND DNA–SURFACTANT COMPLEXES AT SOLID SURFACES



higher flexibility and counterion consensation. As can be expected for macromole-
cules [28], the adsorbed amount increases with the size of the DNA.

Ellipsometry [24] and dynamic light scattering [29] have been used to measure the
layer thickness of DNAon hydrophobic substrates (see Table 11.1) inwhich the effect
of DNA conformation (single- and double-stranded DNA) and contour length was
investigated. It was found that long ds-DNA molecules (much larger than its persis-
tence length) form avery thick (400A

�
) and diffuse layer (the film refractive indexwas

as low as 1.36). Short ds-DNA molecules (about its persistence length), on the other
hand, adsorbed, forming thinner layers. Moreover adsorbed layers of ss-DNA are
thinner than those formed by ds-DNA, as expected given the higher hydrophobicity of
ss-DNAmolecules. The ss-DNAmolecule has more attachment points to the surface
and therefore forms thinner layers. Interestingly short ss-DNA forms a 20A

�
thick

layer, indicating that the adsorbed DNA strand is parallel to the surface. Dynamic
light-scattering (DLS) measurements indicate that for the thick diffuse adsorbed
layers of long (2000 bp) ds-DNA, the biopolymer adopts on the surface an extended
structure as it does in the bulk solution [29].

The adsorption isotherms for the different purine (adenine and guanine) and
pyrimidine (cytosine and thymine) bases at the graphite–water interface show that
larger adsorption occurs for the more hydrophobic bases, the purine bases, which
have two aromatic rings instead of one for the pyrimidine bases. Thus the adsorption
was found to increase, following the series guanine> adenine> thymine>
cytosine [30]. Recently AFM measurements showed that the adsorption of short
homo oligonucleotide on graphite also followed a similar series [27]. The mor-
phology of the adsorbed layer was largely dependant on the type of oligonucleotide
used. This was especially true for heteronucleotides containing various ratios of
purine to pirimidine bases. A similar effect for the nonspecific binding of
different types of bases can explain the stability of gold nanoparticles loaded with
alkanethiol-capped polynucleotides [31]. For instance, gold particles loaded
with dT oligonucleotides exhibited a higher stability than those loaded with poly
dC and poly dA for 20 bases oligonucleotides. This sequence-dependent stability
was attributed to the weaker interaction of dT with the gold nanoparticle
surface which results in higher surface coverages and consequently enhanced
stability [31].

The DNA adsorption to hydrophilic charged surfaces depends on the bulk con-
ditions and surface charge/charge density [22,32]. For instance, adsorption ofDNAon
negatively charged surfaces can only occur when the electrostatic repulsion is
efficiently screened by salt addition. The atomic force microscope (AFM) has been
successfully used to image single DNA molecules on various negatively charged
surfaces by adding cationic species such as divalent ions [33,34], cationic polyami-
noacids [15], and aminosilanes [35].Divalent salts aremore efficient thanmonovalent
salt in inducing DNA adsorption of negatively charged surfaces [32], and typically
magnesium or calcium salts are used to image DNA molecules on mica by AFM, as
shown in Figure 11.1 [34]. DNA adsorbed to both organic and inorganic clays at pH
values under the isoelectric point of the surfaces.Moreover DNA adsorption to amino

ADSORPTION OF DNA AT SURFACES 293



functionalized polystyrene latex occurs in a similar way to that observed onto the
hydrophobic polystyrene particles, since that the bulk pH is below the particles’
isoelectric point [36]. However, DNA adsorbs spontaneously onto positively charged
surfaces because of electrostatic attraction [37]. Cationic surfaces are obtained by
silanization of glass or silica surfaces that provide chemically reactive amine or
aldehydegroups [38,39].These reactions arevery sensitive to trace quantities ofwater,
which results in inhomogeneous and notwell-defined surfaces [40]. Recently a hybrid
filmwas developed with properties that are suitable for DNAmicroarray applications
[41]. Such a filmwas prepared by dipping the surface onto a partially prepolymerized
(3-aminopropyl)trimethoxysilan and tetramethoxysilane solution, and then allowing
the deposited solution to gel in humid air. Another method commonly used is the pre-
adsorption of a cationic polymer on a negatively charged surface that imparts a net
positive charge to the surface. DNA is then adsorbed onto this polyelectrolyte layer
(e.g., see [42]).

11.3 ATTACHMENT OF DNA SURFACES—STRATEGIES
AND CHALLENGES

Different methods for DNA immobilization at surfaces have been developed based on
graftingDNA to the surface.One of themost commonmethods used for attachment of
oligonucleotides to gold surfaces consist of using a hexamethylene thiol linker [43].

Figure 11.1 DNA plasmids imaged in aqueous solutions after three hours of adsorption on
calcium-treated mica. (Taken with permission from [34])
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Much of the research concerning the attachment of single-stranded DNA to gold
surfaces via thiol groups has been focused in the development of analyticalmethods to
identify and quantifyDNA andDNA fragments [12,44–47]. The key property of these
types of functionalized particles and surfaces is their ability to hybridize with
complementary DNA [12,44–50].

The hybridization efficiency largely depends on the surface coverage of the
thiol-ss-DNA [44,51] and more important on the orientation of the DNA strand on
the surface [12,45]. Several studies have reported that nonspecific interactions
contribute to adsorption of both thiol-ss-DNA and even double-stranded (ds-DNA)
to gold surfaces [12,44–47,52,53] and not only through specific thiol interactions
where the ss-DNA chain extends freely toward the bulk. Dynamic light-scattering
measurements have shown that thiolated oligonucleotides initially adsorb to the
gold nanoparticles in a flat conformation with a single oligonucleotide layer [52].
Because nonspecific interactions are also present, aggregates composed of several
thiol-ss-DNA coated nanoparticles were observed. Such aggregates could easily be
removed by vacuum concentration, giving a more stable colloidal dispersion than
without ss-DNA present. Rant and co-workers studied the structural properties of
24 bases of oligonucleotide monolayers on gold surfaces by fluorescence quench-
ing measurements [54], and they found that tethered ss-DNA strands extend as
rigid rods into the bulk solution. In our opinion, a polymer with a semiflexible
chain is a more appropriate model for longer oligonucleotides. Nonspecific
binding of thiolated ss-DNA to gold nanoparticles is strongly dependent on the
ionic strength of the medium and can be suppressed by using sufficiently high
electrolyte concentrations [52]. Moreover it was shown that ds-DNA adsorbs to
gold nanoparticles, even though it does not contain any thiol groups and the
particle surface is slightly negatively charged [52,53]. The driving force for the
attractive interaction is not clear, but van der Waals interactions can be expected to
be important. The fact that ds-DNA readily adsorbs to gold surfaces must thus be
taken into account when examining the adsorption of complementary strands to
pre-functionalized ss-DNA gold substrates. In other words, ss-DNA strands not
only can adsorb to a pre-functionalized ss-DNA gold substrate by finding its
complementary strand, it can also do so through nonspecific interactions to the
bare gold surface.

The understanding of nonspecific binding of DNA to gold, which has been
underestimated in the past, is a prerequisite to control surface hybridization of
DNA as well as programmed assembly of DNA–gold nanostructures. Several
strategies to control these nonspecific interactions have been presented [12,44–
47]. Levicky and coworkers determined the layer density profiles of oligomeric
DNA monolayers on gold at high ionic strength (1M NaCl) by using neutron
reflectivity and ss-DNA that was functionalized at the 50 end with a thiol group
(HS-ss-DNA) [46]. Figure 11.2 summarizes schematically the main findings of
their work. The concentration profiles determined from neutron reflectivity are
given in Figure 11.3. The adsorbed layers of single-strandedDNA (HS-ss-DNA) on
bare gold clearly indicated to be compact, suggesting the presence of multiple
contacts between each DNA strand and the surface. That is to say, HS-ss-DNA
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interacts with the gold surface both via thiol-specific and nonspecific interactions.
If the surface were treated with mercaptohexanol (a short alkanethiol with a
terminal hydroxy group), the grafted DNA molecules would change conformation
and extend farther into the solvent phase. These changes are consistent with the
DNA remaining attached through its thiol end group, while contacts between DNA
backbones and the surface are prevented by the formation of a mercaptohexanol
monolayer. Finally, the adsorbed HS-ss-DNA layer readily hybridized to its
complementary sequence, which resulted in DNA helices with a preferred orienta-
tion toward the substrate normal.

Dendrimers arewell-defined cationic particles that canbe used to compactDNA. In
fact DNA/dendrimer complexes have been suggested to be used in gene transfection
[55]. DNA is transformed from a semiflexible coil to a more compact conformation
because of the electrostatic interaction when DNA is mixed with poly(amido amine)
(PAMAM) dendrimers [56]. However, the interaction is more complex, as dynamic
light-scattering (DLS) results reveal that one 2000 bp salmon sperm DNA molecule

(CH2)6-SH

buffer

= HS-(CH2)6-OH

(c)

(b)

(a)

Figure 11.2 (a) Single-stranded DNA (HS–ss-DNA) that adsorbs to the gold substrate
through the thiol end group as well as through backbone–substrate contacts. A multitude of
adsorption states exists. (b) After the formation of a mercaptohexanol (MCH) monolayer that
prevents contacts between theDNAbackbone and the substrate, theHS–ss-DNA is left attached
by the thiol end. (c) The end-tethered HS–ss-DNA after hybridization to complementary
oligonucleotides. (Taken with permission from [46])
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forms a discrete aggregate in dilute solution, with several PAMAM dendrimer of
generation four, with a mean apparent hydrodynamic radius of 50 nm. These discrete
complexes coexist with free DNA at low molar ratios of dendrimer to DNA, which
shows that cooperativity is present in the complex formation. DNA in the complexes
was also found to be significantly more protected against DNase-catalyzed digestion
compared to free DNA. The number of dendrimers per DNA chain in the complexes
was found to be approximately 35 as determined by steady-state fluorescence
spectroscopy.

11.4 DNA STRUCTURE ON SURFACES—COMPARISONWITH HIGHLY
CHARGED POLYELECTROLYTES

11.4.1 Regulating the DNA Compaction by Compaction Agents
at Interfaces to Control the Structure

Polymer–surfactant interaction,whichdependson the surfactant concentration aswell
as the polymer–surfactant ratio, can completely alter the interfacial behavior [52].
Polymer adsorption could be enhanced or suppressed by surfactant addition, depend-
ing on the properties of the surface, whether both components adsorb to the surface,
and the type of interactions between the twocomponents [57–60].When the surfactant

Figure 11.3 Scattering length density profiles determined from neutron reflectivity. (a)
Adsorbed HS–ss-DNA monolayer (dotted line). (b) Mixed HS–ss-DNA/MCH monolayer
(solid line). (c) Mixed HS–ss-DNA/MCH monolayer after hybridization (dashed line). Inset:
Corresponding DNA volume fraction profiles.
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and polymer are oppositely charged, maximum adsorption occurs generally at a
surfactant/ratios just before the expected phase separation region, while at high
enough surfactant concentration (above the CMC) the mixed polymer–surfactant
complex can desorb from the surface [60]. Another way to express this is that the
determining parameter in any adsorption process is the solvency effect [61]. For an
oppositely charged polyelectrolyte–surfactant system close to the point of phase
separation, where the net charge of the complex is sufficiently reduced, the quality of
the solvent decreases. Different results are generally obtained for coadsorption of
amphiphilic polyelectrolytes when surfactant is added to the pre-adsorbed polymer
layers andwhencomplexes are pre-formed in the solution prior to exposing the surface
to the polymer–surfactant solution [60].

Both DNA and cationic surfactants adsorb to hydrophobic surfaces [5,23,62,63].
Therefore the adsorbed amounts of each component could be either increased or
decreased in comparison to the single-component system, and the total adsorbed
amount would depend on the composition of bulk solution [24,64]. At negatively
charged surfaces, however, the similarly chargedDNAmacromolecule experiences an
effective repulsion that inhibits any adsorption. Cationic surfactants, on the other
hand, adsorb cooperatively on this type of surfaces above a concentration that is
slightly below the surfactant’s CMC [65–67]. For themixedDNA–cationic surfactant
complex, however, adsorption only occurs when the repulsion between the DNA
macromolecule and the surface is sufficiently decreased by the cationic surfactant–
DNA interaction. For positively charged surfaces, the opposite effect is expected: the
DNA macromolecules will be electrostatically attracted to the surface while the
cationic surfactants will be repelled from the surface because of electrostatic repul-
sions.When the surfactant andpolymer are oppositely charged, oneof the components
is expected to be adsorbed and the other is expected to stay in solution. However, co-
adsorption of the nonadsorbing component has been observed for other polymer–
surfactant systems in which the composition of the mixed layer depended on the bulk
compositionandhow the layer is formed [60,68]. In fact adsorptioncouldbe avoidedat
certain bulk compositions and polymer/surfactant ratio [60].

11.4.2 Cationic Surfactants and DNA at Hydrophobic Surfaces

If cationic surfactant is added to a hydrophobized silica surface pre-coated withDNA,
the adsorbed amount increases at the same time as the layer thickness decreases
[24,69]. Such increase in adsorbed amount is due to further adsorption of DNA–
cationic surfactant complexes from bulk. The layer compaction is due to the collapse
of DNA chains as a consequence of the interaction with surfactant aggregates, which
parallels the cationic surfactant induced compaction in solution [70,71]. The adsorp-
tion isotherm for the adsorption of DNA–cationic surfactant complexes to DNA pre-
coated hydrophobic surfaces resembles a Langmuir isotherm, and this is consistent
with monolayer formation.

Interestingly diluting the bulk solution leads to desorption of cationic surfactant
from the mixed layer and a relaxation of the adsorbed layer to more extended
conformations. However, the adsorbed DNA layer after removal of the cationic
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surfactant ismuch denser than that obtained before adding the cationic surfactant. Thus
treatment with cationic surfactants is a way to increase the density (larger mass and
thinner layers) of DNA adsorbed layers on solid substrates. Similar results were found
by AFM measurements on the adsorption of DNA/hexadecyltrimethylammonium
bromide (C16TABr) to hydrophobized mica [64] and by DLS measurements onto
polystyrene particles [29].

Type of Cationic Surfactant Affecting the Compaction of DNA at the
Interface The mixed DNA–cationic surfactant adsorption isotherms were not
significantly affected by the length of DNA (146 or 2000 bp) nor by whether the
DNAwas single or double stranded [24]. However, the type of cationic surfactant
used can affect the structure and properties of the formed layer, as observed in our
previous study [69]. Here we investigated the effect of the surfactant counterion
(C16TAX, where X¼Cl, Br, and F), hydrocarbon chain (C16TABr and C12TABr) as
well as the gemini surfactant (hexyl-a,o-bisdodecyldimethylammonium bromide:
C6(C12TABr)2) in detail and the main results are summarized in Figure 11.4. The
saturation adsorbed amount is significantly higher from mixtures of DNA and
various cationic surfactants than from DNA alone [69] (Figure 11.4). This

Figure 11.4 Adsorbed amount and adsorbed layer thickness for DNA and its mixtures with
cationic surfactant onto hydrophobized silica surfaces as determined by ellipsometry. The
plateau values before and after rinsing with 10mM NaX solution are given. The surfactant
concentration, C, was such that C/CMC¼ 0.002 and the DNA (2000 bp salmon sperm)
was 0.02mg/ml in a 10mM NaX solution. The corresponding adsorption of the surfactants
only, to the bare hydrophobic surface, is 1.72mg/m2 for C16TABr, 1.50mg/m2 for C16TAC,
1.15mg/m2 for C16TAF, 1.38mg/m2 for C12TABr, and 1.40mg/m2 for C6(C12TABr)2. (Figure
adopted from [69], where more experimental details are given)
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indicates that the surfactant plays an as determining role for interfacial behavior of
the mixed DNA–surfactant system as it does for bulk behavior. In general, the
steady-state surface excess concentration for DNA/cationic surfactant layers
before and after rinsing seems to be little influenced by the surfactant counterion
used, but the adsorbed amount of C12TABr is significantly lower. However, the
adsorbed amount upon rinsing with salt for DNA/gemini surfactant layers did not
reduce to half but remained almost unchanged. On the other hand, the layer after
complexation with cationic surfactant is about 50A

�
regardless of the surfactant (or

DNA) used. This layer thickness is similar to the repetitive unit for the hexagonal
structure of the liquid crystalline phase found for 1 : 1 complexes [72]. Upon
rinsing, the layer thickness did depend on the counterion used, with thicker layers
for smaller, more hydrated ions such as fluoride. Moreover the layer thickness
upon rinsing remained unchanged for complexes with gemini surfactant but
returned to the values before surfactant was added to the DNA layer for the case
of C12TABr. Thus the gemini surfactant seems to strongly interact with the DNA
and/or surface, which in turn leads to a more stable adsorbed layer in comparison
to that of DNA–single-chain surfactant mixtures. In the case of C12TABr total
surfactant desorption occurs, and the adsorbed DNA layer relaxes back to its
original conformation. This agrees with the lower stability of the DNA–C12TABr
complex reported earlier [73].

DNA Compacted by Cationic Surfactant at the Interface and Decom-
pacted by an Anionic Surfactant Anionic surfactants are known to induce
decompaction of cationic surfactant compacted DNA in the bulk due to association
of the cationic and anionic surfactantmolecules, which in turn leads to the formation
of mixed micelles or vesicles [74,75]. Indeed, adding sodium dodecyl sulfate, SDS,
to the DNA–C12TABr adsorbed layers on hydrophilic surfaces leads to total
desorption within minutes [76]. An example of these results are given in Figure 11.5
shows the layer thickness and adsorbed amount for DNA layers treated with
C16TABr are plotted as a function of time on hydrophobic surfaces. At t� 0
minutes, 0.02mg/ml DNA was injected in the cell and adsorption occurred. The
addition of 1� 10�6MC16TABr at t� 60minutes leads to increased adsorption and
compaction of the adsorbed layer. Then, 1� 10�6M SDSwas added at 175minutes
which leads to increased adsorption and an increase in layer thickness of about 10 A

�
.

The concentration of SDSwas raised to 2� 10�6M at 232minutes. In this case, only
a slight increase in adsorbed amount wasobserved.Finally, rinsingwith 10mMNaBr
solution was performed at 254 minutes.

Here we note that SDS does not induce surfactant desorption and DNA decom-
paction on DNA–cationic surfactant layers at hydrophobic surfaces; it instead leads to
further adsorption [69]. Such differences in the response to SDS addition indicate that
the DNA is kinetically trapped at the interface due to the hydrophobic interaction
between the surface and both the surfactant and the DNA molecule itself.

Naturally SDS does not adsorb onto negatively charged surfaces, neither it does
adsorb to aDNA layer on hydrophobic surfaces [24]. However, SDS adsorbs toDNA–
cationic surfactant mixed adsorbed layer, even though this layer, is formed from
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solution where the total charge ratio is far from electroneutrality with an excess of
negative charges [69]. Here it is important to point out that the cationic surfactant
induced compaction in solution is a highly cooperative process [70,71]. The precipi-
tated aggregate fromDNA and C16TABrmixed solutions are found to be 1 : 1 charged
complexes with no extra counterions [72]. Thus the complex formed at the interface
might well be neutral. We also observed that for C16TAX (where X¼ F, Br, Cl) and
C6(C12TABr)2 complexes with DNA, an increase in layer thickness by roughly 10 to
15A

�
also takes placewhen SDS is added [69]. This value matches the length of a SDS

molecule. Based on this finding, one might conclude that one monolayer of SDS is
adsorbed onto themixedDNA/cationic surfactant layer inwhich the hydrocarbon tails
are facing the adsorbed complex and the charged heads are facing the bulk solution.
Thus this mixedDNA/cationic surfactant adsorbed layer must appear as neutral when
it comes to SDS adsorption. However, when SDS is added to a pre-adsorbed layer of
DNA and C12TABr, the adsorbed layer thickness almost triples, but the increase in
adsorbed amount is comparable to that occurring for the other surfactants. SDS is then
able to interact with the cationic surfactant molecules inside the DNA–C12TABr
complex and disrupts the compact structure. As this is not observed with the longer

Figure 11.5 Adsorbed amount (circles) and layer thickness (crosses) for DNA and C16TABr
on a hydrophobized silica surface. The DNA concentration 0.02mg/ml, which corresponds to
6.2� 10�5M of negative charges. The DNA was added at time t¼ 0 to a concentration of
0.02mg/ml, which corresponds to 6.2� 10�5M of negative charges, (a) 1� 10�6M C16TAB
was added at 60 minutes followed by the addition of 1� 10�6M SDS at 175 minutes. The
concentration of SDS was raised to 2� 10�6M at 232 minutes. Rinsing with a 10mM NaBr
solution was performed at 254 minutes. (Data from [24,69], where further details are given)
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acyl-chain, these results confirm that hydrophobic interaction between the cationic
surfactant and the surface plays an important role.

Surfactant desorption was observed upon diluting the system leading to partial
decompaction of the adsorbed layer. A second addition of SDS did not cause any
apparent effect on the adsorbedamountor layer thickness of theDNAlayer, suggesting
that the remaining adsorbed layer was sufficiently negatively charged to inhibit any
adsorption of SDS (mainly composed ofDNAmacromolecules). This was the case for
all cationic surfactants studied except for the gemini surfactant. For the geminini
surfactant extensive rinsing with salt solution did not induce large desorption of
surfactant nor decompaction of the adsorbed layer (Figure 11.4). When SDS was
added to this “washed” layer, desorption occurred and the adsorbed layer expanded.
Further flushing with salt solution lead to additional desorption, and the remaining
layer thickness returned to around 50A

�
. Thus only in this case the interaction between

SDS and C6(C12TABr)2 is stronger than that of C6(C12TABr)2–DNA and the surface.

Structure of the Mixed Adsorbed Layer Small-angle neutron scattering
(SANS) was used to reveal the structure composition/structure of DNA–cationic
surfactant layers on particles. This can be achieved because neutrons scattering is very
different for hydrogen and deuterium. Thus, by selective deuteration of one
component and contrast matching of aqueous solvent (appropriate mixtures of
H2O and D2O), one component at a time can be made invisible. We used deuterated
polystyrene particles and a solvent contrast-matched to these particles so that the
neutron-scattered intensity recorded comes only from the adsorbed layer. Thus we
could reveal the structure of the DNA layer on the particles. Figure 11.6a gives the
SANS data for DNA-coated particles with increasing concentration of deuterated
cationic surfactant [77]. Here the neutron-scattered intensity recorded comes only
from the DNA adsorbed layer, since both the core of the particles and the cationic
surfactant molecules are invisible to the neutrons. As the concentration of cationic
surfactant is increased, the total scattered intensity decreases. Moreover the oscilla-
tions shift to larger Q and eventually disappear for 1mM C16TABr. This points to a
reduction in the total size of the coated particles as cationic surfactant is added, which
is in agreement with DLS and ellipsometry results. Figure 11.6b gives the SANS data
for DNA and hydrogenated cationic surfactant. In this case both the DNA and the
cationic surfactant are visible to the neutrons. Similarly the total intensity progres-
sively decreases, and the oscillations shift to largerQ as the concentration of cationic
surfactant is increased. The SANS data was fitted to the core-and-shell form factor,
confirming the decrease in the size of the shell upon addition of cationic surfactant.
Additionally the surfactant was found to be evenly distributed within the adsorbed
layer for the lowest cationic surfactant concentration used (where there was a large
excess of negative to positive charges in the system,r�/þ¼ 36). On the other hand, the
core-and-shell model could not be used to fit the data for DNA coated particles
containing 1mM h–C16TABr. This was due to the development of a shoulder in the
scattering profile at Q� 0.008A

� �1. The position of this shoulder coincides with a
shoulder observed in the absence of latex particles at similar conditions. Therefore
large cationic surfactant aggregates, similar to those identified in the absence of
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particles, are also formed within the adsorbed layers where the excess of negative to
positive charges in the system was reduced to r�/þ¼ 18. At this charge ratio the
adsorbed layer decreased from 24 nm (for surfactant-free DNA coated particles) to
6 nm. TheQ values for the shoulder in the scattering curve implies an aggregate size of
about 800A

�
, and these dimensions, considering the type of aggregate the surfactant

might form, suggest a rod-like micellar structure. Figure 11.6c gives a schematic
representation of the proposed structure for the adsorbed layers. Note that DNA
compaction by cationic surfactant at surfaces is more effective than in the bulk: under
similar conditions (r�/þ¼ 18) there is only a 20% size reduction for DNA–C16TABr
complexes in the bulk as compared to a 75% reduction in the adsorbed layer thickness

Figure 11.6 SANS data for DNA in 1 v/v% d-PS latex dispersion (circles) with 0.5mM
(crosses) and 1mM (triangles) (a) d-C16TABr or (b) h-C16TABr surfactant coated-particles.
Proposed structure for the DNA–cationic surfactant coated particles (c).
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of coated latex particles. This is a clear indication that the complexation betweenDNA
and the cationic surfactant is facilitated by the surface.

11.4.3 Cationic Surfactants and DNA at Negatively Charged Surfaces

DNAdoes not adsorb at similarly charged surfaces at low ionic strength conditions due
to electrostatic repulsion. As C16TABr is added to a DNA solution, the net negative
charge of the complexes is decreased until eventually phase separation occurs. For
DNA–C12TABr complexes, on the other hand, a very slow adsorption process takes
place at a DNA/surfactant molar charge ratio (r�/þ) of 0.3, which is just below phase
separation [76]. As suggested by the results in Figure 11.7, obtained by in situ
ellipsometry, the DNA molecules in the layer rearrange from a more extended to a
flatter configuration when the surface excess exceeds 0.5mg/m2.

Figure 11.8 gives the force versus distance betweenmica surfaces, obtained by the
interferrometric surface force apparatus, after the adsorption of DNA–C12TABr
complexes at r�/þ¼ 0.31 on the mica surfaces. The first approach (filled circles)
was performed one hour after the SFA chamber was filled with the DNA–surfactant
solution. A repulsive force is found with an onset at roughly 400A

�
. This value is close

Figure 11.7 Adsorbed amount (circles) and adsorbed layer thickness (crosses) as a function of
time for 2 kbp ds-DNA and C12TABr at r�/þ¼ 0.26. The DNA concentration was 0.06mg/ml,
which corresponds to 1.85� 10�4M of negative charges. The arrow indicates the point at which
continuous rinsingwith the 10mMNaBr solution was initiated. The time scalewas increase by a
factor of 20 after rinsing was started. (Data from [76], where further details are given)
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to the persistence length of ds-DNA (50 nm). The force curve is likely to be a
combination of electrostatic and steric forces, as the force versus distance curve does
not fit the curve expected from theDLVO theory. The surfaces can be approached until
a surface separation of around 50A

�
. The surfaces were then separated far apart

(0.5mm) and equilibrated for another 12 hours. The force curve recorded after 12
hours is completely different (open circles), as the repulsive force is of considerably
shorter range and there is an attractive jump from a surface separation of nearly 120A

�

to about 60A
�
. The long-range force can now be fitted to the DLVO theorywith a plane

of charge at a near 110A
�
surface separation and a decay length of 30A

�
, yielding a

surface potential of about 35mV. The potential shows that the surface charge is
drastically diminished by the adsorption ofDNA–C12TABr complexes. Themeasured
inward jumpdistance is about 60A

�
,which is about the sameas the surface separation to

which the surface jumps. This suggests that one adsorbed complex layer is removed
from thegapupon reaching contact. Similar trends are observed for another oppositely
charged polyelectrolyte–surfactant system—the chitosan–SDS system [57]. It should
be noted that the hard wall contact distance changes with time, which suggests
rearrangementwithin the adsorbed layer.Aplausible structure of the adsorbed layer of
DNA–C12TABr complex is that where the DNA strands are sandwiched between two

Figure 11.8 Force versus distance profiles recorded with the interferrometric surface force
apparatus between two mica surfaces in a 2 kbp DNA–C12TABr solution at r�/þ¼ 0.31. The
DNA concentration was 0.06mg/ml, which corresponds to 1.85� 10�4M of negative charges.
Closed and open circles indicate the first and second approach, respectively. The arrow
indicates the observed attractive inward jump. (Data from [76], where further details are given)
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C12TABr aggregates. The cross-section diameter of such an aggregate (�62A
�
) is

comparable with both the ellipsometer thickness and the SFA contact distance.
A more detailed picture of the mixed DNA–cationic surfactant complex on silica

surfaces can be obtained by means of neutron reflectivity. Figure 11.9 shows the
reflectivity profile for an adsorbed layer of DNA andC12TABr complexes using three
different contrasts: hydrogenated surfactant in D2O and fully deuterated hydrocarbon
chain surfactant both inD2O and aD2O/H2Omixture (CMSi) that is contrast-matched
to silicon [78]. For the hydrogenated surfactant in D2O showed that the neutron
reflectivity profiles contain information from both DNA and the surfactant within the
adsorbed layer. If, on the other hand, the deuterated surfactant is used instead of the
hydrogenated in D2O, we should record the reflectivity signal from DNA alone.
Finally, the deuterated surfactant in CMSi gives information mainly from the
surfactant within the adsorbed layer. The symbols in Figure 11.9 represent data
points, whereas the lines correspond to the best fit with parameters given in Table 11.2
(The same fit was used for the three different data sets). It is obvious from the fittings
that adsorption requires the formation of cationic surfactant ad-micelles on the surface
that occupies a volume fraction of about 53%. On top of these ad-micelles, a low-
volume fraction layer (>10%) of DNA is formed, which is decorated by more

Figure 11.9 Reflectivity profile for the DNA–C12TABr adsorbed mixed layer on silica
surfaces. The full lines represent the best fits to the data using a block model. Black and green
colors represent the reflectivity data and fit for the bare surface inD2Oand cmSi.The reflectivity
dataandfit for themixedDNAandcationicsurfactant inD2Oaregivenfor thehydrogenated(red)
and the fully deuterated hydrocarbon chain surfactant (blue). Finally, the reflectivity data and fit
for the mixed DNA–deuterated surfactant in cmSi are shown in purple 78.
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surfactants (themodel that gives the best fit assumes a third layer composed of cationic
surfactant). Thus DNA is not in direct contact with the surfaces but instead sits on a
surfactant cushion. Interestingly, at the corresponding total concentration of free
surfactant (assuming electroneutrality in theDNA–C12TABr complex), no significant
C12TABr adsorption fromapure surfactant solution is observed (ellipsometry gives an
adsorbed amount smaller than 0.05mg/m2). Therefore the presence of DNA in
solution induces the adsorption of the surfactant.

What is then the driving force for the adsorption to the hydrophilic surface?Limited
recharging occurs in the DNA–cationic surfactant systems; additional surfactant
binding does not therefore occur above the surfactant concentration slightly below
the charge neutralization condition [79]. Consequently an excess of free cationic
surfactant is present in a solution atr�/þ� 0.3. It should again be noted that at this low
C12TABr concentration (6� 10�4M) no significant C12TABr adsorption from a pure
surfactant solution is observed (G< 0.05mg/m2). Therefore we conclude that ad-
sorption only takes place when the charge density of the DNA–C12TABr complex
approaches neutrality and the system is close to the expected phase separation limit.
This can be regarded as a decrease of the solvent quality for the C12TABr–DNA
mixtures.

For C16TABr, phase separation occurs at a r�/þ value of about 9, without any
adsorption at the hydrophilic surface. Indeed the DNA–C16TABr complexes are more
stable in the bulk than those formed with C12TABr [73]. Therefore the interactions
betweenDNAandC16TABr in the bulk solution are stronger than the interactionswith
the surface, and consequently no adsorption takes place. Interestingly the DNA
molecular weight and conformation (single- vs. double-stranded chains) does not
seem to influence the interfacial behavior of the mixed DNA–C12TABr system at
negatively charged surfaces. This supports the idea that it is the interaction with the
surfactant that determines the adsorption process.

11.5 SOME APPLICATIONS—ARRAYS AND NANOSTAMPING

DNAmicroarrays is an immense fieldof research, andaproper reviewof the field is not
possiblewithin this chapter.However,wewould like todiscuss someaspects that are of
relevance for interfacial behavior of DNA.

The DNA surface density is a crucial parameter for functional microarrays and
biosensors used forgenotyping,monitoring gene expression, and biological detection.

TABLE 11.2 Parameters Used for the Fits of a Four-layer Model to the Neutron
Reflectivity Data in Figure 11.9

Oxide Layer Surfactant Layer 1 DNA Layer Surfactant Layer 2

Thickness (A
�
) 18 29 20 26

Solvent content (vol%) 0 53 90 94

Source: Data adopted from 78.
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It has to be sufficiently low so that the high surface density do not hinder hybridization,
namely due to the large electrostatic repulsion, but high enough to prevent nonspecific
interaction and to provide sufficient number of surface hybridized molecules to
analyze the concentration of initial free DNA [80–82].

The results by Levicky et al. [46], which were presented in Figure 11.3, show that
the grafted DNA molecules extend farther into the solvent phase when the surface is
treated withmercaptohexanol. The contacts betweenDNAbackbones and the surface
are prevented by the formation of a mercaptohexanol monolayer. Lee et al. used a
similar concept to control the orientation, but instead of mercaptohexanol they used
11-mercapto-1-undecanol (MUC) [12,45]. Their results shows that in the mixed
MUC/HS–ss-DNA layer the HS–ss-DNA is oriented more upright from the surface,
and consequently no detectable nonspecific binding of DNAwas found for the mixed
layer. Maximum hybridization with complementary DNA strand was also observed
for these mixed layers, which suggests the importance of probing the orientation of
HS–ss-DNA to obtain efficient hybridisation.

Hong et al. developed second generation dendron-modified surface to ensure a
proper spacing between the immobilized DNA [83]. The DNA microarray on this
surface provided each probe DNAwith ample space for hybridization with incoming
target DNAs, and it also showed enhanced discrimination efficiency for various types
of single-nucleotide polymorphism. They found that the washing process after the
hybridization was critical for the high discrimination efficiency. This can interpreted
as evidence of nonspecific binding (adsorption) ofDNA,which has a lower affinity for
the surface and therefore it can be easily removed by rinsing.

Seeman and co-workers were pioneers in exploiting DNA structural transitions,
as well as its sequence specific binding to produce a variety of DNA-based objects,
lattices, and nanomechanical devices [84]. DNAmotifs can be combined with other
materials such as nanoparticles of gold, and use can be made of DNA complemen-
tarity to organize the nanoparticles into two-dimensional periodic structures [85].
The hierarchical characteristics of RNA can be exploited in a similar way as for
DNA. Jaeger et al. showed that small RNA structural motifs can code the precise
topology of large molecular architectures [86]. Here the RNA building blocks,
tectosquares, can be regarded as pieces in a molecular jigsaw puzzle. This can be
developed to host and organize various molecular components at relative defined
positions with high precision. The formation of tectosquare assemblies is a subtle
interplay of enthalpy and entropy and therefore highly dependent on the strength,
length, and orientation of the tail connectors as well as the environmental conditions
such as RNA and divalent ion concentrations, temperature, and assembly protocols
[86].

One very fascinating use of DNA at interfaces and the hybridization with
complementary strands is the so-called supramolecular nanostamping, which has
been presented by Stellaci et al. [87]. The idea is to create patterns with some (nano)
lithographic technique onto which single-stranded DNA molecules of known
sequence can be pattern grafted. The complementary DNA molecules are then
spontaneously assembled onto the original pattern arising from sequence-specific
interactions. The end far from the original surface on these complementary strands is
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the 50, which are modified with chemical groups such as hexyl-thiols. These “sticky
ends” can then form bonds with a target surface that is brought into contact. Heating
induces dehybridization between DNA strands, leaving the original pattern on the
original surface and the copied pattern on the secondary substrate. This method was
reported to provide high resolution (<40 nm). Another advantage is that it is easy to
producemanycopies because anyprinted substrate canbe reused as amaster.A typical
example of supramolecular nanostamping is shown in Figure 11.10, in which two
different masters were used (one gold nanowire prepared by using Achromatic
interference lithography (AIL) and the other micrometerscale pattern using dip pen
nanolithography (DPN)). The master was prepared by placing the patterned gold
surface in 5 mmol solution of 18mer 50 hexyl-thiolmodified ss-DNA.After rinsing, the
master was incubated with 50 hexyl-thiol modified cDNA. A drop of water was then
placed on the surface and a second gold surface was placed on top, whereby the
surfaces were pulled together by capillary force. The two surfaces could be separated
by placing them in buffer solution at 80�C, which acted to dehybridize the DNA
grafted on the two surfaces. The image shown in Figure 11.10 is an exact copy of the
master. However, this technique would be some what difficult to apply for longer
chains where nonspecific interaction could make copying less efficient.

Figure 11.10 Results from supramolecular stamping that make replication of single-
stranded DNA features through a hybridisation–contact–dehybridization cycle. (A) Tapping
mode AFM height image of a series of DNA lines printed from a uniformly gold-coated SiO2

substrate. Only the DNA on top of the wires could reach the second substrate and thus
be printed. The inset shows the AFM height profile of the printed lines. Note that the distance
between the two lighter lines is 15 nm. (B) Fluorescence microscopy image of a sample
printed from a master that is created lithographically by dip pen nanolithography (DPN).
A 40 by 40 mm rectangular box of octadecanethiol was written on gold; then a DNA
monolayer was formed around it. This monolayer was printed and the sample was immersed
in a solution of Rhodamine Green labeled DNA. The fluorescent DNA hybridized to its
complement, leaving a 40 mm black box. These images show the versatility of the technique.
Note that printable length scales range from hundreds of nanometers to hundreds of microns.
(Reproduced with permission from [87]) (See color plate.)
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CHAPTER 12

Role of Correlation Forces for
DNA–Cosolute Interactions

MALEK O. KHAN

12.1 INTRODUCTION

DNA condensation—when DNA folds from an elongated conformation into a
compact structure—is necessary for the proper biological function of the DNA
molecule. In vitro a DNAmolecule is stretched because of the electrostatic repulsion
between the negative charges of the phosphorous groups. Many different condensing
agents have been used to counteract this electrostatic stiffening, and single DNA
chains have been seen to fold into compact structures by neutral and charged polymers
[1–6],multivalent ions [7–9], surfactants [10–13], and alcohols [14]. This chapterwill
focus on the electrostatic mechanisms and show how correlations between charged
species in the solution drive the folding process of single DNA molecules.

12.2 EXPERIMENTAL EVIDENCE OF DNA CONDENSATION INDUCED
BY ELECTROSTATIC AGENTS

The term DNA condensation should be used with some care as it has been used for
single-molecule collapse, aggregation of molecules, and mixtures of both. Here we
will only discuss the folding of single molecules. For example, T4 phage DNAwith
160,000 base pairs has a contour length of 54 mm and has to fit into a virus capsid of
about 100 nm in diameter. The linear extension of the DNA molecule needs to be
compressed by a factor of 540 [15].

Apart from the large reduction in size, there are other striking features of DNA
condensation. In a series of experiments Yoshikawa and co-workers observed the
condensation of single molecules by fluorescence microscopy [2,5,7,8,11,16].
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Figure 12.1 (a) Distribution of the long-axis lengths L of T4 DNA molecules vs the weight
fraction of tert-butyl alcohol in aqueous solution. 100 single DNAmolecules are measured for
each tert-butyl alcohol concentration. (Reprinted from [22]Q1 ) (See color plate.)

Figure 12.2 Transmission electron microscopic photographs of T4 DNA collapsed into a
giant toroid with 6mM spermidine in the presence of high salt (50mM NaCl and 10mM
MgCl2). The scale bar corresponds to 100 nm. (Reprinted from [16])
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Figure 12.1 shows the condensation of DNA molecules induced by mixing an
alcohol to the aqueous solvent. Only stretched DNA coils or compact molecules are
present, and no DNA molecules of intermediate size are found. Although the
experiment shows all-or-nothing behavior, typical of first-order phase transitions,
when averaging over the full ensemble, the condensation looks like a gradual
transition. This is reflected in experiments that only measure ensemble averages,
such as X-ray scattering [17].

The morphology of compact DNA has been investigated by several methods. The
dominating structures are toroids and rods. Figure 12.2 shows a transmission electron
microscopy picture of DNA compacted by spermidine(3þ).

12.3 SIMULATIONS USED TO CHARACTERIZE THE DNA
COMPACTION MECHANISM

To better understand the experimental findings above, a number of simulations have
been carried out [18–22]. Full atomistic detail is not needed, so we will restrict the
study to a mesoscopic model. In these calculations DNA molecules are modeled as
simple charged hard spheres connected by rigid bonds; see Figure 12.3. The solvent is
not explicitly present; rather it is modeled as a dielectric continuum with a relative
dielectric constant e.

Figure 12.3 Simple mesoscopic model used in simulations of DNA condensation. The dark
gray monomers and the light gray counterions are all charged. The solvent is not modeled
explicitly but rather as a dielectric continuum with a relative dielectric permittivity constant e.
All particles are enclosed in a spherical cell (not shown here). For a full account of the model
see, for example, [18].
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Our choice of methods to calculate the properties of the system in Figure 12.3 is
metropolis Monte Carlo (MMC) and the Wang–Landau (WL) implementation of
flat histogram Monte Carlo. The well-known MMC is efficient and easy to use to
calculate equilibrium properties of well-behaved systems. WL is used as a com-
plement when the DNA system has a complex free energy structure and can be
thought of as close to a phase transition. Details of these simulations are published
elsewhere [18–22].

12.4 ION CORRELATIONS LIMITING THE VALIDITY OF DLVO THEORY

Before analyzing the simulation results, we need to know something about the forces
governing macromolecules. The theoretical cornerstone of colloidal and macromo-
lecular stability is the Derjaguin–Landau–Verwey–Overbeek (DLVO) theory [23,24]
in which attractive van der Waals forces are balanced by repulsive electrostatic
interactions. In DLVO theory the electrostatic interactions are treated with the
Poisson–Boltzmann (PB) mean-field approximation. Although successful for a vast
range of charged systems, it has been shown that the PB approximation is qualitatively
incorrect when the electrostatic interactions are strong [25,26], such as when
multivalent counterions are present or when the dielectric constant of the solvent is
small.

A simple system, which has been used in order to elucidate the role of electrostatic
forces in the DLVO theory, is the planar double layer. This model only includes two
charged walls and its counterions, see Figure 12.4a. In the PB approximation, the
ensemble averaged counterion distribution is calculated by coupling the Poisson
equation with the Boltzmann distribution (see Chapter 1).

The system depicted in Figure 12.4a can also be solved with Monte Carlo (MC)
simulations. The benefit of using a numerical method is that it is possible to obtain
an exact result (or at least a result with a known statistical deviation) for the
postulated model. Since all simulations deal with finite amounts of particles, a
portion of the system, which is infinite in x- and y-directions, is chosen as the
central cell in which all calculations are made. The main output from the MC
simulations is the wall–wall interaction, here reported as the pressure lateral to the
walls. The pressure (or force per area unit) between the two walls can be calculated
at any plane parallel to the walls. It is well established that the midplane is preferred
for reasons of numerical stability [25]. At the midplane the pressure can be
calculated as [27]

P ¼ kTrþPES: ð12:1Þ

The first, entropic, term comes from the concentration, r, of counterions at the
midplane (k is the Boltzmann constant and T is the temperature). The second term
PES is the electrostatic force per unit area acting across the midplane.

It is interesting to study the separate components of the pressure as divided in (12.1).
At themidplane the entropic part of the pressure is proportional to the ion concentration
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and always positive (repulsive). Mean-field theories will only have this term always
resulting in positive pressures. The electrostatic contribution PES is related to the
deviation of the ionic distribution from itsmean. This attractive component is known as
correlation interaction.

Figure 12.4 (a) Amodel system for the electric double layerwith twoplanar parallel surfaces
separated a distance 2a and with a uniform surface charge s. (b) The osmotic pressure as a
function of the surface charge density for divalent counterions. The distance 2a between the
walls is 2.1 nm. The solid curve shows the PB results, and the symbols represent theMC values
of the total pressure (circles) and the attractive correlation term (squares). The surface charge
density is s¼ 0.2244 cm�2. (Results from [25])
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When comparing the PB results with MC simulation results for monovalent
counterions at low to moderate surface charges (see the insert in Figure 12.4b), it
is clear that the two methods result in identical wall–wall forces. For larger surface
charges the PB andMC results differ from each other, but both are still larger than zero
(repulsive). For divalent counterions, there is a large deviation between the results
from PB andMC calculations, except for small surface charges (see the main graph in
Figure 12.4b). For large surface charges, the PB results are qualitatively wrong since
the walls always repel each other within the PB approximation, while the MC
calculations result in attractive wall–wall interactions [25].

Figure 12.4b nicely illustrates that the decrease of the entropic repulsion is larger
than the decrease of the electrostatic attractionwhen the surface charge increases. The
net attraction at high surface charge, when divalent counterions are present, stems
from the electrostatic counterion correlation attraction being changed less than the
entropic repulsion [25]. To rephrase, even if the electrostatic correlation attraction
becomes smallerwith increasing surface charge, it becomes relativelymore important
since the entropic repulsion decreases faster. In Figure 12.4b the entropic part is not
explicitly drawn, but it can be obtained as the difference between the total pressure
(circles) and the electrostatic pressure (squares). The entropic pressurewill be equal to
the PB calculated pressure for small surface charges and will decrease toward zero for
large surface charges. The entropic pressure goes to zero because the counterions are
drawn toward the wall and depleted from the midplane when the surface charge is
increased.

Other theoretical methods such as hypernetted chain calculations [26] have
confirmed the MC results described here. The failure of the DLVO theory is not
unique for the planar system; the same response can be found in othergeometries.Also
there are severalmeasurements showing evidence of the importance of ion correlation
in experimentally realizable systems [28,29].

12.5 ION CORRELATIONS DRIVING THE COMPACTION OF DNA

Drawing on the insights learned about effective attractive interactions between like-
charged surfaces, we now continue by showing that ion correlations are the electro-
static driving force for DNA condensation.

Using the model outlined in Figure 12.3, it is possible to investigate the role of the
electrostatic interactions by gradually increasing the charge of every monomer of the
polymer chain. This is, of course, not done physically and it cannot be realized for real
DNA chains, but as a thought experiment it highlights some important features of
polyelectrolytes.

The effects of varying the monomer charge zm, for a few different counterion
valences, zc, are shown in Figure 12.5. For monovalent counterions it is found that the
end-to-end distance increases significantly as themonomers of the polyelectrolyte are
charged up. This behavior is expected and can be predicted from mean-field models.
When divalent counterions are used, the end-to-end distance first increases as the
monomer charges are increased. Formonomer charges larger than zm¼ 0.5, there is no
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further increase in size, and for zm> 1.0, a small decrease of the chain size can be
noticed. This effect is emphasized when trivalent counterions are used [20,30–34].
TheDNAchain decreases in sizewhen themonomer charged is increased for zm> 0.1.
At a sufficiently high monomer charge, zm> 0.6, the end-to-end distance even
decreases below that of a self-avoiding chain (neutral polymer). This is clear evidence
of an effective attractive interaction between monomers that have the same charge.

Figure 12.5 End-to-end distance as a function ofmonomer charge, for different valency of the
counterions. No salt was added (N¼ 80, cm¼ 5.4mM, and b¼ 6A

�
). (Results from [20])

Figure 12.6 The size of polyelectrolytes, normalized by the size at e¼ 78, as a function of the
relative dielectric constant. Diamonds represents results from fluorescence measurements of
DNA [22]. In these experiments e is changed by mixing an alcohol with water. The results
presented here are from the same kind of experiments as presented in Figure 12.1. Circles are
from relative viscosity measurements of sodium polystyrene sulphonate [48]. Here e is varied
by mixing dioxane with water. Squares are from Monte Carlo simulation results of a flexible
polyelectrolyte as presented in Figure 12.3 [22].
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These results indicate that the attraction must be of electrostatic origin as nothing else
enters the interaction potential (see the model in Figure 12.3).

A parameter that controls the electrostatics, and is easy to change in experiments,
is the relative dielectric constant e. One example is the experiment described in
connection to Figure 12.1, where DNA has been compacted by mixing alcohol with
water. Figure 12.6 shows the size of the DNAmolecule as a function of e, instead of
the weight percentage of t-butanol. For pure water, e¼ 78, and DNA molecules are
found in extended conformations. When the ratio of t-butanol to water is increased,
namely when e is decreased, the DNA molecules decrease in size. It is possible to
perform the corresponding experiments with different alcohols. Independent of the
alcohol used, DNA compacts in the same manner as a function of e [22]. This is
further evidence that electrostatic interactions are the driving force behind the
compaction of DNA. To further push this point, we report simulation results where
there are no other possible compacting interactions than electrostatics. Figure 12.6
shows how the size of a polyelectrolyte decreases with the dielectric constant. We
find the rather counterintuitive effect that when the strength of the electrostatic
interactions is increased (by decreasing e in Figure 12.6 and by increasing zm in
Figure 12.5), there is an effective attractive interaction between like-charged
monomers.

The compaction of a charged polymer when the importance of the electrostatic
interactions is increased is not specific to DNA. Note that Figure 12.6 also shows that
the size of NaPSS (sodium polystyrene sulphonate) to decrease when the relative
dielectric is decreased.

Both experiments and simulations conclusively show that it is possible to
condense DNA molecules solely by increasing the strength of the electrostatic
interactions and that there is an effective attractive interaction between like-charged
monomers. This cannot be explained by mean-field theory; rather, the mechanism
behind this is ion–ion correlations. As for the planar case where two like-charged
surfaces can have an effective attractive interaction due to the counterions, mono-
mers of the same charge can effectively attract each other because of the counterions
being always present. From snapshots of the simulations, shown in Figure 12.7, it is
clear that for DNAwith monovalent counterions, the counterions are rather evenly
spread over the solution. When trivalent counterions are present, the multivalent
counterions are located very close to the chain. In the same way as for the planar
case, the tendency of multivalent ions to be close to the monomers counteract the
double-layer repulsion by (1) decreasing the entropic repulsion and (2) giving rise to
a direct attractive interaction.

If the condensation of DNA is an electrostatic effect, adding salt to the solution
should diminish the electrostatic interactions and thus counteract the compacting
mechanism. Figure 12.8 shows fluorescence microscopy pictures of T4 DNA
compacted with spermine, zc¼ 4. For the case of no added salt, [NaCl]¼ 0mM,
only compact DNA can be found. For a high-salt concentration, [NaCl]¼ 300mM,
only elongated coil structures can be found. For an intermediate salt concentration,
[NaCl]¼ 30mM, there is a coexistence of compact globules and elongated coils
[21].
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The effects of adding simple salt can also be studied in simulations. Figure 12.9a
shows NaCl added to a polyelectrolyte-counterion system. As we know by now, a
charged polymer with monovalent counterions takes on an elongated conformation.
When simple salt is added to this system the repulsive monomer–monomer interac-
tions are decreased, and the end-to-end distance of the chain decreases with increased
salt concentration. This can be thought of as normal electrostatic screening.

Figure 12.7 Simulation snapshots of a flexible polyelectrolyte with (a) trivalent counterions
and (b) monovalent counterions.
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Figure 12.8 Experimental evidence that simple salt unfolds DNA compacted by spermine
(SPM). (a), (c), and (e) are video frames from the fluorescence microscopy image of single
T4DNAmolecules at [SPM]¼ 2� 10�6M. The scale bars represents 5 mm. (b), (d), and (f) are
the corresponding quasi–three-dimensional representations of the fluorescence intensity. (a)
and (b) show the salt-free case, [NaCl]¼ 0M.(c) and (d) show the case where [NaCl]¼
30mM. (e) and (f) show the results for high salt concentrations, [NaCl]¼ 300mM. (Reprinted
from [22]).
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Figure 12.9 (a) End-to-end distance of aN¼ 24monomer polyelectrolyte as a function of salt
concentration. In the MC simulations different counterions were used. The valences of the
counterions are monovalent (squares), divalent (diamonds), trivalent (triangles), and tetrava-
lent (circles). (b) Distribution functions, as counted from the center of a monomer in the chain,
for the tetravalent counterions at different salt concentrations: 0M (long-dashed), 0.5M
(dashed), 1.0M (dotted), and 2.0M (solid). The arrows indicate the counterion concentration
at the closest possible distance to the monomer. (Reprinted from [21])
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When no simple salt is added, a larger counterion valence leads to a smaller chain
size. The case that corresponds to spermidine, zc¼ 3, is roughlyhalf the size of the case
where the counterionvalence is zc¼ 1. For the zc¼ 3 case the chain increases in size as
simple salt is added. The compacting mechanism when multivalent counterions are
present is due to ion–ion correlation, and this electrostatic interaction is counteracted
by the addition of salt. Put another way, adding salt to an elongated polyelectrolyte,
zc¼ 1, decreases the chain size, whereas adding salt to a compact polyelectrolyte,
zc¼ 3, increases the chain size.

Figure 12.9a also shows thatwhen enough simple salt is added, the polyelectrolytes
reach the same size independently of the valence of the counterions. The size is the
same as for an uncharged polymer, which indicates that electrostatic effects are
screened out.

Figure 12.9b shows the radial distribution functions for tetravalent counterions.
The counterion concentration near the monomers is much lower for systems with a
high salt concentration. Some of the multivalent ions in the vicinity of the polyelec-
trolyte are replaced by monovalent salt. This competition effect decreases the
correlation effect, and so explains why the attractive forces diminish and the chain
dimensions increases [21].

12.6 CONFORMATION OF COMPACT DNA—THE COIL TO TOROID
TRANSITION

Althoughall the investigatedpolyelectrolytes decrease in sizewhen e is decreased, it is
clear from Figure 12.6 that the condensation of DNA is very different from the
condensation of NaPSS and the fully flexible model polyelectrolyte. This difference
has to do with the intrinsic stiffness of DNA [19,35].

In this section the effects are examined of the addition of multivalent salt on the
condensation and conformation of polyelectrolytes of varying degrees of polymer
backbone stiffness. The chain stiffness will be characterized by the intrinsic non-
electrostatic persistence length l0p obtained from an uncharged chain as the average
projectionofa center-to-endvectorwith respect to thedirectionofa centralbond,which
makes l0p a projection length (see Chapter 1). The results will be presented for three
chains with l0p ¼ 12 A

�
(flexible), l0p ¼ 39 A

�
(semiflexible), and l0p ¼ 120 A

�
(stiff).

The chain consists of N¼ 128 monomers, the bond length is b¼ 6A
�
, resulting in a

contour length of 762A
�
.

The multivalent counterion is added as part of a 1:4 electrolyte in which the
tetravalent ion is the counterion to the univalent backbone charges on the polyelec-
trolyte. The added salt concentration is measured in terms of a dimensionless factor f,
which is the (unsigned) ratio of the total charge from the tetravalent counterions to the
total charge on the polyelectrolyte. In the absence of added 1 : 4 electrolyte, f¼ 0,
whereas f¼ 1 means that the total charge from the tetravalent counterions is equal to
the charge of the polyelectrolyte.

Figure 12.10 shows that all three chains, which have different intrinsic stiffness,
decrease in size with added multivalent salt (increasing f). For the most flexible
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chain, Ree decreases almost linearly until it reaches a minimum at about f¼ 1. This
confirms the simulations explained in conjunction to Figures 12.5 and 12.6 and also
other, both theoretical [36] and experimental [37], results that show how polyelec-
trolytes assume a minimum size for a certain amount of added multivalent salt. As
further salt is added, the chain size will increase again [36,37]. In simulation work of
flexible polyelectrolytes [38], where the compacting agents were trivalent counter-
ions, the minimum size was found for 1 < f < 3. The chain sizes increase for f > 3,
which is well beyond the limits of the present work.

In Figure 12.10 we also see that, not unexpectedly, the amount of tetravalent ions
needed to contract the chain increaseswith chain stiffness. FurthermoreRee reaches its
minimum at f¼ 1 for the chain with l0p ¼ 39 A

�
, whereas for the stiffest chain with

l0p ¼ 120A
�
, the minimum is not evident even at the highest concentration of added

tetravalent salt examined in this study, f¼ 1.5. The amount of multivalent salt needed
to decrease the polyelectrolyte size below that of the neutral polymer is f¼ 0.8 when
the intrinsic persistent length is l0p ¼ 39A

�
and f¼ 1.1 for l0p ¼ 120A

�
. Similar results

have been found in simulations of neutral polymerswhere compactionwas induced by
decreasing the temperature [39]. For stiffer chains, lower temperatureswere needed in
order to compact the chains.

The distribution of end-to-end distances shown in Figure 12.11 provides further
insight into the nature of the polyelectrolyte collapse. As multivalent salt is added
to the fully flexible chain ðl0p ¼ 12 A

�
), the average Ree decreases but the Ree-

distribution functions keep the same shape. Without any added multivalent salt,

Figure 12.10 Collapse of polyelectrolytes, neutralized by monovalent counterions and
induced by adding a 4 : 1 salt. The tetravalent ion is oppositely charged to the monomers
and f is the proportion of tetravalent ions to monomers, multiplied by 4. The diamonds
correspond to a freely jointed chain (l0p ¼ 12 A

�
), the squares to a semi-stiff chain (l0p ¼ 39 A

�
),

and the circles to the stiffest chain (l0p ¼ 120 A
�
). The size of the corresponding neutral

polymers are given by the dashed lines and the points at which the polyelectrolytes have the
same average size as the corresponding neutral polymers are indicated by arrows. (Reprinted
from [19])
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Figure 12.11 (a), (b), and (c): Distribution functions of the end-to-end distance for (a) a freely
jointed polyelectrolyte (l0p ¼ 12 A

�
), (b) a semi-stiff chain (l0p ¼ 39 A

�
), and (c) a stiff chain

(l0p ¼ 120 A
�
). The polyelectrolytes are neutralized by monovalent counterions and a 4:1 salt is

added. The numbers labeling the curves indicate the proportion of charges from the tetravalent
ions to the charges from themonomers. The dashed lines show the distribution functions for the
corresponding uncharged polymers. Note that the y-axis of the three graphs have different
scales. For the stiff chain, error bars are shown for the f¼ 1.19 case. These error bars
are constructed by performing the simulations 10 times. (d), (e), and (f): Snapshots from
simulations of (d) a freely jointed polyelectrolyte (l0p ¼ 12 A

�
), (e) a semi-stiff chain (l0p ¼ 39 A

�
),

and (f) a stiff chain (l0p ¼ 120 A
�
). The number of tetravalent salt particles corresponds to (from

top to bottom) f¼ 0.0, 0.25, 0.5, 0.75, and 1.0. Only the polyelectrolyte is shown. For the stiff
chain (f) it is possible to find both compact and elongated conformations (not shown) for f¼ 1.0.
(Results from [19])
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the distribution function for the semi-stiff chain ðl0p ¼ 39 A
�
) resembles the distri-

bution function of the flexible chain, except that the curve is centered around a larger
Ree. When multivalent salt is added, the center of the distribution function moves
continuously toward smaller Ree, just as for the flexible chain. However, at
intermediate concentrations of added salt (f� 0.75–0.90), the distribution function
ofRee for the semi-stiff chain broadens to about twice thewidth as that in the absence
of added salt. At even higher salt concentrations (f> 0.90), the distribution function
becomes sharper again.

For the stiff chain ðl0p ¼ 120A
� Þ, adding small amounts of tetravalent salt (f� 0.8)

does not change the position of themaximum but results in a tail toward smallRee. For
larger f, p(Ree) has twomaxima, which indicates the coexistence of an elongated chain
and a compact chain. This coexistence seems to remain even for large f.

Even though the sizes of both stiff polyelectrolytes and freely jointed polyelec-
trolytes decrease with the addition of multivalent counterions, the chain structures,
both at intermediate and high counterion concentration, differ. Snapshots from the
MC simulations, shown in Figure 12.11, illustrate how the freely jointed polyelec-
trolyte, which is highly extended in the absence of added salt, folds locally when
multivalent salt is added. At intermediate f-values small compact regions of
monomers are found along the stretched chain. These regions increase in size
with the added salt, and when the polyelectrolyte is fully neutralized by the
multivalent counterions, it collapses into one compact region. The size of the
semi-stiff chain changes rapidly over the added salt concentration (f� 0.65–0.85).
With a potential that resists local bending, the chain cannot form small compact
structures as in the case of the flexible chain. The polyelectrolyte instead changes
size by bending on a large scale that involves many monomers; see Figure 12.11e.
For the stiff polyelectrolyte, even large-scale folding, involving many monomers, is
unlikely to occur. The polyelectrolyte remains elongated for salt added up to f¼ 1.
For f� 1, it is possible to find conformations where the whole chain folds into a
compact structure [31,39–41].

This experience, which is supported by other simulations of compacted stiff
polyelectrolytes [31,42] and stiff neutral polymers [39,43–45], showed that toroidal
shapes, rod-like shapes as well as intermediates of the two can be found. Further
investigation isneeded toclarify the true equilibriumdistributionbetween these shapes.

In order to examine the coexistence between compact and elongated polymer
configurations for the stiff polymer, the shape was calculated of molecules as
expressed in the degree of oblateness/prolateness, S. S, which is calculated from the
eigenvalues of the components of the radius of gyration tensor [46,47], has the limits
�0.25< S< 2. The sign of S determines if the polymer is predominantly oblate
(negative) or prolate (positive). Figure 12.12 shows the distribution of S for the stiff
chain discussed above ðl0p ¼ 120 A

� Þ. It is clear that both oblate and prolate config-
urations can be found at equilibrium for this chain.

The simulation snapshots, together with the size of the polymers (Ree and Rg) and
the degree of oblateness/prolateness (S), show how the simple DNA model used can
account for the first-order-like coexistence between compact flat toroidal and elon-
gated coiled configurations found in experimental results.
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12.7 CONCLUSIONS

This chapter described how ion correlations can be important when electrostatic
interactions are strong (or when the entropic contributions are small). It was shown
how by incorporating this effect in a simplemodel ofDNA, it is possible to explain the
condensationofDNAasdue to electrostatic condensation agents such as lowdielectric
solvent or multivalent counterions. Further the model proved also to be useful in
pointing out the DNA intrinsic stiffness as a contribution to the typical coexistence of
toroids and coils found in DNA solutions.

The good agreement between the model used here and experimental findings are
shown in Figure 12.13. In the theoretical model as well as the fluorescence experi-
ments, the elongatedDNAmolecules do not change size initially when small amounts
ofmultivalent counterions are added. For some critical amount of salt, both theory and
experiments show how the elongated chains coexist with toroidal compact chains. As
the amount of multivalent counterions is further increased, the number of toroids
increase while the number of elongated coils decrease. Partly folded chains do not

Figure 12.12 The distribution of the asymmetry for a stiff polymer (l0p ¼ 120 A
�
). The

asymmetry parameter S measures the degree of oblateness/prolateness and is S< 0 for oblate
shapes and S> 0 for prolate shapes.

3

Figure 12.13 (a) Collapse of the stiff polyelectrolyte (l0p ¼ 120 A
�
) as discussed in Figures

12.10 through 12.12. The polyelectrolyte is neutralized by monovalent counterions, and the
collapse is induced by adding a 4:1 salt. The tetravalent ion is oppositely charged to the
monomers and f is the proportion of tetravalent ions tomonomers, multiplied by 4. The average
end-to-end distance is given by the solid line, and the dashed lines correspond to the most
probable collapsed and extended Ree as deduced from the distribution curves in Figure 12.11c.
The dotted line shows the least probableRee for the polyelectrolyte.Also shown are snapshots of
elongated and compact conformations found in the coexistence region. (Reprinted from [19])
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Figure 12.13 (b) Long-axis lengths of T4DNAmolecules corresponding to the concentration
of spermidine as measured in fluorescence microscopy experiments; see Figure 12.8. The solid
circles indicate the maxima for the coil and globule, respectively, in the distribution of DNA
lengths. The statistical error in the distribution is given as the standard deviation. The broken
line represents the transition curve for the ensemble average of the long-axis lengths. Also
shown are fluorescence microscopic images of T4 DNA in the coil and globule states.
(Reprinted from [8]).
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appear important at equilibrium in either theory or experiments. As can be seen in
Figure12.13, the ensemble averaged sizeof theDNAmoleculesdecreases smoothlyas
a function of added multivalent counterions.
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CHAPTER 13

Simulations of Polyions: Compaction,
Adsorption onto Surfaces, and
Confinement

A.A.C.C. PAIS and P. LINSE

13.1 INTRODUCTION

Polyelectrolytes are polymers bearing ionizable groups. In polar solvents thesegroups
can dissociate into charged polymers (polyions) and small counterions. The long-
ranged character of the electrostatic interaction gives solutions of polyelectrolytes
specific properties clearly distinct from those of solutions of uncharged polymers.

In this Chapter we discuss some properties of coarse-grained polyion models
representing aqueous solutions of polyelectrolytes based on recent computer simula-
tions. Our focus will be on the spatial extension of single polyions with counterions of
different valences in solution, polyionadsorptionsonto charged surfaces, and confined
polyions. Throughout emphasis will be on systems where the electrostatic interaction
dominates the properties of the systems. Such systems have been recently, in different
aspects, the subject of several reviews [1–4].

The most striking effect of adding multivalent cations to a solution of a negatively
charged polyions is, undoubtedly, the compaction of the polyion. If the polyion is
flexible, disordered globules are obtained, whereas toroidal structures are typically
formedwith stiff chains [5]. The fact that systems of biological interest, such as DNA,
involve long chains and usually large concentrations of compacting agents, has
deterred simulation studies either based on Monte Carlo techniques or molecular
dynamics of such systems. However, from the experimental point of view, a large
number of studies on the individual behavior of long chains under the action of various
compacting agents have been reported starting in the mid-1990s [6–11].
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A substantial contribution to the stiffness of DNA comes from intramolecular
electrostatic repulsion. Therefore charged agents are more effective than nonionic
ones to compact DNA by reducing its persistence length. However, it is observed that
usually a large charge excess of the charged agent is needed to induce compaction of
DNA [12]. Several experiments show that condensation of biopolymers such as DNA
ormicrofilaments can be induced by the addition ofmultivalent ions as trivalent metal
ions or polyamines [13–15].

The characterization of the conformations and energetics of polyions in systems
containing a single polyion and in bulk solutions has been the subject of substantial
theoretical interest over the past decade [16–19]. Most theoretical and simulation
studies of polyelectrolytes are based on either the so-called primitive model or a
screened Coulomb model. In the former model, all charged species are modeled as
charged hard spheres interacting through a Coulomb potential attenuated by the
permittivity of the solvent only, whereas in the lattermodel, the effect of the small ions
is only to weaken the electrostatic interaction among the remaining charged species.
Most applications of the latter approach are found when the electrostatic interaction
within the polyion or between the polyion and other macromolecules is not too large.

Inmore complex biological and technological systems the electrostatic interaction
between polyions and oppositely charged species and surfaces plays a paramount
role [20]. Presently there is intensive experimental activity to understand the folding
of DNA (DNA compaction) [21–26]. A central aspect is to control the DNA
compaction for construction of gene delivery systems. In particular, the aim is to
reduce the spatial extension of individual DNAmolecules from the micrometer to the
nanometer range to facilitate the confinement of DNA in, for example, virus capsids
and vesicles formed by charged surfactants or lipids. Today there exists a large body of
theoretical and numerical investigations of the compaction of polyions with multiva-
lent counterions [27–30, 30–33] and the complexation of polyions with oppositely
charged macroions [34–40].

One of the most studied systems of nonviral gene therapy encloses the so-called
lipoplexes, complexes formed between DNAmolecules and liposomes, i.e. vesicular
structures formed typically by a mixture of a neutral and a cationic lipid [41,42]. The
formation of such complexes starts with the adsorption of DNA onto the positively
charged membrane. These systems have been extensively studied, and even though
the mechanism of formation is still far from understood [43,44], the complexes are
believed to be lamellae structure composed of amphiphile bilayers with DNA
molecules ordered and packed between the lipid stacks. This type of structure has
been observed for systems with different lipid components [45–48]. Moreover DNA
with its unique structure can act also as agood candidate for future nanodevices such as
templates, biosensors, and semiconducting molecules.

The adsorption of a polymer onto substrates has also been the subject of many
theoretical and simulation studies (for example, see [49–53]). Studies on the polyion
adsorption onto an oppositely charged homogeneous surface are those most abundant,
and thephenomena involved are reasonablywell understood.Recently somemolecular
simulation studies on the adsorption of macromolecules on heterogeneous surfaces,
with patches of different charges and charge densities [54–56], and theoretical studies
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involving heterogeneous or “fluid” surfaces [57–61], show a clear attempt of
mimicking real systems.

Related but less studied theoretical aspects of DNA delivery systems are the
conformational and energetic changes as DNA is confined in space, and similarly, the
confinement of polyelectrolytes in, for example, zeolites. More generally, how
are conformations of polyions affected when they are confined in small volumes
and what is the free energy cost of this confinement? In a study, also motivated by
experimental observations on DNA, the confinement of a long and semiflexible
uncharged polymer in a spherical cavity was examined [62], and several computa-
tional approaches to such problem have been presented since then (e.g., see [63,64]).

13.2 MODELS

Because of their inherent complexity, a significant part of the work conducted on
solutions of polyelectrolytes relies on the use of coarse-grained models within a so-
called primitive model. The polyion is often represented as a sequence of hard
spheres (segments), of which some or all are charged, connected by flexible bonds
(see Figure 13.1). The small ions are represented as charged hard spheres. The
solvent is treated as a dielectric continuum affecting the electrostatic interactions
only through its relative permittivity. Depending on the systems of interest, the
polyelectrolyte solution is placed either in a box with periodical boundary condi-
tions applied in two or three dimensions or in the interior of a spherewith a hard-wall
potential.

Various representations of charged surfaces have been used to describe polyion
adsorption onto such surfaces. Besides a homogeneously charged surface, surfaces
with explicit charges, either of one type only or of both positively and negatively

Figure 13.1 (Top) Detailed atomistic model of a polyion and (bottom) a corresponding
coarse-grained representation. (See color plate.)
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charged hard spheres [52], have been employed. Membranes with different fluidities
can be realized by allowing for lateral and/or transversal surface charges mobility. In
addition monovalent small ions, also treated as charged hard spheres, are included to
obtain an electroneutral system (for example, see details in [52,53]). Confinement
within different structuresmay be imposed by surrounding the systemwith hard walls
or surfaces of various shapes [63–66].

13.3 SOLUTIONS OF POLYIONS WITH MULTIVALENT COUNTERIONS

13.3.1 Polyion Conformation

In our examination of the impact of the counterion valence on the polyion extension,
we will consider a dilute aqueous solution of a flexible polyion with monovalent
counterions, to which a salt with trivalent counterions and monovalent coions are
added [30].A related investigationwithout salt butwith variable counterion chargehas
provided similar findings [27].

Figure 13.2 illustrates the general behavior of the polyion extension as the salt
concentration is increased. The amount of salt added will be expressed by b, denoting
the ratio of the absolute chargeof the trivalent counterions and thepolyion.Without the
added salt, the polyion displays a stretched conformation with an enhanced density of
monovalent counterions near it (top panel). With a large excess of salt, the polyion
attains a more compact structure (bottom panel).

The root-mean-square (rms) end-to-end separation will now be used as a quantita-
tive measure of the polyion extension. Figure 13.3a shows the rms end-to-end
separation at an increasing salt concentration. At b¼ 0, the rms end-to-end separation
is roughly 400A

�
, which should be comparedwith the contour length of roughly 550A

�
.

Between b¼ 0 and 1, the polyion extension decreases essentially linearly at the
increasing salt concentration. With an equal amount of trivalent counterion and
polyion charge (b¼ 1), the polyion extension displays large fluctuations, including
both coiled andmore compact structures. Its average extension is slightly smaller than
that of the corresponding uncharged polymer. At further salt addition, the changes
become smaller and the most compact conformations appear at b� 3. The degree of
compactness is yet moderate. Finally, for a larger excess of salt, the polyion starts to
expand slightly.

An examination of the correlation between the total potential energy and the
radius of gyration shows that compact structures possess a more negative potential
energy. This is consistent with additional simulations at higher temperatures
resulting in less compact structures, also demonstrating that the compaction is
enthalpically driven.

Salt with monovalent or divalent counterions do not promote compaction of the
present model system for aqueous solutions at ambient temperature. More compact
structures are achieved when polycations are used as compacting agents [67]. When
the polycation charge exceeds 4, very compact globular structures are obtained, and
these seem to contain polycation bridges connecting different parts of the polyanion.
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Similar investigations of semiflexible polyions have shown the possibility of helix
formation [68].

We have so far described the situation with only electrostatic and short-range
repulsive interactions, the latter representing good solvent conditions. In the case of
poor solvent conditions, the situation becomes different. At sufficiently poor condi-
tions, compaction (flexible polyion) and helix formation (stiff polyions) can be
obtained with just the monovalent salt [69,70].

13.3.2 Small-Ion Distribution

In connection with the conformational changes of the polyion, changes in the
distribution of the small ions are expected. Without salt and with only monovalent
counterions present, roughly half of the counterions are close to the polyion. The local
concentration of the monovalent counterions near the polyion is reduced as the salt
with trivalent counterions is added. Up to b¼ 1, a significant enhanced local

Figure 13.2 Snapshots illustrating the conformation of a single and flexible polyion
composed of 100 charged segments in a dilute aqueous solution containing monovalent
counterions (top) without (b¼ 0) and (bottom) with large excess of a 3 : 1 salt with trivalent
counterions (b¼ 3). (Adapted from [30] with permission)
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concentration of monovalent counterions near the segments is still present, which at
b> 1 is gradually reduced.

The trivalent counterions are attracted to the polyion. These ions form two
populations, one accumulated to the polyion and one population comprising the
remaining ions free in the surrounding solution. A deconvolution of these two
populations provides a good estimate of the fraction of charge effectively remaining
in the polyion–counterions complex [71]. This fraction correlates directly with the
polyion extension.

Various intrinsic characteristics of the chain backbone influence the amount of
counterions attracted to the polyion [33]. First, an increased linear chargedensity leads
to a relatively larger number of attracted counterions. Also an increase of the polyion
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Figure 13.3 (a) Root-mean-square end-to-end distance of a single and flexible polyion
composed of 100 charged segments in a dilute aqueous solution containing monovalent
counterions as a function of the concentration of added 3 : 1 salt. (Data from [30]) (b) The
mean force between two spherical charged colloids with radius 20A

�
, charge �60, and

monovalent counterions as a function of the colloid separation at different concentrations of
the added 3 : 1 salt. (Data adapted from [72] with permission) In (a), the corresponding data for
an uncharged polyion is also given (dotted line), andb denotes the ratio of the absolute charge of
the trivalent counterions and the polyion, and in (b) b denotes the ratio of the absolute charge of
the trivalent counterions and the two colloids.
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length at constant linear charge density gives rise to a relative increase in the number of
condensed counterions, in accordance with experimental evidence. The influence of
chain stiffness is nontrivial and depends on the concentration of the multivalent ions.
For large concentrations the number of condensed counterions increases with the
chain stiffness, but the opposite trend is found for lower concentrations [33]. This type
of result emphasizes the complex nature of the ion-correlation phenomena occurring
in solutions of flexible or semiflexible polyions.

13.3.3 Other Aspects

The physicochemical properties of solutions of polyions and of charged colloids are
largely influenced by electrostatic interactions in a similar manner. This similarity is,
for instance, manifested by the close analogy between the extension of a polyion and
the mean force between two like-charged colloids as multivalent salt is added. The
latter system has also been examined using the primitive model [72].

In addition to the rms end-to-end separation of a polyion in aqueous solution,
Figure 13.3 also displays themean force between two like-charged colloids in aqueous
solution with monovalent counterions as a function of the colloid separation at
different amount of added 3 : 1 salt. A positive mean force implies a repulsion and
a negative one an attraction between the two colloids. The parallels of the two systems
are (1) In the absence of multivalent counterions (b¼ 0), the polyion is stretched due
to strong intramolecular repulsion, whereas a repulsive mean force operates between
the two colloids dominated by the direct intercolloid repulsion. (2) As salt containing
trivalent counterions is added (b> 0), the polyion starts to contract and themean force
between the colloids becomes less repulsive. (3) At large amount of salt, the extension
of the polyion becomes smaller than that of the corresponding uncharged one,
whereas an attractive mean force operates between the colloids. (4) With even
more salt, the polyion now starts to expand, and the magnitude of the attractive mean
force starts to reduce. Here the minimal extension of the polyion appeared at b� 3,
but the strongest colloid attraction occurred at charge equivalence (b¼ 1). Obviously
details of the systems as well as the different polyion and colloid number densities
affect the location of maximal attraction. Nevertheless, in both systems a short-range
attraction, originating from increased ion-correlation, appears as trivalent counterions
are added, and this attraction becomes screened as the concentration of trivalent
counterions is raised further.

13.4 POLYION ADSORPTION ONTO CHARGED SURFACES

The main characteristics of polyion adsorption onto oppositely homogeneously
charged planar surface will first be summarized. That will be followed with a
somewhat more detailed description of the adsorption onto surfaces (1) containing
both positively and negatively charged head groups and where (2) the charges are
mobile; two aspects relevant for adsorption of polyanion onto, for example lipid
membranes.
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13.4.1 Surfaces with Homogeneous Surface Charge Densities

Generally, polymers adsorb onto surfaces if the enthalpy gain for the adsorption
process exceeds the loss in conformational entropy of the polymer. This loss is due to
the smaller number of conformations possible for adsorbed polymers as compared to
polymers in solution. Even if the enthalpy gain per segment is small, the total enthalpy
gain can be large. If the enthalpy gain strongly exceeds the entropy loss, the adsorbed
polymer displays an extended conformation parallel to the surface. At weaker
adsorption conditions typically extended loops are present, and the ends of the
polymer form tails that can extend far from the surface.

The adsorption of polyions onto oppositely charged surfaces is strongly depen-
dent on the surface charge density, the linear charge density of the polyion, the
concentration of other electrolytes, to some extent on the solvent condition, but only
very weakly on the polyion length. In model systems of a surface with a homoge-
neous surface charge density and with only hard-core and electrostatic interactions,
the appearance of polyion adsorption requires that surface and polyion possess
opposite charges.

13.4.2 Surfaces with Heterogeneous Surface Charge Densities

A surface with a homogeneous surface charge density is too simplistic to represent
many experimental systems. A few simulations of polyion adsorption onto surfaces
with heterogeneous surface charge densities using coarse-grained polyion models
havebeenperformed [52,55,56,61].These studiesprovideamorediverseandcomplex
picture of polyion adsorption. Here we give an account of adsorption onto a surface
containing both positive and negative charges that may also be mobile [52].

Again, we consider a system containing a negatively charged polyion represented
by charged hard spheres connected by flexible bonds. The intrinsic stiffness of the
polyanion is regulated by angular harmonic forces. We will examine two stiffnesses,
one flexible and one semiflexible polyanion. The surface charges are either fixed in a
disorderedmanner (frozen) or spatiallymobile in the plane of the surface (mobile), the
latter corresponding to a fluid lipid membrane. The surface is composed of 1000
charges and measures 200� 200A

�
, giving a surface charge density of one charge per

40A
� 2.
Figure 13.4 summarizes the overall observations for the two types of surfaces. First,

for a high net charge (DZsurf), where the number of positive surface charges strongly
exceeds the negative charges, the adsorption strength is the same for frozen andmobile
surface charges. However, as the surface net charge is reduced by amore equal number
of positive and negative surface charges, the polyanion adsorption becomes stronger
with the mobile surface charges. Moreover (1) even for a net neutral surface
(DZsurf¼ 0), the polyanion adsorbs to the surface, and (2) withmobile surface charges
adsorption was documented even for surfaces possessing the same sign of the net
charge as of the polyanion (DZsurf< 0).

The ability of the polyanion to adsorb onto a net neutral surface or a surfacewith the
same net charge is, of course, related to the presence of both negative and positive
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surface charges. In the case of frozen surface charges in a disordered structure, there
are regions with a surplus of cations at which the polyanion is adsorbed. Other studies
have examined this case in some detail [55,56,61].

Regarding the case with mobile surface charges, the mechanism is different.
Figure 13.5 illustrates the induced polarization of the surface net charge density
when a polyanion is adsorbed in a given conformation. The presence of the polyanion
polarizes the surface, leading to an accumulation of positive surface charges and a
depletion of negative surface charges near the polyanion. Regions with a high surface
polarization (dark gray) correspond well with those parts where the polyion segments
are very close to the surface.

A comparison between the adsorption of flexible and semiflexible chains indicated
mostly a similar or stronger adsorption by the flexible chain (Figure 13.4). This result
is in contradiction to the classical polymer adsorption theory. The explanation here
seems to be the greater ability of the flexible chain to find (fixed surface charges) or
create (mobile surface charges) regions with more favorable electrostatic attraction
with the surface charges. This effect increases as the surface net charge decreases.
However, the influence of the chain flexibility on polyanion adsorption is smaller than
the influence of the mobility of the surface charges.

Thus the details of the charged surface significantly influence the polyion adsorp-
tion. In summary, themain findings/conclusions are as follows: (1)With a large excess
of positive surface charges, the classic picture of a strongly adsorbed polyion with an
extended and flat configuration emerged . (2) Adsorption appears also to be occurring
at a net neutral surface or at aweakly negatively charged surface.A disordered surface
charge distribution was found to be necessary for this behavior. Enhanced adsorption
was observed for mobile surface charges. (3) At weak adsorption, flexible chains
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Figure 13.4 Number of adsorbed polyion segments for a flexible (open symbols) and
semiflexible (filled symbols) polyion composed of 50 charged segments as a function of
surface net charge for a surface carrying both positive and negative surface charges (1000
charges in total), where the surface charges are fixed (frozen) or mobile in the plane of the
surface (mobile). (From [52] with permission)
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adsorbed equally strong or even stronger compared to the semiflexible chains.
Observations (2) and (3) go beyond the conventional adsorption behavior of a polyion
at a surface with a homogeneous surface charge density.

13.5 POLYIONS IN CONFINED GEOMETRIES

As mentioned at the start of this chapter, many times polyions appear confined in
space. In this section we examine some structural and thermodynamics consequences
of confining polyions with different linear charge densities and with counterions of
different valences in spherical cavities [63].

Again, we will resort to a coarse-grained polyion model. The negatively charged
polyion contains 100 segments, and bonded segments are separated by roughly 7A

�
.

The polyion and its counterions are confined in spherical cavities of different sizes.
Three systems will be considered: (1) a system containing a polyion with a low linear
charged density where every fourth segment is charged and monovalent counterions,
(2) a system containing a polyion with a high linear charge density where every
segment is charged and monovalent counterions, and (3) a system containing a
polyion with a high linear charge density and trivalent counterions. The rms end-to-
end distance of the corresponding uncharged polymer in free space is roughly 120A

�
.

The radius of the cavity ranges from R¼ 1000 to 50A
�
.

Figure 13.5 Snapshot of a polyion conformation projected onto the corresponding surface
charge polarization map for a net neutral surface containing both positive and negative surface
charges. The degree of surface charge polarization is represented by the darkness of the shading.
(Adapted from [52] with permission)
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13.5.1 Structural Aspects

Figure 13.6 shows typical configurations of the two systems with polyions with the
high linear charge density and with different counterion valences at different radii. At
R¼ 250A

�
it is clear that the size of the cavity is still larger than the extension of the

polyions. Nevertheless, the extension is already smaller than at R¼ 1000A
�
. The

reason is that the counterions are less diluted, and hence they screen better
the intrachain repulsion. Moreover, with monovalent counterions, the polyion is
again extended (as seen in Figure 13.2, top), with its counterions distributed through-
out the whole sphere. In contrast, with trivalent counterions the polyion is more
compact. In fact the extension of the polyion is slightly smaller than that of the
corresponding uncharged polymer, and nearly all the counterions are associated to the
polyion. At the smallest radius considered, R¼ 50A

�
, the polyion occupies the full

sphere. However, clear differences still appear between the two systemswith different
counterion valences. With trivalent counterions, all counterions are associated to the
polyion, which adopts a much more compact structure. At the intermediate radius
R¼ 100A

�
, it is only with the monovalent counterions that the restricted volume

directly affects the polyion extension.

13.5.2 Free Energies

Now we come to the free energy of the confined polyion and its counterions DA as
function of the sphere radius R, departing from the largest sphere corresponding to

Figure 13.6 Snaphots of a polyion composed of 100 charged segments and counterions with
the indicated valence (left) confined within a sphere of the indicated radius (below). (Adapted
from [63] with permission)
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a dilute solution. Some insight into the free energy change can be acquired by
considering the charge in terms of three physical contributes DA¼DAunchargedþ
Aion,idealþDAel,int, where DAuncharged is the free energy change of the corresponding
neutral system,DAion,ideal is the change of the ideal entropyof the counterions givenby
�kTNionln(V

0/V), and the remaining term DAel,int is associated with the electrostatic
interaction given by DA-(DAunchargedþDAion,ideal). Here Nion denotes the number of
counterions and V and V0 the initial and the final volumes, respectively.

Table 13.1 shows the results of an analysiswhere the radial changeR¼ 1000 to50A
�

was considered for the three different systems. Notice that DA is positive for all
three systems; hence a free energy penalty is associated with the compression. The
penalty is largest (5.1kT per segment) for the polyion with the largest linear charge
density andmonovalent counterions. A fourfold reduction of the linear charge density
reduces the free energy penalty by 60% and the replacement of the monovalent
counterions with trivalent counterions by 85%. For the latter system, the confinement
free energypenalty is only three times larger than that for the corresponding uncharged
polymer.

The ideal contribution from the counterions DAion,ideal is, of course, positive but
nontrivially an order of magnitude larger thanDAuncharged. The variation ofDAion,ideal

among the systems merely reflects the number of counterions.
The electrostatic contribution is negative, thus being favored by the confinement.

The magnitude of |DAel,int| is modest for the systems with the low linear charge
density but increases as this density is increased. At an increase in the counterion
valence, |DAel,int| decreases, but at a slower rate than the decrease of |DAion,ideal|.
With trivalent counterions, |DAel,int| and |DAion,ideal| differ only by 20%, reflecting
the strong association of the counterions to the polyion both at the diluted and
concentrated state.

In summary, the system containing the polyion with the largest linear charge
density and monovalent counterions displays the largest resistance to being com-
pressed. The fourfold reduction of the linear charge density reduces the polyion
stiffness and the number of counterions, both features facilitating the adaptation to a
smaller volume. The replacement of the monovalent counterions with trivalent ones
leads to a compactation of the polyion because of the stronger electrostatic polyion–
counterion attraction.Theweak resistance to the compressionof this systemoriginates
both from the smaller number of counterions and the stronger electrostatic

TABLE 13.1 Free Energy Difference DA and Its Components Upon Reducing the
Radius from 1000 to 50A

�
of a Sphere Confining a Polyion and Its Counterions

Charge Pattern Counterion Valence DA/kT DAuncharged/kT DAion,ideal/kT DAel,int/kT

**** 1 208 26 225 �43
**** 1 505 26 899 �420
**** 3 76 26 297 �247

Source: Data from [63].
Note: The charge pattern indicates how the monovalently charged (*) and neutral (*) segments build the
chain.

348 SIMULATIONS OF POLYIONS



polyion–counterion attraction. The strong electrostatic coupling between the polyion
and its trivalent counterions leads to a nearly full compensation of the ideal and
electrostatic contributions to the free energy of their confinement.

13.6 CONCLUDING REMARKS

Coarse-grained representations of polyions allow us to glimpse at an intermediate
level of description the nontrivial structural properties of systems that depend on
electrostatic interactions. These representations are not only suitable for comparisons
with experimental findings; they can also help to assess the accuracies of simpler
models and various theories. In this chapter we described properties concerning the
extension of polyions in solution, adsorption of polyions onto surfaces containing both
positive and negatively charged head groups, and the confinement of polyions into
spherical cavities. These three cases are relevant for the function and manipulation of
DNA in various contexts.
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CHAPTER 14

Cross-linked DNA Gels and Gel
Particles

DIANA COSTA, M. CARMEN MORÁN, MARIA G. MIGUEL, and BJ€ORN LINDMAN

14.1 INTRODUCTION

Polymergels are central in both colloid science and polymer science. Polymer gels are
common in biological systems and used in many technological applications. The
three-dimensional networks are stabilized by cross-links that may be provided by
covalent bonds or by physical interactions, for aqueous systems mainly with electro-
static or hydrophobic interactions [1].

Polymergels that respond to changes in the surrounding environmentwith avolume
transition, often referred as responsive gels, have drawn much interest in the last few
years [2–9]. In this group are the polyelectrolyte gels, which consist of charged
polymer networks, counterions, and solvent, and they are usually synthesized by
chemically cross-linking charged or titrating polymers. The environmental conditions
include changes in different parameters such as pH [7,10], solvent composition [11],
ionic strength [12], temperature [13,14], pressure [15], buffer composition [16],
chemicals [17], and photoelectric stimuli [18]. Because of their significant swelling
and syneresis in response to external stimulation, these polymeric networks have a
variety of applications. Moreover cross-linked gels have been investigated for many
biomedical uses such in the design of intelligent controlled drug release devices for
site-specific drugdelivery.Oneof themajorgoals of thepresent time is the treatmentof
diseases through gene therapy. There are several promising studies on nonviral gene
delivery systems including “naked” DNA and DNA condensed with agents such as
cationic lipids, polymers, and polycations [19–22]. The DNA network–additive
complex may constitute a possibility for many uses in medicine as drug delivery
systems, and drug control during administration.
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While DNA gels can be foreseen to have a number of applications, such as for the
controlled delivery of DNA and for probing interactions, there has been quite
limited interest in cross-liking DNA into gels. Here we review some initial studies
involving chemical and physical DNA gels. The preparation of physical gels from
mixing DNA and cationic polyelectrolytes was examined. The study was focused on
such mixtures, which can find use in the thickening of DNA solutions. Future
development in the use of cross-linked DNA gels in local gene delivery applications
seems to be a great challenge. These gels could be useful for separation purposes and
also as a tool for investigating DNA–cosolute interactions by simply monitoring
volume changes. For delivery of DNA, small DNA-containing particles are signi-
ficant; here we also describe the preparation of DNA gel particles and their release
patterns.

In using DNA for probing interactions, we are following closely principles
developed by Piculell et al. [8, 23–24]. These principles are based on the osmotic
swelling of polyelectrolyte gels, and they can be used for any polymer–cosolute
system where the association of the cosolute leads to a change in the net charge of the
gel network. Thus, by simply monitoring the volume of the gel, direct information on
the polymer-cosolute interactions can be obtained. For example, the binding of an
ionic cosolute to a non-ionic polymer network leads to a major swelling, whereas the
association of an oppositely charge cosolute to a polyelectrolyte gel causes a
deswelling. We describe in this chapter how the latter principle allows us to obtain
novel information on DNA–cosolute interactions.

14.2 COVALENTLY CROSS-LINKED DNA GELS

14.2.1 Volumetric Behavior of DNA Gel Probes DNA–Cosolute
Interactions

The volumetric response of polymer gels toward cosolute addition depends on the
interaction of the polymer with the cosolute and can be used as a simple and sensitive
way of elucidating these interactions [8]. Earlier we reported on DNA networks,
prepared by cross-linking double-strandedDNAwith ethylene glycol diglycidyl ether
(EGDE) [25]; the cases investigated were with respect to DNA swelling in aqueous
solution containing different additives, which include inorganic salts with different
cation valency, polyamines such as spermine and spermidine, cationic macromole-
cules such as poly-L-lysine, poly-L-arginine, lysozyme and chitosan, and different
classes of surfactants.Wedemonstrated that simplegel experiments are useful to study
not onlyDNA–surfactant interactions but also interactions betweenDNAand cationic
species in general. We found that DNA gels are very “responsive” systems, since
drastic volume changes can be induced by, often very small, changes in the composi-
tion of the swelling medium.

The deswelling on addition of metal ions occurs at lower concentrations with the
increasing valency of the counterion. In trivalent ions, the collapse of the gels seems
to follow the same kind of mechanism as the interaction in solution [26]; addition of
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these ions leads, however, to DNA denaturation and formation of single-stranded
DNA. In Figure 14.1we show that addition of electrolyte gives an osmotic deswelling.
Also, as can be seen in the figure, the effect is strongly amplified as the counterion
valency increases.

The effect of cationic surfactant (cetyltrimethylammonium bromide, CTAB)
addition is illustrated in Figure 14.2. The binding of a cationic surfactant results in
amuchmore pronounced deswelling of the DNA gels. No volume change is observed
for CTAB concentrations below 0.02mM [25]. Above this concentration, there is a
drastic decrease in the size of the gels in a very narrow concentration range. Above the
collapse concentration, which we interpret as the critical aggregation concentration
(cac), the gels have a homogeneous composition, but the degree of swelling decreases
gradually with increasing concentration in the solution. The aggregation of CTAB in
the DNA network starts at a concentration that is much lower than the cmc of the
surfactant in water (0.9mM)[27]. The onset of contraction varies, as expected, by
orders of magnitude on changing the surfactant alkyl chain length.

In Figure 14.3 we show the effect of adding some other cosolutes, like polyamines
(spermine and spermidine), chitosan and lysozyme. The volume-to-concentration
profile depends on the strength of association, thus on cosolute molecular weight and
charge density.

Figure 14.1 Swelling isotherms (V/V0) forDNAgels (1%cross-linker) immersed in solutions
of monovalent, divalent and trivalent counterions. Temperature 25�C, pH 9.
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Figure 14.3 Swelling isotherm (V/V0) for DNA gels (1% cross-linker) immersed in solutions
of chitosan, spermine, spermidine, lysozyme, poly-L-lysine, and poly-L-arginine. Temperature
25�C, pH 6.5. Concentrations are presented in mM on a charge basis.

Figure 14.2 Dependence of relative volume (V/V0) of DNA gels (1% cross-linker density) on
CTAB concentration. The region from [CTAB]¼ 0mM to [CTAB]¼ 0.02mM (¼ cac) is also
represented in detail (see inset). From [25] with permission.
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14.2.2 Swelling Reversibility

Oneliminating the association, theDNAgels reswells to its original state. The complex
can be dissociated by adding electrolyte or, as shown in Figure 14.4, by adding an
oppositely charged surfactant. The reswelling occurs because the surfactant–surfactant
association is stronger than DNA–surfactant association [28].

14.3 DS-DNA VERSUS SS-DNA: SKIN FORMATION

Both double-stranded DNA (ds-DNA) and single-stranded DNA (ss-DNA) were
covalently cross-linked and show qualitatively the same deswelling behavior [29].
However, there are clear quantitative differences, with ss-DNA showing a stronger
response. In general, single-stranded DNA gels exhibit a larger collapse, in the
presence of cations, than double-stranded DNA gels. This aspect is more pronounced
with surfactant than with the other cosolutes investigated. The difference between
double- and single-stranded DNAwas attributed to changes in linear charge density,
chain flexibility, and hydrophobicity, as will be discussed later.

Surfactant-induced deswelling of the DNA gels under some conditions appears to
be homogeneous, whereas in others there is a separation into a collapsed region in the
outer parts of the gel sample and an inside swollen part [29]. Such a “skin” formation is
different for ss-DNA and ds-DNA, with ss-DNA giving a more pronounced skin
formation over a wider range of the binding ratio, b. For example, no macroscopic
separation into collapsed and swollen regions is observed at intermediate degrees of

Figure 14.4 Swelling isotherm (V/V0) for DNA gels (1% cross-linker) precollapsed first in
solutions of the cationic surfactant CTAB and then immersed in solutions of the anionic
surfactant SDS. Temperature 25�C, pH 9.
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binding for ds-DNAgels,whereas a dense surfactant-rich surface phase (skin) is found
to coexist with a swollen core network for ss-DNAgels with b> 0.5. One explanation
to this difference is the large deformation energy required for the compression of the
very stiff ds-DNA chains [29].

14.4 DNA GEL PARTICLES

As described elsewhere in this book (Chapter 5), aqueous mixtures of oppositely
charged polyelectrolytes undergo associative phase separation, resulting in coacer-
vation, gelation, or precipitation. This phenomenon was exploited to form DNA
gel particles by interfacial diffusion. Thus DNA gel particles were prepared by
mixing solutions of DNA (either ss-DNA or ds-DNA) with solutions of a cationic
surfactant (CTAB) or solutions of some other cationic substance, like the protein
lysozyme [30].

14.4.1 Particle Characterization

In the limit of very high polymer concentrations, a solid gel-likematerial forms. The
size of the resulting particle reflects the size of the parent drop and varies between
0.5 and 2mm (Figure 14.5). A similar behavior was observed when particles were
formed using denatured DNA. In parallel, DNA gel particles were also obtained by
dropwise addition of a DNA solution to a lysozyme solution. The resulting particles
swell very fast in water during the washing step, and their final size was around
3mm.

Scanning electron microscopy (SEM) was used to evaluate both the outer and the
inner surface morphology of the particles as exemplified in Figure 14.6. Much
larger pores and channel-like structures were found in the inner surface of the
particles formed with native DNA. The structure of the particles formed with
denatured single-stranded DNA is rough and less open than that of particles formed
with native DNA.

Figure 14.5 Representative morphology of CTAB–ds-DNA particles.
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14.4.2 Particle Swelling and Deswelling Kinetics

The particle swelling and deswelling kinetics are quite different for ss-DNA and
ds-DNA, which can be understood in terms of the porosity of the surface of the
particles; in turn a larger porosity for ds-DNA can be understood from the larger
persistence length of ds-DNA. Figure 14.7 illustrates the swelling and deswelling
behavior of the particles as a function of the relative weight loss with time.

Different behavior was observed with different cationic agents used. Lysozyme-
DNA particles show a rapid, extensive weight loss. However, in the case of CTAB-
DNA particles there is a prominent increase in weight with time that may be attibuted
towater uptake from themedia. It could be observed that there is a period of stability in
the swollen state before dissolution starts. Thepointwhere theweight of thegel returns
to its starting point seems to be dependent on the conformation of the DNA used.
Differences between the two conformations will be further discussed.

Figure 14.6 Scanningelectronmicrographsofcrosssectionsofindividualparticles: (A)CTAB–
ds-DNA and (B) CTAB–ss-DNA particles.
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14.4.3 Kinetics of DNA Release

The release ofDNA from thegel particleswasquantified bymeasuring the absorbance
at 260 nm by UV-VIS spectroscopy; the results are shown in Figure 14.8.

An examination of the DNA release kinetics shows strong differences between the
cumulative DNA release from lysozyme and CTAB particles. This suggests that the
interaction is much stronger in the case of the surfactant, which is consistent with a
simple electrostatic interaction.While lysozyme has a net charge ofþ9 at neutral pH,
CTAB aggregates have a charge that is an order of magnitude higher. Studies of

Figure 14.8 Release of DNA from ds-DNA–CTAB (&), ss-DNA–CTAB (*), ds-DNA–
lysozyme (&), and ss-DNA–lysozyme (*) particles in buffer tris-HCl pH 7.6 media.

Figure 14.7 Relative weight ratio measurements performed on ds-DNA–CTAB (&),
ss-DNA–CTAB (*), ds-DNA–lysozyme (&), and ss-DNA–lysozyme (*) particles after expo-
sure to buffer solution (tris-HCl pH 7.6).
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complexes formed by interfacial diffusion between cationic chitosan and negatively
charged SDS surfactant [31] demonstrated that the capsule shells obtained may be
considered to be a physical network in wich surfactant micelles form polycationic–
multianionic electrostatic complexes as cross-link points.

Also the release of DNA from the particles varied considerably between ss-DNA
and ds-DNA in both surfactant and protein systems (see Figure 14.8 inset). These
results are in agreement with previous studies, both experimental and theoretical
[32–36], which showed a stronger interactionwith amphiphiles for ss-DNAcompared
with ds-DNA. This fact strongly indicates the important role of both chain flexibility
and hydrophobic interaction in DNA, in the latter case where the bases are more
exposed as is that of ss-DNA.

These studies proved that using CTAB and lysozyme as the base materials makes
possible the formation of aDNA reservoir hydrogel, without adding any kind of cross-
linker or organic solvent. Release studies from particles formed by interfacial
diffusion have revealed that DNA molecules are released from particles for a long
period of time under invitro conditions. This gel complexmay provide an intracellular
sustained release of DNA in vivo.

Current studies are focused on characterizing the structure of these DNA gel
particles and modifying the experimental conditions for further applications in gene
transfection. These particles represent an important conceptual step in the design and
development of new nonviral vectors for the delivery of therapeutic DNA.

14.5 PHYSICAL DNA GELS

The combination of two oppositely charged polyelectrolytes leads to a strong asso-
ciation that manifests itself into associative phase separation as well as increased
viscosity [37]. In the case where the polyelectrolytes are hydrophobically modified,
rheological effects canbemorepronouncedas a result of a combinationof electrostatic
and hydrophobic interactions. Also phase separation can be inhibited [38,39].

Combinations of DNAwith polycations might be expected to show an analogous
behavior as ss-DNA has some features of the hydrophobically modified polymers.

14.5.1 Phase Behavior

Cationic hydroxyethyl cellulose based polymers were used to prepare physical
DNA gels; one of these (JR400, denoted here Pþ) has a relatively high charge
density and no hydrophobic groups, and the other (LM200, denoted HMPþ) has a
lower charge density and hydrophobic groups (dodecyl chains) [40]. The two
polymers were mixed with both single- and double-stranded DNA. Polyelectrolytes
were thus physically cross-linked by association with oppositely charged polymers.
The gels formed were investigated with respect to rheological properties as well as
thermodynamic stability. The most notable feature regarding the stability is the
asymmetry with respect to charge stoichiometry. The one-phase region occurs when
cationic polyelectrolyte is in excess, namely when there are more positive than
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negative charges. Phase separation occurs when DNA is in excess. For the polyelec-
trolytes alone, no phase separation is detected even up to high concentrations. The
limit of the two-phase region for theHMPþ/ds-DNAsystemcoincides closelywith the
neutralization line. The ss-DNA systems show qualitatively the same behavior.
However, the interaction of Pþ with ss-DNA leads to a more extended two-phase
region as compared to the Pþ/ds-DNA system [41].

In all systems described in this chapter, the behavior displayed by ss-DNA and
ds-DNAcan be interpreted in terms of different linear charge density, chain flexibility,
and hydrophobicity.We note that the linear charge density of ds-DNA is considerably
higher than that for ss-DNA, and from a simple electrostatic mechanism ds-DNA,
should interact more strongly with oppositely charged polyelectrolytes. However, the
amphiphilic character is clearly very different for the two DNA states. In ds-DNA the
hydrophobic groups are largely hidden, whereas they are exposed to the solution for
ss-DNA. The expectation is that, in the latter case, hydrophobic interactions are
muchmore significant. Also ss-DNAhasmore flexibility (smaller persistence length),
whereas ds-DNA is quite rigid and characterized by a larger persistence length. The
role of flexibility of the polyelectrolyte in an association process has been investigated
in some detail, and it was found that in general, a flexible chain interactsmore strongly
with an oppositely charged macro-ion than a rigid chain [42].

While further studies are required to understand phase separation and physical gel
stability, the asymmetry already suggests some effects. We see that only very minor
additions of cationic polymers to DNA solutions lead to phase separation, while
solutions of the cationic polymers are not phase separated on the addition of DNA
until they are close to the charge neutralization condition. One analogy that can be
found to this behavior is when cationic surfactant is added to DNA solutions; here
phase separation occurs at very low surfactant concentrations, very far from charge
stoichiometry.

14.5.2 Rheological Studies

When the negatively charged ds-DNA or ss-DNA is added to a positively charged
polyelectrolyte (Pþor HMPþ) solution, a very marked rise in viscosity is observed
[41]. The association between the two oppositely charged polyelecrolytes leads to an
important enhancement in active links that confers a large elasticity to the system.This
increase can be attributed to the electrostatic interactions in the Pþ/ds-DNAsystem. In
Figure 14.9 is presented a variation of the storage modulus, G0, with the charge ratio,
for different Pþ and ds-DNA concentrations. As can be seen, over a wide range of
compositions, the storage modulus has high values, demonstrating elastic behavior.
Note the quite pronounced maximum at a certain composition with the maximum
occurring in all cases at a charge ratio of about 3.5. It is striking that the location of
the maximum does not change significantly with the total polymer concentration.
At the maximum there are 10 timesmore molecules of Pþ than ds-DNA (one ds-DNA
molecule, roughly 240 nm in length has 5.9 charges per nanometer, while a Pþ

molecule has a mean contour length between charges of 2 nm; the charge ratio
Pþ/ds-DNA is 0.35). Interestingly, in comparative investigations of the storage and
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loss moduli as a function of frequency, it was found that the relaxation time has a
maximum but not under the same conditions. This demonstrates that the stronger
interaction (the long-lived network) does not coincide with the maximum of the
number of cross-links. When the Pþ concentration is kept constant and the ds-DNA
content is varied, it can be inferred that the relaxation time is higher for higher ds-DNA
concentrations.

For the HMPþ/ds-DNA system the storage modulus throughout increases with the
HMPþ concentration aswell aswith the ds-DNAcontent.The increasewithds-DNAis
more pronounced. The association between the two oppositely charged polyelec-
trolytes leads to a great enhancement in active links, which confers a large elasticity to
the system. The association is greatly strengthened because of the combination of
electrostatic and hydrophobic attraction, again indicating the significance of the
amphiphilic character of DNA.
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CHAPTER 15

DNA as an Amphiphilic Polymer

RITA S. DIAS, MARIA G. MIGUEL, and BJÖRN LINDMAN

15.1 SOME GENERAL ASPECTS OF SELF-ASSEMBLY

The association of twoDNA strands into the double helix is driven by the hydrophobic
interactions between the bases. Polar interactions, associated with the phosphate and
carbohydrate groups, counteract the association. Hydrogen bonding and specific
packing of the bases control the details of the double-helix structure.

The electrostatic interactions of DNA have been analyzed in detail. The hydro-
phobic interactions have beenmuch less discussed. In particular, the balance between
the polar and nonpolar interactions has a deep impact into how DNA interacts
with cosolutes, including electrolytes, nonpolar molecules, surfactants, lipids, and
macromolecules.

Here we briefly comment on the amphiphilic nature of DNA and its consequences
for the solution behavior. In discussing the self-assembly behavior of DNA, we will
start by broadly discussing other amphiphilic compounds and their self-assembly.

Amphiphilic compounds, i.e., those that have distinct hydrophilic and lipophilic
parts, are used in most branches of industry and are ubiquitous in biological systems.
They range from low-weight molecules, like surfactants and lipids, to macromole-
cules, comprising synthetic graft and block copolymers, and biomacromolecules, like
proteins, lipopolysaccharides, and nucleic acids.

Surfactant and lipid self-assembly can lead to a diverse range of aggregate
structures, as shown inFigure15.1.The typeofaggregate formed ismainlydetermined
by the chemical structure and the relative strength of the hydrophilic and lipophilic
parts [1].

Amphiphilic/associating water-soluble polymers have been extensively studied
during the last decade and arewell understood, and inparticular, block copolymers and
hydrophobically modified water-soluble polymers. For simple AB and ABA block
copolymers the same type of structures are found [2]. As illustrated in Figure 15.2, the
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phase behavior can be very rich if the block copolymer self-assembly is triggered by
changing the solvency [3].

For graft copolymers of the hydrophobically modified type of water-soluble
polymers, common as thickeners and dispersants, the self-assembly is very different
(Figure 15.3). Thus there is a strong opposing force due to the hydrophilic polymer
backbone. In particular, because of the entropic penalty in folding the polymer chain
only small discrete hydrophobic microdomains (“micelles”) are formed.

DNA is clearly different than both of these cases, though it is closer to the graft
copolymer situation. However, the segregation between hydrophilic and lipophilic
parts is less pronounced and the force opposing self-assembly is stronger due to a high
charge density and larger persistence length.

Because the detailed structure of the double helix is discussed in other chapters,
here we focus on the subtle balance between the hydrophobic force driving the self-
assembly and the opposing force. Two consequences are to be discussed below: First,
the stability of the double helix (ds-DNA) is critically dependent on the electrolyte
concentration. In the absence of electrolytes the opposing force dominates and
dissociation occurs. Small amounts of electrolyte, or essentially any cationic cosolute

Figure 15.1 Amphiphilic aggregate structures. From left to right and top to bottom: normal
and inverted spherical micelles, cylindrical or rod-like micelle, bicontinuous structure, planar
bilayer or lamellar structure, and vesicle. (Reprinted from [1] with permission)
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will overcome the electrostatic repulsion and stabilize the ds-DNA. Second, there is
significant change in the stability of the double helix if the driving force is changed, for
example, by changing the base composition.

15.2 ILLUSTRATIONS

Evidences of hydrophobic interactions are as folllows:

(1) Solubilization of hydrophobic molecules in the ds-DNA

(2) Adsorption on hydrophobic surfaces

Figure 15.2 Phase diagram of the (EO)19(PO)43(EO)19-
2H2O(“water”)–p-xylene(“oil”)

ternary system at 25�C. The phase boundaries of the one-phase region are drawn with single
lines. I1, H1, V1, La, V2, H2, and I2, denote normal (oil-in-water) micellar cubic, normal
hexagonal, normal bicontinuous cubic, lamellar, reverse (water-in-oil) bicontinuous cubic,
reverse hexagonal, and reverse micellar cubic lyotropic liquid crystalline phases, respectively;
L1 and L2 denote water-rich (normal micellar) and water-lean/oil-rich (reverse micellar)
solutions. Schematics of the different modes of self-organization of the amphiphilic block
copolymers in the presence of solvents (water and oil) are shown adjacent to the respective
phases in the phase diagram. (Reprinted from [3] with permission)
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(3) Effects of hydrophobic cosolutes on DNA melting

(4) Differences in interactions (phase separation) of cationic surfactants between
ss-DNA and ds-DNA

(5) DNA–protein interaction

(6) Dependence of DNA melting on the base sequence

(7) DNA chemical and physical gels

We will briefly address each of these points.

15.2.1 Solubilization of Hydrophobic Molecules in ds-DNA

There is a growing interest in the understanding of drug–nucleic acid interactions. On
a fundamentalmolecular level, such knowledge is expected to help in developing novel
chemotherapeutics and diagnostic agents. A large number of molecules have been
synthesized and studied with the purpose of determining DNA andRNA detection and
quantification. Themost efficient molecules in terms of binding coefficients have been
reported to be so-called intercalating agents. Ethidiumbromide (EtBr) is awell-known
fluorescent dye usually used to study the interaction between DNA and cosolutes
because of its displacement as other molecules bind to DNA. EtBr has relatively good
solubility in water (0.5M), and its binding constant to DNA is K¼ 1.5� 105M�1 (in
0.2M Naþ) [4]. Interestingly the binding constant of an acridine ethidium hetero-
dimmer is considerably larger (K¼ 2� 108M�1) than the ethidium homodimmer [4].
The heterodimmers are characterized by bifunctional intercalators connected by a
linker that can have different lengths. These are naturally more hydrophobic, and the
possibility to associate to the DNA molecules in two places increases the binding

Figure 15.3 Schematic picture of the thickening mechanism for hydrophobically modified
polymers.
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affinity. The search to improve the affinity for nucleic acids, in combinationwith avery
high fluorescence enhancement and quantum yield upon binding, has led to the
development of cyanine dimers, such as TOTO (see Figure 15.4) [5,6]. These dyes are
not soluble in water; their hydrophobicity and the fact that the molecules bear four
positive charges, make the dyes very prone to precipitate out of aqueous solutions and
adsorb onto surfaces (particularly glass). However, the molecules are very stable once
complexed to nucleic acids.

One other of themany examples that can be found in the literature on the binding of
hydrophobic molecules to DNA is the transition metal complexes. Ever since the
observation that planar platinium complexes could bind to DNA by intercalation [7],

Figure 15.4 NMR solution structure of the TOTO-1 dye bound to DNA. The image was
derived from data submitted to the Protein Data Bank (number PDB108D,www.rcsb.org/pdb/).
The NMR structure shows that TOTO-1 binds to DNA through bis-intercalation. (Image taken
from http://probes.invitrogen.com/handbook/figures/1557.html) (See color plate.)

ILLUSTRATIONS 371



many other systems have been developed. Typically they consist of a transition metal
center that coordinates aromatic ligands in two or three dimensions. Once again, the
ligand architecture can be changed to tune the DNA-binding properties. Among the
most extensively studied are the ruthenium complexes [8–10]. A recent study has
focused on the role of the ligand hydrophobicity onDNAbinding, and itwas found, not
surprisingly, that the most hydrophobic compounds have a higher binding affinity to
DNA[11]. In this case, however, the ligands did not interactwithDNAby intercalation
but by hydrophobic interactionswith the surface of theDNA, that is, the pockets of the
groves. This sort of interaction is common for some fluorescent dyes such as (DAPI)
[12] and in protein–DNA interactions (see below).

15.2.2 Adsorption on Hydrophobic Surfaces

It was observed by ellipsometry that although both ds-DNA and single stranded DNA
(ss-DNA) molecules adsorb on hydrophobic surfaces, ss-DNA adsorbs, in general,
more preferentially than ds-DNA [13,14]. Also, whereas ds-DNA molecules form a
very thick anddiffuse layer on the surface, the ss-DNAmolecules adsorb in a thin layer
of about 20A

�
, indicating that the molecules are parallel to the surface [14]. This is

naturally due to the larger hydrophobicity of the ss-DNA. Each ss-DNAbase serves as
an attachment point to the surface and thus overcomes the entropy loss of the
adsorption; ss-DNA is also much more flexible than ds-DNA.

The bases have further been shown to have different adsorption properties
depending on their hydrophobicity. The purine bases, the more hydrophobic due to
the two aromatic rings, present a larger adsorption than the pyrimidine bases [15].
Following the same trends, recent atomic force microscopy measurements showed
that both the adsorption and the morphology of the adsorbed layer are largely
dependent on the homo-oligonucleotides used [16]. The stability of gold particles
loaded with alkanethiol-capped polynucleotides was also found to be dependent on
the oligonucleotides used. Poly dT, for example, produced a higher surface
coverage, presumably due to the weaker hydrophobic interactions with the gold
nanoparticles [17].

For more details and references on this subject, see Chapter 11.

15.2.3 Effects of Hydrophobic Cosolutes on DNA Melting

The interactions betweenDNAandalkyltrimethylammoniumbromide saltswith short
hydrophobic chains and the influence of the chain length on the melting have been
previously studied [18]. It was observed that the melting temperature of DNA
decreases with the increase of the hydrophobic group in a linear fashion up to the
pentyl substitution.

Short-chain alcohols showed the same behavior. The melting temperature of DNA
was found to decrease in water–methanol solutions [19]. Furthermore the midpoint of
the solvent denaturation decreased in the order methanol, ethanol, and propanol; that
is, the secondary structure stabilitywas lowered as the length of the aliphatic chainwas
increased [19].
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Following the same line, in another contribution it was learned that an increase in
the number or size of alkyl substituents on amides, ureas, carbamates, and alcohols
increased the “denaturating effectiveness” toward DNA [20]. The contribution of
nonspecific hydrophobic interactions to DNA denaturation was then brought up, and
indeed it is not surprising that these small hydrophobic molecules destabilize the
double helix ofDNA, as the hydrophobic interactions between the twospecies arevery
favorable.

15.2.4 Differences in Interactions (Phase Separation) of Cationic
Surfactants between ss-DNA and ds-DNA

Oneother indication that points to the importance of the hydrophobicmoieties ofDNA
for the interaction with cosolutes is the difference in interactions of ss-DNA and
ds-DNAwith cationic surfactants. It was observed that the precipitation behavior for
DNA–dodecyltrimethylammonium bromide (C12TAB) is different when DNA is in
the denaturated or the double-helix conformation [21]. This can be clearly seen in
Figure 15.5.

In this case the DNA conformation was controlled by the temperature. One of the
consequences is that if a sample is prepared at 4�C just below the phase separation, it is
possible to induce precipitation of the system by heating. This has also been observed
with amino acid based surfactants such as (1-hexadecylcarbamoyl-ethyl)-trimethy-
lammonium chloride (Souvik Maiti and Prasanta Das, results not published).

Because C12TAB interacts preferentially with ss-DNA at low concentrations of
surfactant, themelting temperature of DNAwill be shifted to lower temperatures [21].
More details and references can be found in Chapter 4.

Figure 15.5 Precipitation map for the system (herring) DNA–C12TAB–water. Samples
prepared and kept at 4 (diamonds), 25 (triangles) and 50�C (circles). Open symbols correspond
to clear one-phase solutions and filled symbols to two-phase samples. Dashed and solid lines
were added to guide the eye. [NaBr]¼ 10�5M. (Redrawn from [21] with permission)
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15.2.5 DNA–Protein Interaction

The interactionofDNAwith proteins is a goodexampleof systemswhere hydrophobic
interactions are of great importance. Essential genetic functions such as transcription,
replication, cleavage, and recombination rely on the ability of proteins to recognize
and interact with specific sequences of DNA. Extensive studies have thus been
performed to understand the underlying mechanism of the binding of proteins to
DNA (see reviews [22–24]).

Hydrophobic interactions between nonpolar amino acid residues and the bases of
DNA contribute to the function of DNA binding proteins through conformational
effects and direct interactionswith theDNAnucleotides.Direct evidence of the role of
hydrophobic interactions in DNA–protein complexes have been found for T7 RNA
polymerase [25,26], Epstein–Barr virus replication factor EBNA1 [27], and bovine
papillomavirus helicase E1 [28,29], for example.

15.2.6 Dependence of DNA Melting on Base Sequence

The fact that the melting temperature of DNA is dependent on its base sequence is a
good indication of the importance of the nearest neighbors for the stability of the helix
[30]. This dependence of the temperature on the base sequence is normally attributed
to the stacking interactions between adjacent bases.

As was mentioned above, different bases have different hydrophobicities. The
purine bases, with two aromatic rings instead of one for the pyrimidine bases, aremore
hydrophobic, and so the adsorption of the bases on graphite surfaces was found to
increase, following the series guanine> adenine> thymine> cytosine [15]. Also
AFMmeasurements recently showed that the adsorption of short homo oligonucleo-
tide on graphite followed a similar series [16]. It is therefore reasonable to assume that
the hydrophobicity of the bases also play a role in the thermal stability of the DNA
molecules, as well as pi-stacking interactions and hydrogen bonding. These effects
are, however, difficult to separate.

15.2.7 DNA Physical and Chemical Gels

A different approach for the study of DNAwith cosolutes has recently been taken by
using DNA chemical and physical gels (see Chapter 14 ).

The importance of the hydrophobicity has been considered, and it was found
that single-stranded chemical DNA gels collapse more efficiently than double-
stranded in the presence of a number of cosolutes [31]. This behavior can be due
to the larger flexibility of ss-DNA (smaller persistence length) as compared to
ds-DNA, the lower linear charge density, and/or larger hydrophobicity as compared
to ds-DNA. It can be argued that the increased chain flexibility and decreased linear
charge density are the main factors that cause the ss-DNA gels to collapse more than
gels with the double helix. However, the difference between ss-DNA and ds-DNA is
larger when surfactants are used than with the other investigated cosolutes. This is a
strong evidence for the importance of hydrophobic interactions in these systems.
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Phase behavior determination is another useful technique for the study of inter-
actions between DNA and cosolutes. Studies involving the interaction of ss-DNA and
ds-DNAwith polycations, with andwithout hydrophobicmodifications, have recently
been started [32]. It is expected that they will bring some better understanding on the
relative importance of the charge density, chain flexibility, and hydrophobicity in
these systems. For more details and references, see Chapter 14.
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CHAPTER 16

Lipid–DNA Interactions:
Structure–Function Studies
of Nanomaterials
for Gene Delivery

KAI K. EWERT, CHARLES E. SAMUEL, and CYRUS R. SAFINYA

16.1 INTRODUCTION

The interaction of DNAwith oppositely charged cosolutes such as cationic lipids and
polymers has attracted a large amount of scientific interest ever since the seminal
finding of Felgner et al. [1] that cationic lipids may be used to transfer DNA into
mammalian cells [2–7]. Gene therapy, the use of DNA (genes) as a drug, promises
cures for a wide variety of diseases. These include inherited diseases, cancers,
cardiovascular diseases, and many others. However, while a large number of clinical
trials of gene therapy are currently ongoing worldwide [8,9], delivery of the desired
DNA remains a big challenge. The use of genetically modified viruses still accounts
for the majority of clinical trials and has yielded the first successful cure by gene
therapy [10]. But these “viral methods” have also come under increased scrutiny
because of a few recent setbacks that have highlighted the safety drawbacks of viral
vectors [11–13]. Viruses activate the immune system and they have led to insertional
mutagenesis in oncogenes. There is a small but finite chance of the viral vector
becoming viable again, and their capacity is limited to about 40,000 base pairs.
Therefore nonviral vectors for gene delivery have generated increasing interest [2–7].
These vectors are formed by the self-assembly of DNA and cationic lipids (CL) or
polymers, and thus they impose no limit on the size of the DNA that may be delivered
[14]. In fact cationic lipid vectors have been used to transfer fractions of a human
artificial chromosome—at a size of about 1 million base pairs—into cells [15]. In
addition cationic lipid vector are much easier to prepare than viruses. Commercial
lipid formulations are available and are usedwidely for transfection of cells in culture.
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However, to be a viable vector for applications in gene therapy, the efficiency of
nonviral vectors needs to be improved.

In this chapter we present an overview of work aimed at determining the
mechanisms of transfection of cationic lipid (CL)–DNA complexes and how their
structures and physicochemical parameters affect their transfection mechanism and
efficiency. Such knowledge is expected to yield the basis for a rational optimization of
CL–DNAvectors. The in vitro studies described here apply directly to a transfection
efficiency (TE) optimization in ex vivo cell transfection, where cells are removed and
returned to patients after transfection.

CL–DNA complexes readily form with a large variety of lipids. This ease of
preparation and the variability of the lipid composition constitute two of the main
advantages of CL vectors. Typically a mixture of at least two lipids is used. One is a
cationic lipid, and theotherone, sometimescalleda“helper lipid,” is aneutral lipid.The
structures of most lipids mentioned in this chapter are shown in Figure 16.1 and Table
16.1.Asneutral lipids, 1,2-dioleoyl-sn-glycerophosphatidylethanolamine (DOPE) and
1,2-dioleoyl-sn-glycerophosphatidylcholine (DOPC) were employed. DOPE is one of
the most popular neutral lipids currently in use in gene therapy applications of CLs.
DOTAP (2,3-dioleoyloxypropyltrimethylammonium chloride) is a commercially
available, standard cationic lipid. The MVLs and PEG-lipids were synthesized in our
group [16–20].

16.2 FORMATION AND STRUCTURES OF CL–DNA COMPLEXES

In this section we discuss the findings relevant to understanding the formation,
nanostructure, and thermodynamic stability of CL–DNA complexes.

In aqueous solutions both DNA and cationic lipid assemblies (liposomes or
micelles) are associated with their respective counterions. The high charge density
of DNA actually results in “counterion condensation”: in its solution structure, the
bare length between negative phosphate groups on the DNA backbone is equal to
l0¼ 1.7A

�
. This is less than the Bjerrum length in water lB e(� e2/ewkBT)¼ 7.1A

�
, with

the dielectric constant of water ew¼ 80. The Bjerrum length corresponds to the
distance where the Coulomb energy between two unit charges is equal to the thermal
energy kBT. Under these conditions a mean-field nonlinear Poisson–Boltzmann
analysis shows that positive counterions will condense on the DNA backbone until
the Manning parameter x � lB=l

*
0 approaches unity [21]. Here l

*
0 is the renormalized

distance between the negative charges after counterion condensation.
A similar analysis shows that near the surfaceof a positively chargedmembrane, for

example, the cationic liposome surface, nearly half of the negative counterions are
contained within the Gouy–Chapman length lG-C� e/2plBsM. Here sM is the charge
density of the lipid membrane [22].

Combining DNA and cationic lipid allows the charges of the lipid head-group to
neutralize the phosphate groups on the DNA. This replaces and releases the tightly
bound counterions of both lipid andDNA into solution (Figure 16.2, top). The resulting
gain of translational entropy by the counterions is the driving force for higher order
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self-assembly intoCL–DNAcomplexes [23–25].We use the term“boundcounterions”
in a loose form: the counterions near themacromolecular surfaces are “bound” and yet
remain in a fully hydrated state. Thus there is no change in the entropy of water
molecules when “bound counterions” are released into solution.

Mesoscopically the mixing of cationic lipid and DNA results in their spontaneous
self-assembly into small globular particles (0.2 mmdiameter) of CL–DNAcomplexes.
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Figure 16.1 Chemical structures and abbreviated names of cationic and neutral lipids
mentioned in this chapter. See Table 16.1 for Head-Group structures, spacer lengths, and lipid
names of the (T)MVLs.
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TABLE 16.1 Abbreviated Names and Spacer Lengths of Newly Synthesized
Multivalent Cationic Lipids, their Charge and the Chemical Structures of their Head-
Groups

Charge/e

Lipid Name Za
max Z

b
exp Head-Group Structure

MVL2 (n¼ 1) þ2 2.0 – 0.1c
NH3

+
NH3

+

O

MVL3 (n¼ 1) þ3 2.5 – 0.1c
NH2

+
NH3

+

O

NH3
+

MVL5 (n¼ 1) þ5 4.5 – 0.1c
NH2

+
N
H

+

O

NH3
+

NH3
+

NH3
+

TMVL5 (n¼ 3)

MVLG2 (n¼ 1) þ4 3.98 – 0.24d
NH

NH3
+

NH3
+

O

N

NH3
+

NH3
+

OO

HTMVLG2 (n¼ 3)

MVLBG1 (n¼ 1) þ8 8.00 – 0.10d
TMVLBG1 (n¼ 3)

MVLG3 (n¼ 1)
þ8 7.93 – 0.26d

TMVLG3 (n¼ 3)

MVLBG2 (n¼ 1)

TMVLBG2 (n¼ 3)
þ16 15.9 – 1.0

Note: Charged groups are highlighted. The lipids have the general structure shown in Figure 16.1.
aCharge at full protonation.
bCharge in complex, determined by an ethidium bromide displacement assay.
cSee [18].
dSee [20].
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This self-assembly has been shown for a large variety of lipids by way of differential
interference contrast microscopy [14,17–19]. Fluorescence microscopy reveals the
presence of both lipid and DNA within these particles. Depending on the complex
composition (i.e., surface charge) and the solution conditions (e.g., salt content), the

Figure 16.2 (A) Schematic of the formation of CL–DNA complexes from liposomes and
DNA. The release of tightly bound counterions is the driving force for the self-assembly
process. (B–D) Schematic depictions of the nanoscale interior structure of the three known
phases of CL–DNA complexes: lamellar (LCa ), inverted hexagonal (HC

II ), and hexagonal (HC
I )

phases. Also shown are characteristic X-ray scattering patterns for the three phases. (Reprinted
in part with permission from [19,29]. HC

I phase images � 2006 American Chemical Society)
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primary particlesmay aggregate further over time. The effects of varying the twomain
compositional parameters, lipid–DNA charge ratio and ratio of neutral to cationic
lipid, will, be discussed, below.

Synchrotron X-ray diffraction has yielded insight into the nanoscale structure of
self-assembled CL–DNA complexes. The three phases of CL–DNA complexes
reported to date are shown in Figure 16.2, together with examples of their characteris-
tic X-ray scattering patterns. The lamellar (LCa ) phase is the most commonly observed
structure. The sharp, evenly spaced 00L peaks (marked q001, q002, . . .) result from the
layered structure of the CL–DNA complexes with d¼ dmþ dw¼ 2p/q001. Here dm is
the membrane thickness, which can be measured independently via X-ray diffraction
of multilamellar lipid assemblies in the absence of DNA. The remaining water layer
thickness dw¼ d� dm typically equals about 25A

�
, the thickness required for a

monolayer of DNA in its hydrated B-form. The broad peak visible between the
002 and 003 reflections is a DNA–DNA correlation peak and yields the average
interaxial distance between the DNA rods as dDNA¼ 2p/qDNA.

The sandwiched DNA forms an array of chains that uniformly covers the available
lipid area. Thus dDNA is a simple function of the lipid–DNA charge ratio rchg (see also
below) and has been found to range from roughly 25A

�
at high membrane charge

densities—where the DNA rods are nearly touching—to roughly 55A
�
at low mem-

brane charge densities [14,26–28]. The lamellar LCa phase of CL–DNA complexes is a
novel hybrid liquid crystalline phase: the lipids form a three-dimensional smectic
phasewhile the DNA rods between the lipid bilayers from a two-dimensional smectic
phase.

At certain compositions, CL–DNAcomplexes containing the popular helper lipid
DOPEand the cationic lipidDOTAPhavebeen shown to form the inverted hexagonal
(HC

II ) phase of CL–DNA complexes [29]. The nanoscale internal structure and
typical X-ray scattering pattern of this phase are also shown in Figure 16.2. DOPE
differs from DOPC only by possessing an ammonium group in place of a trimethy-
lammonium group. However, the weaker hydration of this group reduces the head-
group size of DOPE significantly, resulting in a cone-like molecular shape. Thus
DOPE confers a negative curvature to membranes, whereas DOTAP and DOPC
induce a zero (flat) spontaneous curvature. The negative curvature favors the
formation of the inverse micelles present in the columnar liquid-crystalline HC

II

structure, which is observed in the DOTAP/DOPE system when the weight fraction
of DOPE,FDOPE�weightDOPE/(weightDOPEþweightDOTAP), is larger than rough-
ly 0.65 [29,30]. The DNA molecules are located inside the inverse micelles, which
assemble on a hexagonal lattice to form theHC

II phase. This structure resembles that
of the inverted hexagonal HII phase of DOPE in excess water [31], with DNA
replacing part of the water from the space inside the inverse micelles. Of note, not
only the addition of lipid with negative spontaneous curvature, but also a strong
reduction of the membrane bending rigidity k by addition of cosurfactant (hexanol),
can induce the shift from the lamellar (LCa ) to the inverted hexagonal (H

C
II ) phase of

CL–DNA complexes [29].
TheX-ray scattering pattern of theHC

II phase clearly shows the q10, q11, q20, and q21
reflections of the hexagonal lattice. The lattice spacing a¼ 4p/(q10H3) was found to
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be consistent with the expected dimensions of DOTAP/DOPE monolayers and DNA
with two hydration layers.

The recently discovered third, HC
I CL–DNA phase [19] is also driven by the

curvature. Just as the cone shape of DOPE favors a negative curvature of the lipid
membrane because of its small head-group, lipidswith avery large head-group (i.e., an
inverted conemolecular shape) favor a positive curvature. Interestingly cationic lipids
with up to five charges assemble into lamellar DNA complexes, even though some of
them form spherical or cylindrical micelles in aqueous solution (without DNA).
However, a recently synthesized lipid with 16 positive charges in the head-group
(MVLBG2, see Table 16.1) exhibits the hexagonal HC

I phase over a narrow range of
composition around 25mol% cationic lipid/75mol% DOPC [19]. Other nonlamellar
phases with, as of now, an undetermined structure are observed at higher contents of
this highly charged lipid. TheX-ray scattering pattern again shows peaks indicative of
a hexagonal structure with the q10, q11, q20, q21, and q30 reflections visible. However,
the lattice spacing a is increased to 81.5A

�
(compared to 67.4A

�
in the HC

II phase), and
this is due to the completely different arrangement of the lipid and DNA. In the HC

I

phase, cylindrical lipid micelles are arranged on a hexagonal lattice, and the DNA
forms a honeycomb lattice in the interstices of this lipid arrangement.

The nanoscopic structure ofCL–DNAcomplexes has a profound influence on their
transfectionmechanism. This effect will be discussed below, after introducing the two
main compositional parameters that also affect vector performance.

16.3 EFFECT OF THE LIPID–DNA CHARGE RATIO (rchg)
ON CL–DNA COMPLEX PROPERTIES

One of the key parameters governing the properties and transfection efficiency ofCL–
DNA complexes is the ratio of lipid to DNA. While frequently the weight ratio of the
total lipid or cationic lipid to DNA is reported, the most meaningful parameter is the
cationic lipid–DNAcharge ratio, rchg. This is because complexes showuniversal or at
least analogous physicochemical and biological behavior as a function of this
parameter.

16.3.1 Physicochemical Effects and Phase Behavior of CL–DNA Lipids

At the isoelectric point, essentially all lipid and DNA are incorporated into the
complex, which is without charge because the charges on lipid and DNA exactly
compensate each other. Importantly there is a range ofrchg around the isoelectric point
(rchg¼ 1) where excess lipid (if rchg> 1) or excess DNA (if rchg< 1) is fully
incorporated into the complexes, even though there no longer is an exact matching
of charges. We refer to this phenomenon as “overcharging,” because of the resulting
excess charge in the complex either due to the lipid or the DNA. The corresponding
excess counterions arenot released into solutionbut still gain entropy:uponadditionof
excess DNA to an isoelectric complex, the counterions of that DNA are released into
the “counterion vacuum” of the isoelectric complex and thus gain entropy. In other
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words, incorporation of excess DNA into an isoelectric complex is driven by an
osmotic concentration gradient between counterions near the DNA and inside the
isoelectric complex. The incorporation of excess liposomes can be explained in a
similarmanner.Beyondacritical level of overcharging, additional charged species are
no longer incorporated, and overcharged complexes coexist with free DNA or free
liposomes in solution [28]. Figure 16.3 schematically shows the overcharging (single
phase) and coexistence regimes as a function of rchg.

The overcharging regime is not necessarily symmetrical around the isoelectric
point. It is strongly influenced by themembrane charge density of the lipidmembranes
aswell as by the solution conditions, in particular, the salt concentration. This is shown
in Figure 16.4 (top), which shows a plot of the measured average DNA interaxial
distances dDNA for DOTAP/DOPC–DNA complexes of varied charge density in water
and150mMNaCl solution.At the isoelectric point ofLCa CL–DNAcomplexes,dDNA is
directly related to the lipid membrane charge density (sM): dDNA¼ e/(l0sM), with l0
designating the average distance per anionic charge along theDNAbackbone [27,28].
For simple geometric reasons, dDNA increases or decreases, respectively, as additional
lipid or DNA is incorporated into the isoelectric complex. Thus dDNA is a useful
indicator of overcharging. All data in Figure 16.4 follow sigmoidal curves, consistent
with the schematic picture shown in Figure 16.3. At the lowest charge ratios, dDNA is
shortest and constant until it starts to increase close to the isoelectric point. Note that in
the figure,dDNA is plotted against theDOTAP/DNAweight ratior,withr¼ 2.2� rchg.
As seen in Figure 16.4, dDNA increases through the isoelectric point until it saturates,
marking the end of the overcharging regime. As expected from the model for
overcharging described above, the overcharging regime extends over a wider range
of rchg as the membrane charge density of the lipid increases, namely, as the weight
fraction neutral lipid (FDOPC) decreases (Figure 16.4, top left) [28]. This is because the

Figure 16.3 Schematic depiction of the regimes of CL–DNA complexes as a function of the
lipid–DNA charge ratio rchg. Around the isoelectric point, overcharging occurs as excess lipid
orDNA is incorporated into the complexes. Beyond the limits of overcharging, phase separation
sets in and CL–DNA complexes coexist with DNA (rchg< 1) or liposomes (rchg> 1) in
solution.
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confinement of the counterions increaseswithsM. Also in accordancewith themodel,
complexeswith lowersM incorporatemoreDNA (corresponding to an earlier onset of
the increase in dDNA). Apart from the increasing counterion concentration within the
complex, the electrostatic repulsion between the additional DNA rods limits the
amount of DNA that will be incorporated. The lowersM corresponds to a larger initial
dDNA, and thus less strong repulsion between the DNA rods.

The driving force of the counterion release mechanism is reduced by added salt.
This is particularly true for counterion release from the lipidmembrane,which relies

Figure 16.4 (a) Variation of the interhelical distance dDNAwith the DOTAP/DNAweight ratio
r¼ 2.2� rchg in DOTAP/DOPC–DNA complexes with a fixed DOPCweight ratioFPC and no
salt. The vertical dashed line indicates the isoelectric point (r¼ 2.2). The solid line through the
data at FPC¼ 0.7 is the result of nonlinear Poisson–Boltzman theory for complexes with low
membrane charge density [24]. The dashed lines are guides to the eye. The complexes are single
phase in the region of increasing dDNA, coexisting with DNA at lower r and with lipid at higher
r. (b) Same as (a) at 150mM NaCl. All lines are guides to the eye. (bottom) Variation of the
complex z-potential with changing r. The vertical line marks the isoelectric point (r¼ 2.2).
Lines through the data are guides to the eye. (Reprinted with permission from [28].� 1999
Biophysical Society)
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on a concentration gradient between the layer of ions confined close to the lipid
membrane and the bulk solution. Since theGouy–Chapman length scales with 1/sM,
the concentration of counterions next to the lipid membrane scales with sM.
Therefore the addition of salt to a solution in which the complexes are formed has
a stronger effect on complexeswith lowsM (highFDOPC), as shown in Figure 16.4 (top
right) for a NaCl concentration (150mM) comparable to that of the cell culture media.

The results obtained by X-ray scattering and analysis of the DNA interaxial
distances were corroborated by measurements of the zeta potential of CL–DNA
complexes. As demonstrated by the typical data shown in Figure 16.4 (bottom), the
zeta potential measurements also clearly demonstrate the effect of overcharging.
Inversion of the surface potential consistently occurs at the isoelectric point. Of note,
high sM complexes reach higher positive saturation zeta potentials, while low sM

complexes display larger values of the negative saturation zeta potential. This effect is
consistentwith thecomplexes’ ability to incorporate larger amountsof cationic lipidor
DNA, respectively, as outlined above.

16.3.2 Biological Effects

The lipid–DNA charge ratio has a strong effect on the biological properties of CL–
DNAcomplexes, as summarized in Figure 16.5. Figure 16.5 (top) exemplarily shows
the effect of rchg on the transfection efficiency as measured with a luciferase assay
[20]. As was initially observed for DOTAP [32], the TE of all lipids studied in our
group to date increaseswithrchgup to a saturationvalue; this behavior is independent
of the composition of the membrane. However, the charge ratio at which saturation
occurs (r*chg) can vary among different families of lipids. This is seen in Figure 16.5
(top), which shows the transfection efficiencies of complexeswith 60mol% cationic
lipid for DOTAP and the multivalent, dendritic lipids MVLG2, MVLBG1, and
MVLBG2 (Table 16.1) [20] at various values of rchg: a lipid–DNA charge ratio of 3
lies in the saturated regime for DOTAP, while the dendritic lipids require at least
rchg¼ 4.5. The start of the increase in the TE with rchg for DOTAP is around the
isoelectric point, which suggests a correlation with the surface charge. The exterior
cell membrane containsmany negatively charged polysaccharides, which have been
implicated in the attachment and uptake of the CL–DNA complexes [33–35]. A
cationic surface charge would thus favor attachment and internalization of the
complex. However, zeta potential measurements have shown that the surface charge
of DNA complexes of the dendritic lipids also changes sign at the isoelectric point
(Figure 16.6). In addition a variation in the onset of efficient transfection with rchg
was observed between different cell lines [19]. Further work is necessary to fully
understand how the lipid structure or its properties affect r*chg, with the goal of
establishing rules to predict it.

Large amounts of cationic lipids or polymers are toxic to cells, with polymers
typically being much more toxic than lipids on a “per charge” basis. Figure 16.5
(bottom) shows cell toxicities for complexes with 60mol% DOTAP, MVLG2,
MVLBG1, and MVLBG2 as a function of rchg.Toxicities were measured using a
commercially available assay that probes cell membrane integrity [20]. Note the
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different scale of the rchg-axis compared with the transfection efficiency plot. For all
lipids in this plot, and all other lipids investigated in our laboratory, only the charge
ratios much exceeding those required for efficient transfection produced any notable
toxicity. Nevertheless, it is worth noting that the onset of the curve ismuch delayed for
the dendritic lipids in comparison with DOTAP, demonstrating their reduced cyto-
toxicity. Thismay be important in newly emerging applications such as the delivery of
small interfering RNA (siRNA) for gene silencing [36,37], which requires much
higher values of rchg than DNA delivery [38].

16.4 EFFECTOFTHEMEMBRANECHARGEDENSITY (sM) ONCL–DNA
COMPLEX PROPERTIES

The second main compositional parameter of CL–DNA complexes is the ratio of
neutral to cationic lipid. For comparative discussions, it is helpful to use the lipid
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Figure 16.5 Transfection efficiency (top) and cytotoxicity (bottom) of DNA complexes
containing 60mol% cationic lipid at various lipid–DNA charge ratios. Note the difference in
the scale of the charge ratio axes. The amount of DNA is constant for all data points.
Transfection efficiencies were measured using a luciferase assay. Cytotoxicity was assessed
with an assay that probes cell membrane integrity. (Reprinted with permission from [20].�

2006 American Chemical Society)
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membrane charge density, sM, to quantify this parameter. The membrane charge
density is defined as the cationic charge per unit area. It may be thought of as a lipid-
independent measure of how cationic a membrane is. For example, two membranes,
each containing the samemolar fraction of a cationic lipid, may exhibit very different
valuesofsM if the twocationic lipids carry adifferent charge (provided that their head-
group areas are the same). At the same time sM of two membranes containing very
differentmolar fractions of cationic lipidmay be similar if the two cationic lipids have
very different charges. To calculate sM, one needs to know the charge of the cationic
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Figure 16.6 Data from an ethidium bromide (EtBr) displacement assay (top) used tomeasure
the charge of dendritic multivalent lipids in complexes with DNA. EtBr fluoresces when
intercalated into DNA but is expelled by lipid–DNA complex formation, which results in
reduced fluorescence intensity due to self-quenching of EtBr in solution. The fluorescence
intensity is normalized to that of DNAwith EtBr and no lipid and plotted against the lipid/DNA
weight ratio to resolve the data for the different lipids. Zeta potential of MVLBG1–DNA
complexes (bottom) as a function of calculated rchg. Analysis of the data from the EtBr
displacement assay yielded Zexp, which was used to calculate rchg. The line (sigmoidal fit) is a
guide to the eye. Note that the zeta potential changes sign at approximately rchg¼ 1. (Adapted
with permission from [20].� 2006 American Chemical Society)
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lipid effective in DNA complexation and its head-group area:

sM ¼ eZNcl

AnlþAcl
¼ 1�Fnl

FnlþrFcl
scl;

where r¼Acl/Anl is the ratio of the head-group area of the cationic to neutral lipid,
scl¼ eZ/Acl is the charge density of the cationic lipid with valence Z, and Fnl¼Nnl/
(NnlþNcl) andFcl¼Ncl/ (NnlþNcl) are themolar fractions of the neutral and cationic
lipids, respectively.

The charge of the lipid can be determined using zeta potential measurements. An
alternative and experimentally much simpler method is the ethidium bromide (EtBr)
displacement assay. EtBr fluoresces when intercalated between the bases of DNA but
self-quenches in solution. As shown in Figure 16.6 (top), addition of the cationic lipid
to amixture ofDNAandEtBr results in a drop of fluorescence asEtBr is expelled upon
the complex’s formation. Analysis of the sigmoidal curves yields the charge of the
lipid [18]. Figure 16.6 (bottom) exemplarily shows that the charge determinedwith the
EtBr assay agrees with that obtained from the zeta potential measurements. Note that
in Figure 16.6 (top), the lipid to DNAweight ratio is used as the abscissa to resolve the
data for various lipids, while the zeta potential is plotted against the charge ratio
calculated using Z from the EtBr assay.

The importance of the membrane charge density for the overcharging and
stability of CL–DNA complexes in a salt solution has already been discussed. In
addition the membrane charge density is a universal parameter governing the
transfection efficiency of lamellar complexes. Early data for commercially avail-
able lipids of varied charge such as DOTAP (1þ), DMRIE (1þ), and DOSPA (5þ)
showed that DOSPA-containing complexes remained highly transfectant at much
larger mol fractions of DOPC, as large as 0.7. At this composition, TE for the
univalent cationic lipids is nearly two orders of magnitude lower [30]. A more
detailed investigation explored the effect of a broad range of charge densities onTE,
using a newly synthesized set of multivalent lipids (MVL2–(T)MVL5; see Table
16.1) [17,18]. X-ray diffraction showed that these MVLs form lamellar (LCa ) MVL/
DOPC–DNA complexes.

The TE results for DNA complexes of several MVLs at various MVL/DOPC
ratios are shown in Figure 16.7. Corresponding data for DOTAP (as a monovalent
lipid and a control) are also plotted. The amount of DNAwas kept constant for all
data points. Figure 16.7A shows TE as a function of the mol fraction of the cationic
lipid. All cationic lipids exhibited a maximum in the TE as a function of the lipid
composition: at 65mol% for MVL2, 70mol% for MVL3, 50mol% for MVL5,
55mol% for TMVL5, and 90mol% for DOTAP. Thus, while the optimized TE is
similar for all lipids, this TE appeared at different molar ratios. This behaviour
demonstrates the importance of optimizing the ratio of neutral to cationic lipid for
novel cationic lipids. Such optimization should go beyond the testing of only a few
integer ratios often seen in the literature. The optimal lipid compositions result in a
TE that is about three orders of magnitude larger than that of complexes with poor
efficiency.
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Figure 16.7B shows the same transfection efficiency data, now plotted against the
membrane charge density, sM. Remarkably a notable simplification takes place, and
all the data points merge onto a single curve. This demonstrates that sM is a universal
parameter and a predictor of transfection efficiency for lamellar (LCa ) CL–DNA
complexes. The resulting universal curve reveals an optimal charge density of
s*
M ¼ 17:0 – 0:1� 10�3 ðe=A� 2Þ [18].
The universal curve for the TE of LCa complexes shown in Figure 16.7B displays

three distinct regimes. In the low sM regime (regime I), TE increases exponentially
with the membrane charge density: for small values of sM, a straight line fits the data
well. In regime III, at very high sM, TE decreases exponentially with sM. Between
these regimes there is a resulting regime of optimal TE, centered around sM (regime
II). When transfection experiments are performed in the presence of chloroquine, a
weak base that disrupts endosomes, only the TE of complexes in regime I is improved.
This suggests that in regime I, endosomal escape is the limiting step in the transfection
process [18,30]. Confocal microscopy experiments (see below) further support this
finding. Escape from the endosome likely occurs via an activated fusion process of the
oppositely chargedmembranes of endosome and complex [30]. The activation energy
for this can be written as dE¼ ak� bsM, where a and b are constants >0. The
parameter k is the bending rigidity of the membrane, which is mainly determined by
the lipid tails and therefore constant in the described experiments. The bending of
membranes, as required for fusion, results in an energycost proportional tok. Since the
interacting membranes are oppositely charged, the activation energy decreases with
increasing sM. If endosomal entrapment limits transfection as proposed earlier, the
activation energy for fusion directly relates sM to the transfection efficiency via an

Figure 16.7 (A) Transfection efficiency (TE) as a function of the molar fraction cationic lipid
for CL/DOPC–DNA complexes prepared with MVL2 (diamonds), MVL3 (squares), MVL5
(triangles), TMVL5 (inverted-triangles), andDOTAP (circles).All datawas taken atrchg¼ 2.8,
using the same amount of DNA for each data point. (B) The same TE data plotted against the
membrane charge density, sM. The solid line is a Gaussian fit to the data. Data for DOTAP/
DOPE–DNAcomplexes (open circles,HC

II phase) are also shown. Three regimes of transfection
efficiency are labeled. Reproduced with permission from [18]. (Copyright 2005 John Wiley &
Sons Limited.)
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Arrhenius-type equation, predicting the observed exponential increase of TE with
sM [30]:

TE / Rate of fusion ¼ 1

t
e�dE=kT :

Here 1/t is the collision rate between the trappedCL–DNAparticle and the endosomal
membrane.

16.5 EFFECT OF NONLAMELLAR CL–DNA COMPLEX STRUCTURE
ON THE TRANSFECTION MECHANISM

Figure 16.7B also shows the TE data for DOTAP/DOPE–DNA complexes (hollow
circles). The TE of these complexes does not follow the universal curve at small
membrane charge densities (high content of neutral lipid), where they are in the
inverted hexagonal (HC

II ) phase. This suggests thatH
C
II andL

C
a complexes transfect by

fundamentally different mechanisms, and that endosomal escape/fusion of the
complex and endosomal membranes are not limiting the TE for HC

II complexes
(see also confocalmicroscopy results below). The highly charged head groups of the
dendritic cationic lipids MVLBG1 (8þ) and MVLBG2 (16þ) give access to very
high membrane charge densities. However, as shown in Figure 16.8, their TE does
not decrease at high sM. While this does not match with the universal TE curve of
Figure 16.7B, complexes of these dendritic lipids are no longer in the lamellar phase
beyond 25 (MVLBG2) and 40 (MVLBG1) mol% cationic lipid. This further
demonstrates the strong effect of the complex structure on the transfection pathways
and suggests that the release of DNA from highly charged lipid membranes may be
more facile for HC

I than for LCa complexes.

0.01

0.1

1

10

100

1000

10000

 DOTAP
 MVLBG1
 MVLBG2

T
ra

ns
fe

ct
io

n 
E

ffi
ci

en
cy

 

/ 1
0 

 R
LU

/m
g 

pr
ot

ei
n

6

Mol Fraction Cationic Lipid / %

0 20 40 60 80 100

Figure 16.8 Transfection efficiency of DNA complexes of DOTAP,MVLBG1, andMVLBG2
plotted against the mol fraction of cationic lipid in mixtures with DOPC. All data points were
taken at a lipid–DNA charge ratio of 6, using a constant amount of DNA. (Reprinted with
permission from [20]. � 2006 American Chemical Society)
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Figure 16.9 Laser scanning confocal microscopy images of transfected mouse L cells, fixed
six hours after incubation with complexes. Red and green fluorescence corresponds to lipid and
DNA labels, respectively; yellow, the overlap of the two, denotes CL–DNAcomplexes. The cell
outline was observed in reflection mode, appearing in blue. Scale bars are 5mm. For each set of
images,middle is thex-y (top) viewat a given z; right is they-z sideviewalong thevertical dotted
line; bottom is the x-z side view along the horizontal dotted line. Arrows in the side views mark
objects circled in the top view. (Top left) A cell transfected with LCa DOTAP/DOPC–DNA
complexes at MDOPC¼ 0.67 for which TE is low, as shown in Figure 16.7. No evidence for
fusion is visible and only intact CL–DNA complexes such as the one marked by a circle are
observed inside the cells. This observation implies that DNA remains trapped within the
complexes, consistent with the observed low transfection efficiency. (Top right) Cells trans-
fected with HC

II DOTAP/DOPE–DNA complexes (MDOPE¼ 0.69) show transfer of fluorescent
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It is important to note that optimized CL–DNA complexes, independent of their
structure, transfect equally well in the in vitro conditions of our experiments (Figures
16.7 and 16.8). Thus far we have observed a notable difference in the performance
between optimized complexes of different lipids in only one instance: the TE of
complexes of MVLBG2 in a “hard to transfect” embryonic mouse fibroblast cell line
was an order of magnitude higher than their DOTAP counterparts [19].

Laser scanning confocal microscopy (LSCM), which provides true three-dimen-
sional imaging with micrometer resolution, has yielded further insight into the
transfection pathways of lamellar and inverted hexagonal complexes. Figure 16.9
shows typical LSCMmicrographs of cells fixed after six hours of incubation withHC

II

complexes as well as LCa complexes at high and low sM. Lipid and DNAwere labeled
using red andgreen fluorescent probes, respectively.Their overlap appears yellow, and
the cell outline blue (reflection mode).

In the case of theHC
II complexes (Figure 16.9, top right), the mixing of cellular and

complex lipids is evident from the fluorescent labeling of the cell membrane. In
addition free DNA is observed in the cytoplasm. The observed lipid mixing is
indicative of fusion, either before or after endocytosis of the complexes. In stark
contrast, only intact complexes and no lipid mixing are observed for low sM lamellar
complexes (Figure 16.9, top left). The lack of indications for fusion suggests that
complexes are taken up via endocytosis. No evidence for escape from the endosome
nor dissociation of the complexes is seen. While highsM lamellar complexes (Figure
16.9, bottom) also do not show lipid mixing, both free DNA as well as a few intact
complexes are visible inside the cell. Thus these complexes also enter via endocytosis,
but they are able to release their DNA.Moreover, since the freeDNA is in a condensed
state but there are no DNA-condensing compounds in the endosome, the DNA must
reside in the cytoplasm, which implies endosomal escape.

16.6 MODEL OF TRANSFECTION WITH LAMELLAR CL–DNA
COMPLEXES

The results from diversemethods have provided keys to an extended understanding of
themechanism of transfection by lamellar CL–DNAcomplexes [18,30]. Figure 16.10
schematically depicts the features of this model.

lipid to the cell plasma membrane and the release of DNA (green; in the circle) within the cell.
(Bottom) A typical LSCM image of a cell transfected with LCa complexes at MDOPC¼ 0.18,
corresponding to cationic membranes with a high charge density sM�0.012 e/A

� 2 and high TE
(see Figure 16.7). Although the lamellar complexes used here show high TE, no lipid transfer to
the cell plasmamembrane is seen in contrast to high-transfectingHC

II complexes. Both released
DNA (1) and intact complexes (2) are observed inside the cell. Labels (3) and (4) : A complex in
the process of releasing its DNA into the cytoplasm. For objects labeled with numbers, plots of
fluorescence intensity as a function of position are shown in boxes in the lower right corner.
(Reprinted with permission from [30]. � 2003 Biophysical Society) (See color plate.)
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The initial attachment to the cell is mediated by electrostatics (Figure 16.10a) and
followed by endocytosis (Figure 16.10b). The three regimes of the universal TE curve
shown in Figure 16.7B correspond to distinct complex–cell interaction regimes
occurring after endocytosis [18]. For complexes with low sM < sM* (regime I),
endosomal escape limits the TE (Figure 16.10c and d). Some complexes escape via
activated fusion with the endosomal membrane, resulting in the exponential increase
of TE with sM over three orders of magnitude.

At highersM (regimes II and III), the TE is no longer limited by endosomal escape,
as demonstrated using a chloroquine assay and by confocalmicroscopy [18,30]. These
complexes fuse easilywith the endosomalmembrane, releasing smaller complexes into
the cytoplasm (Figure 16.10e). However, at very high sM>s*

M (regime III), the TE
decreaseswithsM. It is possible that transfection is limited by complex dissociation in
the cytoplasm,which is due to the strong electrostatic interaction between theDNAand
the highly charged lipid bilayers (Figure 16.10g). Theoptimal TEobserved in regime II
reflects a compromisebetweenopposing requirements (Figure16.10f): escape fromthe
endosomes requires high sM, but dissociation of complexes in the cytoplasm requires
low sM. Future strategies to optimize the TE of lamellar CL–DNA complexes must
strive todecouple theseopposing requirements.This is particularly important inviewof
the abundance of the lamellar structure and the fact that DOPE has turned out to be an
undesirable lipid for in vivo applications.

Figure 16.10 Amodel of the cellular pathway and transfection mechanism of LCa complexes.
Cationic complexes adhere to cells due to favorable electrostatic interactions (a) and enter
through endocytosis (b and c). Complexes with low sM largely remain trapped in endosomes
(d). Complexes with high sM escape the endosome through activated fusion (e). The released
smaller complexes dissociate more or less effectively by interactions with charged macro-
molecules inside the cell, depending on theirsM (f and g). Strongmembrane–DNA interactions
at very high sM may lead to diminished dissociation (g), but efficient release occurs at
sM�sM* (f). (Reproduced with permission from [18]. Copyright 2005 John Wiley & Sons
Limited)
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16.7 MODEL OF TRANSFECTION WITH INVERTED HEXAGONAL
CL–DNA COMPLEXES

As indicated by their deviation from the universal curve of Figure 16.7B and the
extensive mixing of complex and cell membrane lipids observed by confocal
microscopy (Figure 16.9), CL–DNA complexes in the inverted hexagonal phase are
prone tomembrane fusion.This is intimately related to their structure and thepreferred
curvature of lipid membranes containing DOPE [30]. As schematically shown in
Figure 16.11, the outermost lipid monolayer, which must cover any HC

II complex to
provide a hydrophilic surface, exhibits a curvature opposite to that of the preferred
(negative) curvature of the lipids coating DNA inside the complex. This elastically
frustrated state of the outer monolayer, which is independent of sM, drives the rapid
fusion with the plasma or endosomal membrane, leading to release of a layer of DNA

Figure 16.11 Schematic of an inverted hexagonal CL–DNA complex interacting with the
plasma membrane or the endosomal membrane. The outer lipid monolayer covering the HC

II

complex has a positive curvature, whereas the preferred curvature of DOPE-containing
membranes is negative, as realized in the monolayers coating DNA. Thus the outer layer is
energetically costly. This results in a driving force, independent of the cationic membrane
charge density, for rapid fusion of theHC

II complexwith the bilayer of the cell plasmamembrane
or the endosomal membrane. (Reprinted with permission from [30]. � 2003 Biophysical
Society)
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and a smaller HC
II complex within the cell. The process can then repeat itself until all

DNA is released from the complex. In contrast, the bilayer structure of lamellar LCa
complexes is inherentlymore stable and release of DNAonly occurs as the complex is
disassembled, layer by layer, through interactions of the cationic membranes with
anionic components of the cell such as the predominantly anionic actin and microtu-
bule cytoskeletal filaments [39,40].

16.8 PEGYLATED CL–DNA COMPLEXES: SURFACE
FUNCTIONALIZATION AND DISTINCT DNA–DNA INTERACTION
REGIMES

Simple CL–DNA complexes as described above are successful for invitro transfection
ofmanymammalian cell lines andare currently used in exvivo and invivoclinical trials
(e.g., involving intra-tumoral injection methods) [4,41]. However, they are not well
suited for systemic applications.Both cationic lipids and theirDNAcomplexes activate
the complement system [42], which results in their rapid removal from circulation by
the mononuclear phagocytic system cells through opsonization. As previously estab-
lished for liposomes [43–46], conjugation of poly(ethyleneglycol) (PEG) to nonviral
vectors can reduce the activation of the complement system [42]. The presence of a
hydrophilic polymer shell provides a repulsive barrier and results in vastly increased
circulation lifetimes, a phenomenon referred to as steric stabilization. Thus incorpo-
rating PEG-lipids is an essential step in making CL–DNA complexes viable for
systemic gene delivery. In future applications functionalized PEG-lipids of variable
lengthmay also be used to add functionality and specificity to CL–DNA complexes by
acting as tethers for target-specific ligands (e.g., peptides). Thus it is crucial to gain an
understanding of the effects of incorporating PEG-lipids into CL–DNA complexes.

16.8.1 DNA–DNA Interaction Regimes in PEG-Lipid CL–DNA
Complexes

Recent work has probed the structure, morphology, and function of CL–DNA
complexes containing a ternary mixture of DOTAP, DOPC, and PEG-lipids
[16,47]. It was shown that a critical value of PEG chain length exists, above
which steric stabilization and other polymer-specific effects become evident. The
structures of the investigated lipids are displayed in Figure 16.1. X-ray diffraction
of isoelectric (rchg¼ 1) complexes revealed a single phase of stable lamellar
complexes for the PEG400-lipids. The lamellar structure was also observed for the
PEG2000-lipids, but phase separation occurs at higher contents of the PEG-lipid
(>7mol% for PEG20002þ-lipid; >10mol% for PEG2000-lipid). Complete incor-
poration of added PEG-lipid into the complexes is not possible beyond these limits.
Three distinct DNA interchain interaction regimes exist as a function of composi-
tion, due to (1) long-range repulsive electrostatic forces, (2) short-range repulsive
hydration forces, and (3) a novel polymer-induced attractive depletion force in two
dimensions.
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The effect of incorporating PEG4002þ-lipid into isoelectric CL–DNA complexes
was studied bymonitoring the average interaxial distance betweenDNA chains (dDNA;
seeFigure16.2)while increasing themolfractionofPEG4002þ-lipidatvariousconstant
mol fractions ofDOTAP (MDOTAP). The results reveal that PEG400

2þ-lipid simply acts
asanadditionalcationiclipid, leadingtothecondensationofDNAthroughanincrease in
the membrane charge density. As with DOTAP [48], two distinct DNA interaction
regimes are observed. In the electrostatic regime (4�10�3 e/A

� 2<sM<8.5�10�3 e/A
� 2),

dDNA depends purely on the membrane charge density. In the regime of sM> 8.5�
10�3 e/A

� 2, a strong repulsive hydration barrier between DNA rods dominates [48],
preventing further condensation of the DNA. Neutral PEG400-lipid also shows no
polymer-specificbehavior, presumablybecauseof the short chain length (<n>¼ 9): its
exchange with DOPC does not affect the DNA spacing.

A distinctly different picture arises for PEG-lipidswith chains ofmolecular weight
2000 g/mol (<n>¼ 45). Figure 16.12 (left) shows XRD data from single-phase
DOTAP/DOPC–DNA complexes of constant MDOTAP¼ 30% containing increasing
amounts of neutral PEG2000-lipid. The DNA interaxial spacing (dDNA¼ 2p/qDNA)
decreases from 53.7A

�
(without PEG-lipid) to 49.1A

�
(1.6mol% PEG-lipid) to 41.6A

�

(6.7mol%PEG-lipid)with increasingmole fraction of the PEG2000-lipid, indicating
the existence of an additional attractive force. This force is due to the presence of a
polymer chain in the confined space between the lipid bilayers where the DNA chains
reside (depletion attraction force; see below). The fact that addition of neutral as well
as cationic (data not shown) PEG2000-lipid decreases the DNA spacing confirms that
the polymer chain–DNA interaction is the dominating effect of adding PEG2000-
lipids, as opposed to electrostatics in the case of PEG400-lipids. For complexes with
sM> 8� 10�3 e/A

� 2, the repulsive hydration forces again dominate the interactions
between the DNA rods [47].

Figure 16.12A schematically shows the origin of the polymer-induced depletion
attraction force between DNA strands. This phenomenon is well known in bulk
solution, but much larger PEG molecular weights are required in three dimensions
[49]. PEG of molecular weight 2000 Da has a radius of gyration of roughly 35A

�

[50,51]. Thus the PEG2000 part of the PEG2000-lipid will be excluded from regions
between DNA rods [52], for which the electrostatically calculated values of dDNA
dictate a width of 5 to 35A

�
. This causes a phase separation between the polymer and

the DNAwithin the layers of the complex, as shown schematically in Figure 16.12B
and C. The decreased DNA spacing then is a result of osmotic stress exerted on the
DNAdomains by the PEG2000 chains confined to the outside of these domains,which
increases with the concentration of polymer. As depicted in Figure 16.12B and C, the
resulting complex has DNA-rich domains, shown in dark gray, and polymer-rich
domains, shown in light gray.

16.8.2 Surface Functionalization of CL–DNA Complexes with
PEG-Lipids

Optical microscopy of PEG-lipid/CL–DNA complexes at rchg¼ 2.8 and MDOTAP

0.82 in a cell culture medium (DMEM) was performed to demonstrate surface
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coverage by the PEG-lipids and further pinpoint their distinct, chain length dependent
behavior [47]. Figure 16.13A shows complexes without any PEG-lipid. Some aggre-
gation is observed, because of the presence of salts in DMEM. Figure 16.13B shows
complexes at MPEG400-lipid¼ 10%. Again, aggregation is clearly evident. However,
complexes prepared using the long-chain PEG-lipid at MPEG2000-lipid¼ 10% demon-
strate a strong shielding effect of the polymer (Figure 16.13C). No aggregation of
complex particles occurs, because of the steric repulsion conferred by the shell of the
PEG2000-lipid polymer chains. As was mentioned earlier, this steric stabilization is
important for developing a viable in vivo gene delivery system [53–55].

Figure 16.12 (Left) XRD scans of LCa DOTAP/DOPC–DNA complexes containing varied
amounts of PEG2000-lipid. Arrows mark the DNA interhelical peaks, which move to larger
qDNA (corresponding to a decrease of dDNA) as PEG2000-lipid is added to the membranes of the
complex. The dashed linesmark the position of qDNA for 0%PEG-lipid. (Right) Schematics of a
lamellarCL–DNAcomplex containing long-chain PEG-lipids . (A) Adepletion attraction force
cause by the presence of the polymer packs the DNA rods closer than predicted by electrostat-
ics. (B) Cross section of a PEG-lipid/CL–DNA complex with DNA-rich domains (dark gray)
and polymer-rich domains (light gray) in between lipid bilayers (gray). (C) Enlarged view
showing the internal phase separation aswell as the outer shell of polymer chains. (Reprinted in
part with permission from [47]. � 2004 Biophysical Society)
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Figure 16.13 (right) shows transfection results for positively charged, PEG-lipid
containing CL–DNA complexes (rchg¼ 2.8) [47]. At MDOTAP¼ 0.80, the trans-
fection efficiency is high without added PEG-lipid, but the addition of 6mol%
PEG2000-lipid or PEG20002þ-lipid abolishes most of this activity, reducing TE by
about 2 orders of magnitude. This suggests that electrostatic binding of the cationic
CL–DNA complexes to cells is strongly reduced by the shielding of the complex by
the PEG2000 polymer layer with a thickness roughly equivalent to 35A

�
. In contrast,

the addition of a cationic or a neutral PEG400-lipid only negligibly affects the TE,
even at 20mol% PEG400-lipid. As suggested by the microscopy images, no
shielding occurs with these shorter amphiphiles. At the same time the further
addition of cationic lipid (PEG4002þ) does not improve transfection in this regime
of highsMwhere the TE is at a maximum (Figure 16.7). Note that 6 and 20 mol% of
the PEG2000-lipid and the PEG400-lipid, respectively, correspond to an approxi-
mately equal total weight of PEG.

In summary, microscopy and transfection experiments show that the added PEG-
lipid coats the surfaces of the complexes, whereas X-ray diffraction results reveal that

Figure 16.13 (Left)Microscopy images ofDOTAP/DOPC–DNA complexes aMDOTAP¼ 0.33
in the presence of cell culture medium (DMEM), taken in DIC (left), lipid fluorescence (center),
and DNA fluorescence modes. The images show complexes prepared (A) without PEG-lipid
(B), with 10mol%PEG400-lipid, and (C ) with 10mol%PEG2000-lipid. The complex particles
aggregatewhen noPEG-lipid or PEG400-lipid are addedbut are sterically stabilized by 10mol%
PEG2000-lipid. (Right) Transfection efficiency of PEG-lipid/DOTAP/DOPC–DNA complexes
as a function of increasing molar fraction of PEG-lipid (MPEG-lipid), at constantMDOTAP¼ 0.80.
Addition of PEG20002þ-lipid or PEG2000-lipid reduces TE by nearly two orders of magnitude
with only 6mol% added PEG-lipid. By contrast, adding PEG4002þ-lipid or PEG400-lipid does
not change TE significantly, even at 20mol% PEG-lipid. As a reference, TE for naked DNA is
typically on the order of 0.3� 106RLU/mg protein. Note that 20mol% PEG400-lipid and 6mol
% PEG2000-lipid correspond to an approximately equal total weight of PEG. (Reprinted with
permission from [47]. � 2004 Biophysical Society)
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the PEG-lipid is located internally as well. The next step on the way to CL–DNA
complexes for invivo applicationswill be to recover the potential for cell adhesion, for
instance, by attaching specific, adhesion-mediating peptides to the distal end of some
of the PEG chains.

16.9 CONCLUSION AND SUMMARY

The immense promise that gene therapy holds for future medical applications is
reflected by a large amount of basic, applied, and clinical research in this field.
Complexes of cationic lipids and DNA, as one of the most prominent examples of
nonviral vectors for gene delivery/gene therapy, will be preferable over viral
vectors if their limited transfection efficiency can be improved. To this end it is
important to gain an understanding of the transfection mechanisms of CL–DNA
complexes and the parameters governing their efficiency. Recent work reviewed in
this chapter has shown how the CL–DNA complex structure, the lipid/DNA charge
ratio (rchg), and the membrane charge density (sM) affect the transfection
efficiency (TE), while also providing insight into the distinct delivery mechanisms
on a molecular level.

Themolecular shape of the lipids determines the complex structure, which in turn
determines the transfection mechanism. Three phases of CL–DNA complexes
have been characterized and their structures determined so far: the lamellar (LCa ),
the inverted hexagonal (HC

II ), and the hexagonal (H
C
I ) phase. The lamellar structure is

the most abundant of these. For a given structure and thus transfection mechanism,
rchg and sM are key parameters affecting the transfection efficiency. In particular,
sM is a universal parameter governing TE of lamellar complexes. Three distinct
regimes of the TE as a function ofsM exist, corresponding to different complex–cell
interactions. The regime of the highest TE is found at intermediatemembrane charge
density, indicating and emphasizing the importance of optimizing the neutral/
cationic lipid ratio, especially for multivalent lipids.
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