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Situating Genetic Toxicology

[A] human being contains hundreds of thousands of genes and although

mutation in any particular one is exceedingly rare, the vast number of

genes within an individual ensures that most of us carry one or two new

mutant genes and that we are all, in fact, mutants.

—Testimony of Gary Flamm, NIEHS research scientist, at a U.S. Senate hearing
on “Chemicals and the Future of Man,” April 1971

In 1941 University of Edinburgh geneticist Charlotte Auerbach and her phar-

macologist colleague John Michael Robson discovered chemical mutagenesis

(Auerbach and Robson 1944). Their findings, based in wartime mustard gas

research, provided strong evidence that highly toxic chemicals were capable of

changing the genetic structure of living organisms. Over the next two decades,

scientists enrolled a diverse array of chemical compounds—some naturally

occurring, but most synthetic and highly toxic—as research tools in experi-

ments designed to explore gene structure and function. By the time Auerbach

published the first monograph on mutation research in 1962, chemical muta-

gens had become standard tools of the trade, occupying shelf space in research

and teaching laboratories in universities, medical schools, and government

agencies (Auerbach 1962b).

This disciplinary perspective began to yield to competing understandings

when, in the late 1960s, a small group of geneticists began voicing fears that

mutagenic chemical agents might pose serious, and possibly global, environ-

mental threats. Outside of the lab, they argued, synthetic chemicals circulating

among human populations represented genetic hazards that remained unde-

tected in standard toxicological screens. As a result, potentially millions of

people around the world faced daily genetic assault from exposure to what

some scientists had begun calling “environmental mutagens.” These were pre-

sumably safe chemicals used to grow and preserve food, produce cosmetics,

develop pharmaceuticals, and manufacture countless other industrial prod-

ucts. Damage to an individual’s sex cells initiated by environmental mutagens

could, if passed from parent to offspring, remain within the population for gen-

erations and ultimately compromise the long-term integrity of the human gene

1
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pool. While Gary Flamm’s remark in the epigraph that “we are all, in fact,

mutants” was an important one, it was his concern over the generational and

evolutionary consequences of chronic exposure to environmental mutagens

that inspired his testimony before Congress. He was not alone. For the better

part of a decade, these concerns mobilized scientists working in more than two

dozen different fields to sustain a collective, multipronged campaign to avert

what another scientist called a “genetic emergency” (Crow 1968). 

Collective efforts to address the problem began in earnest with the creation

of the Environmental Mutagen Society (EMS) in the early weeks of 1969.1 Almost

immediately, published research on chemical mutagens skyrocketed.2 In June

1969 membership in the EMS was pegged at a modest 87; one year later the EMS

claimed 452 dues-paying members—a more than five-fold increase. By the end

of 1970, the society had published three issues of the EMS Newsletter providing

a forum for scientific communication and debate, held its first scientific meet-

ing that attracted 268 people, helped to establish a registry of chemical muta-

gens under the auspices of the Environmental Mutagen Information Center

(EMIC), and sponsored several academic symposia and roundtable discussions

on the genetic hazards of environmental chemicals (Wassom 1989). By 1976, sci-

entists in North America, Europe, and Asia had helped establish eight addi-

tional EMS societies and four new journals. They also institutionalized annual

conferences, training workshops, and colloquia for researchers and graduate

students; they set up collaborative interlaboratory and interagency research

programs, review panels, and funding mechanisms; and they developed dozens

(eventually hundreds) of chemical mutagenicity bioassays that transformed the

political economy of laboratory practice in mutation research. 

Led by geneticists, these innovations were also intensely interdisciplinary,

reflecting the efforts of scientists working in academic, government, and indus-

try settings whose training was rooted in more than thirty disciplines and

departments ranging across the biological, agricultural, environmental, and

health sciences.3 Although falling short of some scientists’ personal visions of

what this new science could become, their campaign had lasting impacts. Chief

among these outcomes have been the emergence of a set of institutions, pro-

fessional roles, and laboratory practices known collectively as “genetic toxicol-

ogy.” Today, much of what we know and don’t know about the long-term

genetic consequences of synthetic chemicals can be traced to scientists’ collec-

tive attempts to transform chemical mutagens into an environmental problem.

This book is a historical sociological account of the rise of genetic toxicol-

ogy and the scientists’ social movement that created it. It covers the period 1910

to the mid–1970s but concentrates on events that occurred mainly in the

United States between about 1968 and 1976. This narrower focus underscores

the intensity and speed of the new field’s consolidation. As late as 1966, neither
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genetic toxicology nor environmental mutagens had meaning in life sciences

discourse. Although the environmental and health implications of pesticides

were topics attracting increasing attention within the federal government, most

geneticists—even those working in government laboratories—remained

staunchly committed to basic research.4 Ten years later Congress passed the

Toxic Substances Control Act of 1976, legislation that included mutagenicity in

EPA testing requirements for newly manufactured chemicals and that effectively

created a formal market for genetic toxicology knowledge (Andrews 1999). By

then, genetic toxicology had become an established field of practice, and envi-

ronmental mutagenesis had become that field’s dominant organizing principle.

That transformation is my main subject.

Disciplines and Interdisciplines

A newly emergent environmental health science, genetic toxicology will not be

familiar to most readers.5 It emerged out of the mid–1970s as a science dealing

primarily with “environmental mutagenesis,” the study of how and why exoge-

nous agents (mutagens) induce genetic and chromosomal changes (Wassom

1989). While mutagens can be chemical, physical (e.g., radiation), or biological

(e.g., viruses), research in genetic toxicology has focused mainly on chemical-

induced genetic change. In addition to laboratory bench work and field studies,

genetic toxicologists also have been involved in developing policy-relevant

approaches to genetic hazard identification, risk assessment, and pollution pre-

vention (Preston and Hoffman 2001). These “basic” and “applied” modes for

addressing the problem of environmental mutagens and mutagenicity histori-

cally have developed in tandem and to a large extent remain tightly if not inex-

tricably intertwined. 

Organizationally, the field is buoyed by a kaleidoscope of disciplines and

research specialties. While most genetic toxicologists are trained in the molec-

ular life sciences, some also have backgrounds in the health, agricultural, and

environmental sciences (Hughes 1999).6 The institutional settings of genetic

toxicology are similarly diverse, spanning academic, governmental, industrial,

and private nonprofit employment sectors.7 Despite this diversity, genetic tox-

icology exhibits a distinct organizational structure. The institutional core of

genetic toxicology lies in the federal science system of national laboratories and

federal agencies. In the 1960s the Oak Ridge National Laboratory Biology Divi-

sion in Oak Ridge, Tennessee, was the symbolic and institutional center of

research that would become known as genetic toxicology. Since the 1970s, fed-

eral department and agency laboratories at the National Institute of Environ-

mental Health Sciences, the National Cancer Institute, the Food and Drug

Administration, the Environmental Protection Agency, and the National Center
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for Toxicological Research, among others, have played major roles in shaping

the direction of research and testing in genetic toxicology. 

As in many other areas of biology, form and content conjoin. Anchored in

the federal science system, the linkages among academic, government, and

industry scientists, as well as the symbolic and material lines connecting fun-

damental research on gene mutation to the development of bioassays, risk

assessment studies, and chemical regulation policy, have become institutional-

ized in ways that constrain as well as enable the work that genetic toxicologists

do, where they do it, and how that work informs environmental policy. Over the

past thirty years, scholars have developed two main approaches for examining

the problem of discipline and specialty formation. One is concerned mainly

with institutions and the other mainly with discourses.

Institutionalist accounts of discipline and specialty formation in science

identify the various social factors that shape the emergence of new knowledge

fields (Ben-David and Collins 1966; Cambrosio and Keating 1983; Chubin 1976;

Cole and Zuckerman 1975; Edge and Mulkay 1976; Griffith and Mullins 1972;

Johnston and Robbins 1977; Kohler 1982; Krohn and Schafer 1976; Law 1976;

Lemaine et al. 1976; Mullins 1976; Rosenberg 1979; Thackray and Merton 1972;

Wallace 1989; Whitley 1974; Whitley 1976). Inspired by Joseph Ben-David and

Randall Collins’s (1966) comparative analysis of the development of psychology

in Germany and the United States and by Pierre Bourdieu’s (1975) structural

theory of the “scientific field,” this literature describes discipline formation as

analytically distinct from, but motivated largely by, intellectual advances in sci-

entific theory and methodology.8 According to this perspective, disciplines are,

in the main, institutional achievements. Whether or not discipline builders

succeed and new disciplines become established categories in the intellectual

division of academic labor depends upon some particular complex of social fac-

tors that shape scientists’ strategic interests or “disciplinary stake” in the con-

solidation of new knowledge fields (Cambrosio and Keating 1983).9

In contrast, cultural studies of “disciplinarity” make few epistemological

distinctions between the cognitive core of scientific knowledge and the social

structures, practices, and processes that advance and suspend it (Klein 1996;

Messer-Davidow et al., eds. 1993). Here science is examined in terms of highly

fragmented local practices, shifting boundaries, and contingent meanings.

Amid this heterogeneity, the problem of disciplinarity becomes one of finding

“the means by which ensembles of diverse parts are brought into particular

knowledge relations with each other” (Messer-Davidow et al. 1993:3). Cultural

studies of disciplinarity invariably invoke the pioneering work of French cul-

tural theorist Michel Foucault. Science is centrally implicated in the construc-

tion and maintenance of what Foucault (1980:131) called “regimes of truth”—the

discursive, technical, procedural, and social-hierarchical apparatuses that

determine which statements are accepted by society and made to function as
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true. “Discipline,” from this perspective, refers to the coordination and exercise

of power embedded within discourses and practices, often aimed at “the sub-

jugation of bodies and the control of populations” (Foucault 1978:140).10

Recent books by Adele Clarke (1998) and Timothy Lenoir (1997) represent

instructive efforts at bridging these competing frameworks and leave little

doubt that the study of disciplinary emergence warrants renewed theoretical

attention. Perched between disciplines, but also between theories of discipline

formation, genetic toxicology is a good candidate for careful scrutiny. Like

Clarke and Lenoir, I draw from both modes of analysis, but I am less concerned

with what postmodernist science studies call the micropolitics of meaning than

I am with the institutional politics of knowledge. This perspective views disci-

pline building as a political process that involves alliance building, role defini-

tion, and resource allocation (Kohler 1982). The social construction of meaning

is an important part of discipline building, but only a part. And while this study

pays attention to social construction processes, it does so selectively. My main

focus is on the structures and processes of decision making in science that

influence who is authorized to make knowledge, what groups are given access

to that knowledge, and how and where that knowledge is implemented (or not)

(Guston 2000; Kleinman 2000). These are complex issues, made more complex

by the fact that genetic toxicology is a knowledge field that maintains itself

through regular and purposeful interaction with other fields and other

domains: an interdiscipline. 

Interdisciplines tend to exhibit considerably more organizational, eco-

nomic, and epistemological variability than disciplines, and much of this dif-

ference flows from the historical contexts in which disciplines and inter-

disciplines have emerged.11 In the United States, disciplines have tended to be

anchored in university departments and maintain tight control of internal mar-

kets for the production and employment of Ph.D. students (Turner 2000). Inter-

disciplines are more likely to be located in less powerful (and thus less stable)

institutes, centers, or programs and do not enjoy control of internalized mar-

kets.12 Another important difference is that while disciplines tend to produce

knowledge that deepens understanding of specific phenomena, which leads 

to increasing specialization, interdisciplinary knowledge is often guided by 

a collective interest in problem solving (Weingart and Stehr 2000:xii). These

differences have political, institutional, and symbolic consequences. Born in-

between the laboratory and the world of social and political negotiation,

genetic toxicology is a science nurtured as much by public culture as by profes-

sional practices, a knowledge form that thoroughly reflects the interplay of sci-

entific research, institutional interests, and environmental knowledge politics.

Adherents to a cultural studies of science approach might insist that the

flexibility, instability, and interactivity that characterize genetic toxicology do

not distinguish it from more sharply bounded sciences. As Julie Klein (1996:4)
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observes, “In the latter half of the twentieth century . . . heterogeneity, hybrid-

ity, complexity and interdisciplinarity [have] become characterizing traits of

knowledge”—which is to say that disciplinary boundaries are socially con-

structed, made to appear solid and stable when in fact they are riddled contin-

uously by cross-border incursions of one sort or another.13 Science simply fails

to recognize this. Emily Martin (1998:26) argues that “what sets the sciences

apart is that they claim to construct reality but not to be themselves con-

structed.” Yes, the boundaries of disciplines and interdisciplines both are

socially constructed, but they are constructed toward different ends. Interdisci-

plines are not simply infant disciplines in the process of “growing up.” They are

constructed to be—intended to be—something different. Interdisciplines do not

feign the unity of purpose or theoretical cohesion that disciplines demand. To

the contrary, the cultural boundaries that demarcate interdisciplines are inten-

tionally ambiguous. Where the perception of stable professional boundaries

and exclusive insider access to resources confers disciplinary status, interdisci-

plines exhibit boundaries that are purposefully porous and by necessity flexi-

ble. They are inclusive social forms, and that is the point. 

Indeed, genetic toxicology’s interstitial character and institutional ambi-

guity present what I consider a strategic analytical advantage. As Lynn Nyhart

(1995:4) has observed, moderate institutional successes in science are “rarely

written about, but may, in fact, be far more common than the more dramatic

[achievements] of creating a new discipline.” I also find that less is more. An

analysis of genetic toxicology’s modest successes can cast new light across the

long middle ground of possibilities that lie between full-blown disciplinary suc-

cess and utter failure. 

How is knowledge produced, organized, and made credible “in-between”

existing disciplines? What institutional conditions nurture interdisciplinary

work? How are porous boundaries controlled? Genetic toxicology’s advocates

pondered similar questions. Some complained that disciplinary ethnocentrism

prevented many biologists’ appreciation for the broader ecological implications

of their own investigations. Others worried about losing control of the “genetic

thrust of the EMS” were the society to widen its scope to include “environmen-

tal effects other than the purely genetic.”14 Similar debate ensued over such

issues as the efficacy of testing methods, appropriate standards of genetic risk,

and the relative importance of distinctions between, for example, mutagenicity

and carcinogenicity. Many people had a stake in how genetic toxicology came

to be defined and controlled. I am interested in the specific ways in which these

ambiguities and dependencies have worked themselves out; what those processes

can tell us about the creation of interdisciplinary knowledge, practices, and

careers; and how institution building in one small corner of biology was condi-

tioned by larger economic, political, and cultural processes reshaping the nation. 
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American Biology on the Eve of Earth Day

The 1960s was a decade of massive transformation in American science, as in

American culture, and in biology perhaps most of all. Science had emerged

from the Second World War economically, politically, and culturally ascendant.

The successful efforts of a conservative “scientific vanguard” (Kleinman

1995a:54) to secure federal support for basic science and to ensure scientists’

research autonomy through the National Science Foundation, created in 1950,

had sweeping implications for the way research was organized, funded, and

practiced. Federal funding for basic research grew steadily, support from pri-

vate foundations also rose, states expanded and strengthened university sys-

tems to accommodate rising numbers of college students, and scientists of

varied stripes—but particularly physicists—gained new levels of access and

authority within policy arenas (Geiger 1993; Kevles 1978).15

Philip Pauly (2000:239) has taken measure of the changes in biology mark-

ing this “long-term boom”:

The number of doctorates in all life sciences was virtually static from

1931 to 1948; by the late 1950s the number more than tripled, and then it

tripled again in the next decade. The number of entries annually in Bio-

logical Abstracts quadrupled between 1940 and 1960. Between 1946 and

1964, NIH research grants grew from $780,000 to more than $529 mil-

lion; federal funds for “basic research” in biological sciences (not includ-

ing medical and agricultural research) swelled from $8 million in 1953 to

$189 million in 1964.

This demographic and economic expansion fueled intense and widespread

changes in the organization of biological and biomedical knowledge. A new

generation of leaders like George Beadle and James Watson led a growing con-

sensus that placed biochemical genetics at the center of the science of life

(Pauly 2000). New money, new laboratories, and new technologies gave scien-

tists ever greater access inside the genetic material and encouraged the devel-

opment of new lines of basic research and new ties to the agricultural sciences

and biomedicine. Emergent disciplines like molecular biology, immunology,

and human genetics consolidated during this period, while older disciplines

like genetics, cytology, and radiation biology found new footing to revitalize and

expand.16 As American biology entered an era of Big Science, American biolo-

gists became an increasingly visible presence in policy discussions and public

debate on topics ranging from radiation fallout, cloning, space exploration, and

biological weapons.17

Few places illustrate Big Biology during this period better than the Oak

Ridge National Laboratory Biology Division—in many respects, the institutional

SITUATING GENETIC TOXICOLOGY 7



birthplace of American genetic toxicology. Established in 1946, by the mid– 1960s

the Biology Division employed a massive scientific and technical workforce who

pursued lines of research ranging from cytology and biochemical genetics to

radiation protection and carcinogenesis (Johnson and Schaffer 1994). Under the

guidance of its founding director, a cosmopolite biochemist named Alexander

Hollaender who maintained close contacts with Washington’s scientific and

political elite, Oak Ridge became a center for world-class radiation biology that

attracted visiting scientists from around the world.18

As the 1960s waned, however, the long economic boom in science finally,

albeit temporarily, went south. Sentiment in federal government for unhin-

dered basic research ebbed as interest in Congress shifted in favor of research

that, like President Richard Nixon’s “war on cancer,” promised more direct

social and health benefits and long-term economic growth (Dickson 1988:30).19

Federal support for basic research fell 10 percent in real terms between 1968 and

1971and then stagnated through 1976 (29). Thus a growing scientific labor force

faced increased competition for available funding. At Oak Ridge and other

Atomic Energy Commission (AEC) laboratories previously flush with federal funds,

radiation biologists bemoaned the end of what Roger Geiger (1993:198) has

called the “golden age of science.”20 For Hollaender and other “Oak Ridgers,”

budget constraints provided an opportunity and an imperative to retool their

research programs, to forge new relationships with industry, and to look beyond

“basic” science to research that promised nearer-term benefits. That Biology

Division geneticists increasingly turned their attention to environmental

health research is no real surprise given the political turbulence roiling beyond

the shrouded hills and guarded valleys that sheltered, but did not completely

isolate, Oak Ridge, Tennessee. 

The politics of mass protest provided a different type of pressure that bore

down on scientists during the 1960s and early 1970s. As Kelly Moore has shown

(Moore forthcoming), the war in Vietnam politicized many scientists and grad-

uate students, some radically so. Moore argues that among the many scientists

who protested the role science played in that conflict, physicists and biologists

predominated—physicists in part because of their discipline’s economic con-

nections to military-industrial research and their dependence on Department

of Defense contracts, and biologists who understood better than most the

human and ecological devastation that chemical defoliants wreaked on Viet-

namese villages, farms, and countryside. But inasmuch as university campuses

could be transformed into caldrons for mobilizing protest, campuses could also

provide shelter from the storms of war. Among the first generation of scientists

trained in environmental mutagenesis research were young men who found in

graduate training in genetics an effective and respectable way to avoid the call-

up.21 The other politicizing force for these students, and not a few of their men-

tors, was a popular groundswell of environmental concern.22
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Modern environmentalism exploded onto the U.S. political and cultural

scene in 1970 with inaugural Earth Day gatherings that drew as many as twenty

million people into the streets, onto campuses, and before houses of govern-

ment across the nation (Mertig et al. 2002). In its wake, the ranks of existing

national environmental organizations like the Sierra Club and the National

Wildlife Federation swelled (Mitchell et al. 1992; Sale 1993), hundreds (eventu-

ally thousands) of new organizations came to life (Brulle 2000), industry went

on the “counteroffensive” (Primack and von Hippel 1974), and politicians

enacted a raft of federal legislation in response to the pending “environmental

crisis.”23 This paroxysm of environmental action laid the cornerstone of today’s

“environmental state”—those laws, regulations, procedures, protocols, agen-

cies, departments, and offices that structure ongoing efforts to manage natural

resources, preserve wilderness, curb pollution, and protect the public health

(Frickel and Davidson 2004). 

Scholars have linked the rise of modern environmentalism to a broader

cultural shift toward “postmaterialist” values that accompanied the rise of an

increasingly mobile, educated, and consumerist middle class (Hayes 1987; Ingle-

hart 1990). Yet as Christopher Sellers (1997:11) has observed, those “‘values’

would have remained empty without the new validity and concreteness that 

science brought to the threat of industrial chemicals.” As he and others have

shown (Gunter and Harris 1998; Palladino 1996; Potter 1997; Whorton 1975),

concerted efforts among government and university scientists to better under-

stand the environmental and health effects of synthetic chemicals anticipated

the Earth Day mobilizations by decades. 

Then as now, science occupied a paradoxical space within modern envi-

ronmentalist discourse as nature’s—and hence society’s—enemy and savior.24

The paradox is best illustrated by the 1962 publication of Rachel Carson’s Silent

Spring (1962), an event that many regard as a watershed moment (Brulle 1996).

Not only did this slim book give forceful and radical expression to a growing

body of disturbing scientific research, but Carson also in the same instant artic-

ulated what would become the dominant environmentalist critique of science

to a mass audience. In the 1970s environmentalists took up Carson’s critique,

arguing that the institutions of science, either unwittingly or with complicity,

aided and abetted ecological disruption. At the same time, environmentalists

presented environmental problems in scientific terms as “real, important, per-

vasive” and also as “readily amenable to rational solutions” (Mertig et al.

2002:453). 

Carson’s contributions to the environmental movement, and the negative

reactions they generated in the chemical industry and allied sciences (Graham

1970), are so well understood that they long ago attained the status of cliché.

What is often not recognized, but which gains importance in the present study,

is that in discussing “a long list of . . . chemicals known to alter the genetic
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material of plants and animals,” Carson (1962:188) introduced the American

public (and many scientists as well) to the idea of environmental mutagens.

Moreover, because much of the existing research that Carson used to build her

case was generated by geneticists and biomedical and public health specialists,

genetic toxicologists a decade later would champion her work, often comparing

it to their own efforts to draw public and government attention to genetic haz-

ards. Finally, Carson’s book helps to illustrate a major premise that infuses this

study: that genetic toxicology bears the imprint (culturally, organizationally) of

the field’s often antagonistic and at times contradictory relationship to envi-

ronmental organizations and activism. These antagonisms—real or imagined—

did much to shape genetic toxicology’s emergence as Earth Day dawned.

Origin Stories

Emerging sequentially from roughly similar (in some instances overlapping)

milieus, the formation of human genetics—the application of genetics knowl-

edge and practice to the study of human disease—provides an instructive 

comparative case for thinking about the developmental trajectories of new dis-

ciplines. Historians date its consolidation to around 1959 (Lindee 2004)—

exactly one decade before genetic toxicology advocates founded the EMS. Like

genetic toxicology, human genetics came together in a multidisciplinary fash-

ion, geneticists and physicians approaching the genetics of human disease

through different institutions, practices, and audiences. Also like genetic toxi-

cology, the rise of human genetics was aided by charismatic leaders who estab-

lished high-visibility programs in their home institutions and by technological

developments in the neighboring disciplines of biochemistry and cytology.25

Additionally, the emergence of both fields was marked by the creation of new

knowledge markets and interaction with “external” social movements. Where

the new politics of environmentalism gave a measure of legitimacy to genetic

toxicologists lobbying for new rules regulating the use of mutagenic chemicals,

so did an incipient abortion rights movement provide a legitimating context for

human geneticists’ promotion of prenatal screening and genetic counseling to

expectant middle-class couples (Kevles 1985; Paul 1992, 1995). The key point of

comparison for my purposes, however, is that both fields stabilized through a

process of identity formation and institutional incorporation that was rapid

and intense. Susan Lindee (forthcoming:1) describes this transformation in

human genetics in terms of a cultural “criticality”—“the point at which interac-

tive effects produce rapid institutional and social change.” By 1960, “there were

enough people and institutions around with a stake in genetic disease to sup-

port a series of related, and sometimes independent events, which have had

profound consequences for the development of biomedicine.”

Insiders’ published accounts of the origins of genetic toxicology make a
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similar, if less explicit, claim, highlighting four main factors that in combina-

tion contributed to genetic toxicology’s rise (Auerbach 1978; Brusick 1990; Crow

1989; Prival and Dellarco 1989; Sobels 1975; Wassom 1989). Predominant among

them is a steady accumulation of facts and data through normal experimenta-

tion, punctuated from time to time by important discoveries that propelled

research in new directions. Along the way, technological innovation such as

chromosome staining techniques and the so-called Ames test made new meth-

ods of analysis possible as well as practical. Most accounts also acknowledge the

key leadership role played by Alexander Hollaender in promoting genetic toxi-

cology research and in laying the requisite organizational groundwork. He is

broadly credited with possessing the visionary insight, administrative acumen,

and selfless devotion without which genetic toxicology would not have hap-

pened when it did. The environmental movement provides the fourth causal

factor advanced in insider accounts. It is during this period, common wisdom

has it, that the countercultural critique of “technological society” and a related

concern for the ecological and human health effects of environmental pollution

reached a breaking point. 

These accounts depict genetic toxicology as a science whose arrival circa

1970 was imminent, the result of distinct research streams shepherded toward

a single point of confluence at precisely the moment that citizens’ and govern-

ment officials’ awareness of the need for a new kind of environmental knowl-

edge became most acute. This narrative gives the social origins of genetic

toxicology a predominantly natural history in which only the timing of the

streams’ convergence seems to demand a cultural explanation.26 But that cul-

tural explanation also becomes naturalized, as if the drama were written and

directed from somewhere offstage. Around 1969, the conventional accounts tell

us, the transformation of the science of gene mutations into genetic toxicology

was triggered by a vague external pressure called “environmental concern”

(Crow 1989; Prival and Dellarco 1989).

This interpretation, if not wrong, is at least seriously incomplete. My analy-

sis reveals very little to suggest that the rise of genetic toxicology was triggered

by social conditions resembling institutional momentum or criticality that

tipped the consolidation of human genetics a decade earlier. Even throughout

the 1960s, despite thirty years of accumulating research on chemical mutagen-

esis, very little cross-laboratory comparative research took place. Research net-

works existed, but they were organized around experimental organisms

(Drosophila, tradescantia, or E. coli), not around mutational processes. Geneti-

cists brought toxic chemicals into their laboratories as research tools, not as

environmental problems. The tipping point that insider accounts assume con-

ditioned genetic toxicology’s sudden consolidation did not exist. And thus

genetic toxicology’s emergence was neither inevitable nor coincidental.

How and why did genetic toxicology happen? I will argue that genetic 
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toxicology was ushered in by a scientists’ social movement. That is, collective action

among scientists involved in genetic toxicology’s creation was organized, strate-

gic, and infused with environmental values; it elaborated a social critique of the

disciplinary organization of science and sought to create a new way of ordering

environmental knowledge. Building a science centered on the study of “envi-

ronmental” mutagenesis and organizing a social movement of scientists commit-

ted to preventing further increases in the load of mutations were intertwined

and mutually constitutive processes. During this period, for example, several

new professional societies were created that formalized patterns of scientific

communication and thus served scientists’ professional research interests. Yet

these societies functioned simultaneously as social movement organizations

that helped to raise public awareness about the dangers of chemical mutagens

and to advance problem-solving strategies to understand and minimize genetic

hazards. In this respect, distinctions between science and public service blurred.

At least for a time, activism and research were interdependent. The credibility of

the movement depended on the credibility of the science and scientists backing it.

Similarly, justification for the establishment of genetic toxicology as a new branch

of genetics that served an explicit and direct public interest relied on convincing

patrons, administrators, Congress, and (perhaps most important) biologists

engaged in fundamental research that chemical mutagens were a problem that

deserved immediate, systematic attention and continuous, long-term support.

The genetic toxicology movement’s linkages to the larger environmental

mobilizations at the center stage of American politics and culture during this

period were complex and at times subtle enough to be easily missed. As I try to

show, the scientists who established genetic toxicology were not merely

responding to the environmental and public health concerns of the general

public but were themselves active participants in those debates, often chal-

lenging the irrationality they believed was driving the contemporary environ-

mentalist agenda. Even more, I will argue that genetic toxicology advocates

developed a style of environmental activism designed to be effective where it

would count the most—within the research contexts those scientists occupied

on a daily basis. The symposia, technical workshops and training courses, review

committees, and new professional organizations and journals, as well as the

public lectures, congressional testimonies, and editorials that characterized the

flurry of interdiscipline-building activity marking genetic toxicology’s arrival,

were in the aggregate a concerted, organized strategy to challenge the way

research on chemical effects was conducted, by whom, and for what purpose.

Science and Social Movements

The idea that an intimate link exists between social movements and science is

inimical to traditionalist students of scientific institutions such as Robert Mer-
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ton and Joseph Ben-David who argued that science functioned as an essentially

autonomous, self-regulating social system and that external interference in that

system from states or other political actors was by definition corrupting (Mer-

ton 1973; Ben-David 1971, 1991). This proposition has been the target of sus-

tained critique but has gained direct and indirect support in recent years from

two unlikely sources: scientists who have assumed prominent activist roles in

the “science wars” debates of the 1990s (Levitt and Gross 1994) and community

activists engaged in social and environmental justice struggles (Bullard 1993).27

The former argue that politics corrupts science; the latter maintain that scien-

tists impede or co-opt grassroots struggles. Either way, but for different reasons,

mixing science and politics amounts to a form of epistemological miscegena-

tion that is best avoided.

For others, the “science and social movements” thesis appears far less

heretical. It is familiar terrain for sociologists who study how movements and

activists have encouraged reform, fragmentation, or retrenchment within pro-

fessions or research enterprises by targeting the political character of expert

knowledge (e.g., Amsterdamska 1987; Brown et al. forthcoming; Epstein 1996;

Hess forthcoming; Hoffman 1989; Kennedy 1990; Nelkin 1977; Nowotny and Rose

1979). It is also familiar to historians of discipline formation whose work grants

a similar shaping role to social movements. In Robert Kohler’s (1982) history of

biochemistry, for example, a movement to reform medical school education

provided an important institutional opening for the teaching of graduate-level

biochemistry courses in medical schools while, at the same time, biochemistry,

a biomedical specialty similar in practice to the natural science disciplines,

became an important symbol of intellectual rigor and purity that reformers

used strategically to advance their agenda. The opposite dynamic is brought out

in Susan Star’s (1989) study of brain research in late-nineteenth-century

Britain. In that case, a powerful antivivisection movement’s opposition to live

animal experimentation forced proponents of the localization theory of brain

function to band together in defense of their experimental practices. In the

process, the “localizationists” and their pet theory gained widespread attention

and institutional credibility.28 From this angle, social movements are important

to science inasmuch as they present scientists and other professionals with

opportunities to emphasize the social relevance of their research. 

Other work views the importance of movements in the sciences and pro-

fessions more metaphorically. Scholars writing in the sociology of ideas tradi-

tion use the language of intellectual movements and countermovements as

heuristic devices to characterize moments of growing coordination and/or

fragmentation within knowledge communities with respect to a particular set

of research practices, claims, and identities (e.g., Camic 1983; Collins 1998).

Rarely do these studies employ theoretical concepts from social movement

theory to analyze these phenomena, however. Citing Nicholas Mullins’s (1973)
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study of theory groups in American sociology, for example, Stephan Fuchs and

Peggy Plass (1999:272) note that new science specialties often behave like social

movements, “with tentative and unstable charismatic beginnings, slow and

gradual institutional maturation, and, if the movement survives its liabilities of

newness and adolescence, normalization into parts of the establishment.”

Examining the role of unconventional behavior as a force for institutionalizing

change in formal bureaucratic organizations, Mayer Zald and Michael Berger

(1978:824) argue for a “strong analogy” between social movements that occur in

nation states and those that occur within organizations. Similarly, Rue Bucher

and Anselm Strauss (1961:326) suggest that professions are comprised of “loose

amalgamations of segments”—groupings that emerge within professions and

take on different identities, interests, constituencies, and practices and that

often emerge in opposition to existing segments. Like social movements, seg-

ments “tend to develop a brotherhood of colleagues, leadership, organizational

forms and vehicles, and tactics for implementing their position” (332–333). In

contrast to the social-shaping perspective, movementlike phenomena are the-

orized as normal features of institutional processes in science that “exist in

even the most established professions and are the focal points of social change”

(Bucher 1962:40). 

Both approaches are relevant to my study. Like the social-shaping perspec-

tive, I am interested in how the politics of environmentalism influenced the

rise of genetic toxicology. And like the movement-as-metaphor perspective, I

also begin with the assumption that the dynamics of movements and the

dynamics of new sciences can exhibit important similarities. Indeed, Fuchs and

Plass’s (1999) characterization of the instability and uncertainty that accom-

pany new disciplines bears more than a passing resemblance to the early days

of genetic toxicology as conveyed by the insiders’ accounts summarized above.

At the same time, however, normalizing movementlike processes in science can

neutralize the political saliency of questions about when, where, and why typi-

cally conservative institutions of science undergo rapid and sometimes decep-

tively profound changes. I resist this tendency. Peering into this case through

the lens of social movement theory, I examine how social movements in science

are actually constituted.29

My analysis suggests that the transformation of mutation research into an

environmental health science was more than a professionalization project or

intellectual movement. The rise of genetic toxicology cannot be chalked up

simply to business as usual. Although there can be little doubt that scientists’

commitments to theories and the defense of professional identities and turf did

influence this process, it is misleading to interpret collective action to create

genetic toxicology as a “collective mobility project” motivated solely by disci-

plinary interests (Larson 1984:28). Group commitments extended beyond pro-

fessional turf battles and involved changes in social and political values. Of
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course, genetic toxicology was shaped by the broader political and economic

contexts in which those scientists lived and worked, but that, too, is just one

part of a more complex story. The scientists who promoted a new way of think-

ing about chemicals and mutations were not simply responding to environ-

mentalism, they were helping to create it. Similarly, political and economic

pressures did not by themselves lift genetic toxicology into existence, nor was

academic diplomacy sufficient to create and maintain the self-consciously inter-

disciplinary new science. It took something more. It took a scientists’ social

movement.

Political scientists and political sociologists reserve the term “social move-

ment” for collective action that is organized around the expression of griev-

ances and accompanied by demands for social or political change outside

established institutional channels such as parties or trade unions.30 It is the

outsider status of social movements that scholars such as Sidney Tarrow find

interesting. As he observes, “[t]he irreducible act that lies at the base of all

social movements, protests, and revolutions is contentious collective action. . . .

Collective action becomes contentious when it is used by people who lack reg-

ular access to institutions, who act in the name of new or unaccepted claims,

and who behave in ways that fundamentally challenge others or authorities”

(Tarrow 1998:3). Defining social movements as contentious politics immedi-

ately raises the question: if genetic toxicology really was set into place by a sci-

entists’ social movement and if social movements by definition involve

disruptive politics, what was contentious or politicizing about the movement to

create genetic toxicology? The scientists in my study did not lack regular access

to the institutions of science. Indeed, many of the scientists that made up

genetic toxicology’s activist core held positions as editors, administrators, and

laboratory directors who controlled access to funding and information. Many of

their claims were based on established scientific knowledge, and their behavior

was not atypical of discipline builders. They established new professional soci-

eties, organized technical workshops and symposia, delivered papers on the

importance of genetic toxicology, and pursued research that advanced their

institutional and theoretical interests. How was genetic toxicology contentious

politics? At the outset, I can offer three related observations. 

The first is simply that within the context of discipline-based knowledge

production, advocating for interdisciplinary knowledge is a political act. At root

the movement was a call for the development of a new field of applied biology

at a time when biology was rapidly gaining legitimacy as a “hard” experimental

science. The movement also advocated an interdisciplinary approach to muta-

genesis and its attendant public health implications. The movement’s goals thus

were doubly contentious, urging geneticists to get involved in applied work and

simultaneously to relinquish their exclusive claim to the problem of mutagenicity.

Second, the movement was contentious in that it involved a redistribution
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of disciplinary power. For Foucault, disciplining knowledge is primarily coercive,

and the goal, ultimately, is social control. But as Christopher Sellers (1997:233)

points out, discipline can also destabilize existing power structures. His

research shows how, prior to 1960, industrial hygienists institutionalized a “sci-

entific gaze” inside industrial workplaces, making it possible for researchers to

examine workers’ bodies for visible signs of occupational disease and hold

industry and government more accountable for the workers’ health (228). Sim-

ilarly, genetic toxicologists have extended the scientific gaze even farther inside

the body, to the level of the genetic material. They also have extended the scope

of institutional concern beyond workers in factories to include consumers,

communities, and the natural environment. They did so by experimenting 

on the genetic effects of “everyday” chemicals, developing new tools for esti-

mating genetic risk, training toxicologists in genetics methods, establishing

new professional societies, and engaging in public education and outreach.

This conventional work had contentious implications. It gave new cultural and

technical meaning to mutagenic agents, and it perforated institutional and ide-

ological barriers that separated experimental work in genetics from public

health and environmental politics.

In this sense, the story I tell about how a scientists’ movement brought

genetic toxicology to life bears important similarities to more recent efforts by

science professionals to bring public attention to new varieties of chemical-

induced ecological disruption, from ozone depletion and acid rain to “environ-

mental hormones” and “environmental illness” (Hannigan 1995; Krimsky 2000;

Kroll-Smith et al. 2000; Miller and Edwards 2001). Contained within genetic tox-

icology’s history are lessons about the moral and political responsibility of con-

temporary knowledge communities as well as their capacity as historical agents

to meaningfully address the long-term consequences of our industrial chemical

culture.

Finally, in treating the topic of scientist activism, I am not so much con-

cerned with why some scientists suddenly became motivated to attempt a reor-

ganization of genetic knowledge and practice. I take the answer to that question

as more or less self-evident: they became motivated by their understanding that

the science of genetics could do more than it was doing to understand the

causes, scope, and human impact of chemicals in the environment. This issue

is interesting insofar as we assume that scientists are not or should not be

political beings, not themselves interested citizens. But they are, and as history

demonstrates time and again, they often act like it. Over the entire course of the

past century, American scientists—as often as not biologists—have engaged in

social and political action. Scientists have organized for socialism in American

government and against Lysenkoism in Soviet genetics; they have promoted as

well as opposed racist eugenics, as they have campaigned for academic freedom

and against McCarthyism; they have worked to prevent wars and curb arms
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races and have lobbied against nuclear testing and for the Kyoto Protocol on

Global Warming.31 Some of the scientists appearing in this book were veterans

of earlier movements for whom advocacy of genetic toxicology was a momen-

tary detour away from different causes. For others, participation in the move-

ment to establish genetic toxicology marked the beginning of activist-oriented

careers or at least a politicization of their professional identities. Still others

view the environmentalization of genetics research as a well-intended idea that

mistakenly swerved too far afield of “real” science. These political biographies

matter and are introduced in notes at various points throughout the book.

More to the point, the varieties of activism undertaken by the scientists I stud-

ied should be understood as part of a longer historical tradition of political and

social engagement by American scientists that continues today. 

Overview, Sources, and Terms

How was the scientists’ movement to establish genetic toxicology organized 

and sustained over time? My answer to that question structures the rest of the

book. Chapters 2–4 focus on the political and economic contexts of mutation

research and on the social networks and institutions that conditioned the

mobilization of genetic toxicology scientist-activists. Chapter 2 describes how

production logics, disciplinary values, and local institutional resources shaped

early work on radiation and chemical mutagenesis. I examine the organisms,

technologies, and techniques that geneticists and biochemists created or

adopted to produce and study mutations in laboratory experiments. Despite its

economic and theoretical potential, chemical mutagenesis failed to generate an

autonomous disciplinary structure throughout the 1950s and 1960s. On the eve

of genetic toxicology’s emergence, very few organizations existed that could dis-

tinguish chemical mutagenesis institutionally from radiation genetics or,

increasingly, from molecular biology. But things were changing. Chapter 3 con-

siders the reasons behind an increase in support of environment-oriented

research by the AEC, Congress, and science administrators. The institutional

changes that signaled these shifts in research focus—what social movement

researchers call “political opportunities”—set the stage for a period of intensive

organizing action (1968–1973), when community identity among geneticists,

biochemists, toxicologists, and others first began to coalesce into something

different. Chapter 4 paints a general picture of the wave of scientist collective

action during this period. It lays an empirical foundation for the next two chap-

ters, which examine how scientist activism was organized and why it took the

forms it did. 

Justifying genetic toxicology meant convincing people that chemical muta-

gens constituted a credible environmental problem. This was not a straightfor-

ward task given that the genetic effects of everyday chemicals were anything
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but obvious. Chapter 5 examines how scientist-activists, faced with consider-

able uncertainty about the nature and scope of environmental chemical haz-

ards, made the rhetorical case for genetic toxicology. In Chapter 6, my field of

vision shifts from individuals acting collectively to organizations regulating col-

lective action. I focus on the work and politics conducted through the EMS, the

primary organizational actor promoting genetic toxicology in the United States.

By specifying its functions as a boundary organization, first in demarcating a

problem domain and then populating it with researchers from various fields, I

am able to show how EMS officers and council members fused science and politics

as a strategy for changing policy, pedagogy, and research practices.

Although the movement initially drew its moral, political, and professional

legitimacy from the urgent need to prevent a “genetic emergency,” the intensity

of geneticists’ concern over the long-term implications of environmental mu-

tagenesis was not long-lived. By the 1980s, preventing heritable disease and

preserving the genetic integrity of “future generations” had given way to com-

peting raison d’être: understanding the causes of cancer. Chemical mutagens

gained lasting importance in biomedicine not as environmental problems in

and of themselves but as triggering mechanisms in carcinogenesis. In the

book’s conclusion, Chapter 7, I use this shift in the trajectory of genetic toxi-

cology research as a backdrop for rethinking scientist collective action as a

strategy for transforming environmental politics. 

Data for this project derive from various sources. I have consulted numer-

ous published documents, including scientific journal articles, editorials,

“insider” histories, newsletters, conference proceedings, government reports,

transcripts from congressional hearings, trade magazines, newspapers, and sci-

entific information databases. Documents from archive collections, adminis-

trative records, departmental or program files, and scientists’ personal files

have also been indispensable sources of primary data. In-depth interviews with

the scientists themselves provide the other main source of information for this

study. 

Most of the people I interviewed are or were academic or government sci-

entists involved in chemical effects research. A few others work in industry or

for environmental organizations. Many of these scientists have played impor-

tant institutional roles as officers in professional societies, journal editors, pro-

gram chairs, or directors of government laboratories. The interviews lasted

from one to five hours. All but a few were tape-recorded. I transcribed some and

made notes from the rest. They have been invaluable for gaining insight into

the sequence of key historical events, actors, and impacts and for developing

new leads and new lines of questioning. In addition to these formal interviews,

numerous conversations with research and administrative assistants, graduate

students, and archivists along the way have furthered my understanding of the

institutional history of genetic toxicology. 
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In the end, I decided to use interview material as primary evidence only

rarely. Wherever possible, I have used material sources or interviews with other

scientists to verify the accuracy of scientists’ statements of fact. In instances

where I’ve been unable to locate supporting evidence for important claims, I

note that as well. To preserve scientists’ confidentiality, I identify the intervie-

wee only in a few cases, where not doing so would add confusion. In those cases,

I have received the interviewees’ explicit permission to cite them directly. 

One challenge in developing the descriptive narrative that structures my

account has been the relative fluidity of terms used by scientists to identify the

various intersecting fields of research in which they work and with which they

identify on a professional basis. “Mutation research,” “radiation biology,”

“mutagenesis,” “chemical” or “radiation mutagenesis,” “environmental muta-

genesis,” and “genetic toxicology” all are terms that could be and have been

used to describe the field of research with which I am generally concerned. They

are terms that are at once synonymous and different, distinct but overlapping.

Part of the confusion stems from the fact that it is difficult for participants

and observers alike to pin down a moving target. An interdisciplinary field-in-

formation is one in which multiple competing labels are used to identify it at

any given point in time. In some measure, the labels scientists used depended

on the audience they were addressing. Thus in 1970 when geneticists spoke to

pharmacologists or toxicologists, they often used the term “genetic toxicology.”

When geneticists spoke to federal science administrators, “environmental

mutagenesis” tended to be more commonly used. And when they spoke with

one another, they used the older language of “mutation research,” “radiation

biology,” or “chemical mutagenesis.” These distinctions in audience, however,

were never clear-cut, nor did they remain even nominally consistent over time.

By the mid–1980s, for example, all things “environmental” had taken on a dis-

tinctly less palatable political flavor, and use of the term “environmental muta-

genesis” itself became a contested label and point of debate among some

researchers (and remains so today). 

Another aspect of the problem stems from the fact that scientists’ post hoc

assessments of genetic toxicology’s social and intellectual history tend to be

influenced by the distinctions they draw between basic and applied research.

For example, “mutation research” is a label that some scientists I interviewed

reserved expressly for experimental research on the fundamental processes of

gene mutation and chromosome aberration; they used “genetic toxicology,” in

contrast, to signify a distinctly applied science devoted solely to regulatory test-

ing and risk assessment. Other scientists, when asked, told me that they saw

little practical reason to separate the two and suggested that the differences at

best are semantic, and at worst they are ideological. To avoid some of the

inevitable confusion, unless otherwise noted I draw the following distinctions.

I use “mutation research” to refer to a science whose general subject is the
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study of mutagenesis—the processes of gene mutation and repair. Mutagenesis

experiments made use of two general classes of mutagenic agents: radiation and

chemicals. Thus scientists refer to “radiation mutagenesis” or “chemical muta-

genesis” to indicate what kind of mutagenic agents were employed in their

experiments. Before 1968, all of these terms were unproblematic and for the

purposes of this study can be read at face value. Mutation research was gener-

ally understood by scientists as research that involved a variety of experimen-

tal organisms and using genetic and biochemical methods to address many of

the core problems in developmental biology. Chemical and radiation mutagen-

esis were means to that end. Mutation research collectively provided much of

the raw material—knowledge, technologies, and practices—for genetic toxicol-

ogy. After 1968, however, that clarity of meaning dissolves, and it becomes

important to draw two further distinctions. 

I use “genetic toxicology” to refer generally to that complex of scientific

institutions, knowledge, and practices used to identify and understand the

effects of exogenous physical, chemical, and biological agents on genetic mate-

rial. It is a science that began to assume an organizational form around 1968. Its

relationship to mutation research is complex. It is similar to mutation research

in addressing fundamental biological questions but goes further in addressing

the public health implications of the unintended consequences of human expo-

sure to mutagenic agents. “Environmental mutagenesis” is a term that came in

to use at roughly the same time as “genetic toxicology,” around 1968, and many

scientists at the time used the two terms more or less synonymously. I make an

explicit distinction, however. Where “genetic toxicology” refers to a scientific

field, I use “environmental mutagenesis” to refer to a set of research practices,

analogous in its relationship to genetic toxicology as radiation and chemical

mutagenesis are to mutation research. I use “environmental mutagenesis” to

signify the politicization of experimental research on gene mutations. In prac-

tice, environmental mutagenesis is technically equivalent to chemical mutage-

nesis—both employ chemicals to understand the nature and rate of genetic

change. The key difference lies in the values underlying the choice of chemicals

used in the experiment. In chemical mutagenesis research, scientists’ choice of

mutagens was guided primarily by interest in theory building. In contrast,

researchers practicing environmental mutagenesis chose mutagens that were

known pollutants and/or potential carcinogens. In this sense, the call for

research in environmental mutagenesis signaled a politicization of the study of

gene mutation and indicated a shift in the social values guiding experimental

design. 
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Working on Mutations

Mutation has been essential to Mendelism at every step, not only as the

source of heritable variations—round peas or wrinkled, vermillion eyes or

the wild type, rough plaque or smooth—but as a tool for understanding. 

—Horace Freeland Judson, The Eighth Day of Creation

The central problem of biology is the nature of mutation,” H. J. Muller

announced to students and faculty at the University of Texas in 1916 (quoted in

Pauly 1987:179). As the epigraph for this chapter suggests, assessments of muta-

tion since Muller’s lecture have become no less unequivocal. Yet if the central

importance that geneticists have accorded to mutational phenomena in the

biological sciences has gone largely unchallenged throughout the twentieth

century and now into the twenty-first, it may be in part because, as Susan

Lindee (1992:231) observes, “mutation has been a remarkably plastic concept,

interpreted differently depending on the problem being investigated, the

organism of interest, or the consequences of the interpretation.”1 As a cultural

form in biology, the idea of mutation is ironically self-exemplified by its own

historical mutability. 

Where geneticists have tended to narrate the history of mutation research

as a chronological recitation of methods employed in an “ever-narrowing,

essentially linear search” for the gene (Wallace and Falkinham 1997:1; see also

Auerbach 1976:1–14), this chapter follows in the tradition of historical science

studies research on scientific practice and the material cultures of laboratory

life (Clarke and Fujimura 1992; Hacking 1992; Pickering 1993). It places work on

mutations and the role of chemical substances in that work in social context.

But rather than offer a close-knit descriptive account of entanglements that

obtain among the various elements—human and nonhuman—that populate

laboratory sciences (Latour 1993), this chapter emphasizes the way in which

practical interests of different actors shaped use of chemical mutagens in dif-

ferent ways, toward different ends, in different places. I am interested in how

the “broader context of an economy of practices” for a time impeded discipli-

nary coherence and community among mutation researchers (Lenoir 1997:51;

see also Kleinman 2003).
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The first part examines how and why chemical mutagens became standard

features in laboratory experiments. Along with ionizing radiation, geneticists

and biochemists began to adopt powerful chemical compounds to produce and

study mutations in the 1940s. As research tools, chemical mutagens held many

of the advantages of radiation in permitting the mass production of mutations,

but the variety of available chemicals and the heterogeneity of their specific

effects also gave scientists a greater level of control over the production process

than they had previously. There were direct and indirect economic benefits to

this. Relative to radiation, chemical mutagens were inexpensive, easily ob-

tained, and required little in the way of laboratory equipment. Consequently,

scientists working in the agricultural sciences and in clinical medicine found

potential in the capacity of chemical mutagens to produce “useful” mutations

for plant and animal breeders, for pest control, and for cancer therapies.

Despite this potential, chemical mutagenesis failed to generate an autonomous

disciplinary structure throughout the 1950s and 1960s. 

To help understand why chemical mutagenesis failed as a discipline, the

second part of this chapter moves outside of scientists’ laboratories to survey

the institutional terrain in which research on chemical mutagenesis was

embedded. Here, three factors are important to my argument. First, the newly

elucidated biochemical nature of DNA gave biochemists new reason to pay

attention to chemical mutagens and gave chemical mutagenesis a toehold in a

rapidly expanding field, albeit one that mutation geneticists did not control.

Second, the key journal in the field sought to integrate mutation research but

did not distinguish chemical mutagenesis from other approaches. Third, the

dominant research centers promoting chemical mutagenesis during this period

were places in which radiation genetics remained the central research problem.

As a result, on the eve of genetic toxicology’s emergence, very few organizations

existed that distinguished chemical mutagenesis institutionally from radiation

genetics or, increasingly, from molecular biology. Thus, even as chemical muta-

genesis practices expanded, local institutional interests continued to shape

decisions about which mutagens scientists used and what aspects of the muta-

tion process they studied. Ultimately, the mutation research political economy

constrained the emergence of an autonomous chemical mutagenesis during the

1950s and 1960s even as it enhanced the conditions for the emergence of

genetic toxicology in the 1970s.

Early Mutation Work

The science of genetics developed historically along two “quasi-independent”

lines of research (Wallace and Falkinham 1997:1). One was concerned with iden-

tifying the factors of Mendelian inheritance. It asked, where and what is the

gene? The second was concerned with the processes of inheritance. It asked,
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what do genes do? The experimental approaches developed during the early

decades of the twentieth century to answer these questions centered on the study

of genetic variation (Carlson 1966). Visible morphological changes arising from

genetic mutations such as altered pigmentation or body shape were central ele-

ments in this approach. “While a trait common to an entire population could

not be analyzed, a visually discernable deviation could be” (Lindee 1994:169).

From their study of mutations, geneticists inferred knowledge of a gene’s loca-

tion on the chromosome and its modes of action.2 But there was a problem. 

Geneticists knew that specific kinds of mutations arising spontaneously

were exceedingly rare. And studying rare events in a way that was statistically

meaningful required access to very large populations of experimental organisms.

The relative infrequency of any particular type of naturally occurring mutation

thus meant that mutations had to be mass produced. In developing their meth-

ods of mutation production, geneticists selected experimental organisms carry-

ing traits amenable to laboratory conditions and to the technical demands of

experimental practice. Such an animal was the humble fruit fly, Drosophila

melanogaster. 

Drosophila’s morphology favored the lab. Endowed with especially large

chromosomes contained in its salivary glands, D. melanogaster was, in a sense,

built to be seen. Scientists could view gross chromosomal aberrations using

standard laboratory microscopes (Allen 1975). Living fast and dying young, the

species’ population dynamics gave it an additional competitive advantage over

other laboratory organisms of interest to geneticists. Females bred regularly

and quickly, their ten-day gestations routinely producing from 400 to 1,000 off-

spring. Drosophila was also ubiquitous. Of the more than 900 species in the

genus Drosophila known to zoologists at the time, D. melanogaster was one of

only eight native to all the world’s major ecological regions. The biologists who

went looking for it rarely had to travel far. Feeding on rotting vegetation and

fruit, Drosophila thrived in densely populated urban environments and, conve-

niently, tended to be most plentiful in the fall, precisely when professors and

students of zoology most needed the manipulable fruit fly for laboratory

demonstrations in developmental biology.3 As easy as Drosophila was to find in

the wild, it was even easier to please in the “second nature” of the laboratory.

It thrived in cramped quarters on old bananas, a food source that was inexpen-

sive, easily prepared, and available to laboratory technicians year-round. Its

domestic habits and nutritional needs, in short, made Drosophila a guest well

suited to life in the laboratory (Kohler 1994:20–22).

Neither Drosophila’s laboratory domestication nor its consequent status as

geneticists’ experimental organism-of-choice during the first half of the twenti-

eth century was automatic. While the natural qualities of both Drosophila and

university zoologists initially drew them together in what Kohler (1994:19)

describes as a relationship of “symbiosis,” the fame of both required further
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mutual construction. Drosophila’s usefulness to geneticists depended on the

development of a laboratory production system with the capacity to produce spon-

taneous mutants in sufficient numbers to permit quantitative genetic analysis.

In order to construct the “standard” fly, the fly production process had to be

improved, and those improvements also had to be standardized and disseminated.

During the 1910s and 1920s, Thomas Hunt Morgan’s “Drosophilists” at

Columbia University, after considerable experimental and organizational effort,

succeeded at ratcheting up the rate at which mutant and wild-type flies were

bred and crossed. In time, their artificially accelerated crossing schedules

achieved economies of scale in which “the production of new mutants and new

genetic knowledge fed on itself.” The dynamics of the resulting production sys-

tem were such that “the more mutants turned up, the more crosses had to be

done to work them up. The more crosses were done, the more mutants turned

up. The process was autocatalytic, a chain reaction. Drosophila became, in

effect, a biological breeder reactor, creating more material for new breeding

experiments than was consumed in the process” (Kohler 1994:47). 

Despite the tremendous level of planning and organization involved in get-

ting the Drosophila “breeder reactors” at Columbia and elsewhere up and run-

ning, spotting mutations still remained an extremely time-consuming and

laborious task requiring a skilled eye and more than a little luck. The results of

the Drosophilists’ considerable investments in laboratory infrastructure and

human capital, moreover, remained limited. During the period 1910–1926,

Drosophila geneticists, students, and technicians had identified a combined

total of only about 200 mutant flies (Carlson 1981:145). 

The discovery rate of new mutants took a sharp upward turn in 1927 when

workers in a single Drosophila laboratory found more than one hundred

mutants in just two months. This exponential increase reflected the incorpora-

tion of a new technique into mutation work and marked a qualitative change in

the logic of production in experimental genetics. Rather than increasing the

probability of identifying naturally occurring mutations through highly regi-

mented breeding and crossing schedules that propelled Morgan’s biological

breeder reactor, the newly introduced approach increased the rate of mutation

itself. It did so by bombarding captive flies with x rays in order to force muta-

tions, rather than waiting for mutations to appear spontaneously.

Radiation Mutagenesis

The groundbreaking work that opened the field of radiation genetics appeared

in two papers made public in the summer of 1927. H. J. Muller, then a professor

of genetics at the University of Texas and a former member of Morgan’s “fly

room” at Columbia, authored the papers. The first article, published in Science

in July, announced Muller’s discovery of x-ray-induced mutagenesis. The article

was short on evidence but long on claims, among them the observation that
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treatment of Drosophila with x rays “had caused a rise of about fifteen thousand

per cent in the mutation rate over that in the untreated germ cells” (Muller

1927; reprinted in Muller 1962b:246). The technique for achieving this astound-

ing productive capacity was simple enough, and Muller’s second paper, pre-

sented at the Fifth International Congress of Genetics in Berlin later that

summer, delivered the details (Muller 1962c). The series of experiments

involved exposing thousands of adult male and female Drosophila to x rays for

varying lengths of time of up to forty-eight minutes. The flies then were mated

with untreated flies and the offspring of successive generations examined for a

variety of mutational lesions.4 Many were found.

Neither Muller’s audience in Berlin nor his peers in the United States failed

to grasp the broader significance of these findings. As Muller’s biographer

describes it, “The paper created a sensation. The press dispatched the news

around the world. . . . Like the discoveries of Einstein and Rutherford, Muller’s

tampering with a fundamental aspect of nature provoked the public awe. When

Muller returned to the United States he found, to his surprise, that he was

famous” (Carlson 1981:150). It is not difficult to understand why. The demon-

stration that the genetic material could be intentionally altered bore profound

social and moral implications. For biomedical practice, the ability to destroy

cells in a controlled manner meant a possible treatment for cancer. For clinical

radiologists, the capacity of x rays to also paradoxically trigger the formation of

cancer cells implied to some that the use of radiation in clinical practice should

be highly restrained. For the eugenics movement, induced mutagenesis meant

hope for those interested in controlling human evolution. 

Muller was well aware of all these implications, noting various potential

repercussions of x-ray mutagenesis in many of his early scientific papers on the

subject. Indeed, there is some evidence to suggest that Muller’s longtime inter-

est in eugenic concerns was a factor in his decision to take up the x-ray exper-

iments (Pauly 1987:179; see also Paul 1987). Muller also used this knowledge to

motivate his political work. In his popular book Out of the Night, Muller (1935)

advocated for a socialist-inspired “positive” eugenics program built on a foun-

dation of equal rights for women, abortion on demand, birth control, state-

sponsored child care, and voluntary artificial insemination—“using the

reproductive cells of outstanding individuals as a means of spreading such socially

desirable traits as high intelligence, cooperative attitudes, and longevity in

good health” (Carlson 1981:228). Muller was also an early and vociferous oppo-

nent of the clinical use of x rays as a birth control technology and in noncriti-

cal diagnostic and treatment procedures (e.g., photographing fetuses or

treating warts) (336–338) and during the 1950s became an outspoken critic of

nuclear testing (Muller 1955a).5

Beyond its social and political significance, as a new tool for genetic

research x-ray mutagenesis also had several important practical implications
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that bore directly on the political economy of experimental genetics. The exper-

iments produced a wide range of “true” mutations across the length of the

chromosome (Muller 1962a:246). Some of these were visible mutations that

appeared to Muller to be identical to many of the “spontaneous” mutations

already familiar to geneticists. This correspondence suggested to Muller that his

system produced essentially the same products as did Morgan’s breeder reactor,

only much more quickly. Far more numerous than these “visibles,” however,

were lethal mutations. “Lethals” appeared as dominant and recessive mutations

carried on the X chromosome of male and female Drosophila. Dominant lethals

prevented germ-cell development and could be readily identified by a statisti-

cally significant increase in sterility in treated males. Recessive lethals pre-

vented the development of progeny. These could also be easily identified by

examining the egg sacs of treated females and counting the number of dead

fetuses to calculate statistically significant changes in sex ratio and/or birth

rate. Although geneticists at the time knew that lethals existed, they occurred

too infrequently under normal laboratory conditions to be of use as a quantita-

tive measure of mutational change. In Muller’s studies, the prevalence of lethals

offered scientists unambiguous evidence and accurate measures of a variety of

gene mutations.6

Moreover, mutations induced by x rays could be predicted and therefore

controlled to a degree not practically possible with time-consuming crossing

methods. Muller’s experiments provided evidence that a linear relationship

existed between dose and mutation rate and also that radiation treatments

administered at different stages of development resulted in different types of

mutations. These findings suggested to Muller that now mutations could be

made “to order.” In that respect, x rays offered the geneticist as well as “the

practical breeder” a relatively simple, quick, and cost-effective method for in-

ducing specific kinds of mutations of interest to geneticists and plant breeders

(Muller 1962a:251). Insofar as the new techniques facilitated the production of

theoretically “rich experimental material” (Kohler 1994:162), x-ray mutagenesis

represented not only a quantitative advance but a qualitative one as well. The

wide variety of genic and chromosomal changes brought about by radiation

treatments bore directly “on the problems of the composition and behavior of

chromosomes and genes,” making possible “attacks on a number of genetic

problems otherwise difficult of approach” (Muller 1962a:249, 248).

Within a year other geneticists had applied the technique to a range of lab-

oratory organisms with similarly impressive results (Carlson 1981:151). With

widespread confirmation of the efficacy of radiation mutagenesis there

occurred “an explosion of interest in the genetic effects of radiation” (164). By

1933, “most of the general rules of radiation genetics . . . were worked out”

(Crow and Abrahamson 1965:263), and over the next three decades geneticists

produced a “huge” literature cataloging the effects of ionizing radiation on
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complex organisms (Drake 1970:160). These practical and theoretical incentives

contributed directly to the rapid rise of radiation genetics and largely explain

why radiation mutagenesis became the dominant mode of mutation production

in experimental genetics. In approaching this interpretation, it remains to con-

sider briefly the role played by these new tools in facilitating this transformation.

Radiation mutagenesis operates through a single mode of action—ioniza-

tion. The energy released by x rays penetrates the cell and causes physical dam-

age to the genetic material. The ionizing action of x rays is essentially invariant.

For the practical purposes that geneticists used them, an x ray was an x ray was

an x ray. The main axis of variation was duration of the treatment, which

researchers could easily control. Because the physical properties of ionizing

radiation in mutagenesis do not vary from one day to the next or from one lab-

oratory to another, x rays provided geneticists a research tool that was “ready-

made,” its standardization all but complete.7 Moreover, by 1927 x-ray machines

were already widely in use, having been incorporated into clinical and diagnos-

tic practice by physicians since the late 1890s (Carlson 1981). If a genetics labo-

ratory could not afford to purchase its own x-ray equipment, scientists could

often arrange to irradiate one’s experimental organisms at a nearby hospital or

medical school. Drosophila, of course, were easily transported. The flies for

Muller’s first experiments, for example, were placed in test tubes and taken to

a local “roentgenologist” who provided the x-ray equipment and administered

the radiation treatments (Muller 1962a:251).

Thus radiation mutagenesis required almost none of the coordinating work

and infrastructural development that was necessary in the construction of Mor-

gan’s breeder reactor. The universal properties of ionizing radiation and the

widespread availability of x-ray equipment meant that, quite literally, “every

laboratory worker could now produce unprecedented numbers of new muta-

tions in whatever organism he was studying” (Auerbach 1961:234). Because less

time was spent coordinating technical protocols and interpretive rules for iden-

tifying and categorizing mutations, the technique allowed for the rapid decen-

tralization of mutant production. Whereas Morgan’s breeder reactor worked in

part because he and his students were working in the same place at the same

time, Muller’s contribution of x-ray mutagenesis went some way toward dis-

solving these spatial and temporal constraints.

Chemical Mutagenesis

In contrast to the excitement generated in 1927 by Muller’s discovery of radia-

tion mutagenesis, chemical mutagenesis began with a whimper. In autumn

1940 Charlotte Auerbach and J. M. Robson began a series of experiments at the

University of Edinburgh in which standardized strains of Drosophila were

exposed to an aerosol spray containing sulphide and nitrogen mustard

compounds—mustard gas.8 Their study, funded through a contract with the
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Chemical Defense Establishment of the British War Office, was part of a larger

effort by scientists in the United Kingdom and United States to explore the

pharmacological and clinical aspects of mustard gas injury (Beale 1993).9 The

first successful results appeared in April 1941. A year later Auerbach and Robson

delivered their initial report of these experiments to the British Ministry of

Supply. The report was considered confidential, however, and British censors

delayed full disclosure of their findings until the war’s end.10 In the interim, but

still a full three years after completion of their initial experiment, Auerbach and

Robson managed to publish a half-page research note in Nature (Auerbach and

Robson 1944). That brief communication is remarkable mainly as an artifact of

the British wartime security apparatus and less as an announcement heralding

an important scientific discovery. 

Making only vague reference to several “potent synthetic substances” that

“produced mutation-rates of the same order as those obtained with X-rays,”

Auerbach and Robson summarized data from two experiments using allyl iso-

thiocyanate, a naturally occurring oil produced from mustard seeds. Their

experiments with mustard oil produced “a definite though slight effect on the

mutation-rate” in treated male Drosophila (Auerbach and Robson 1944). In 1946

a second, equally concise letter in the same journal identified mustard gas

(dichloro-diethyl-sulphide) as the chemical substance used in their experi-

ments and described briefly the kinds of mutations and chromosome rearrange-

ments it had induced (Auerbach and Robson 1946). Detailed reports of these

ongoing experiments appeared in 1947 (Auerbach et al. 1947; Auerbach and

Robson 1947), and mustard gas mutagenesis finally received a formal public

introduction in 1948 when Auerbach presented a paper, “Chemical Induction of

Mutations,” at the Eighth International Congress of Genetics in Stockholm. 

National security concerns and war gas research notwithstanding, geneti-

cists’ primary interest in identifying chemical mutagens lay in their capacity as

research tools to shed light on fundamental questions in biology. In this, geneti-

cists’ motivations in the 1940s and 1950s were in essence identical to those

underlying Muller’s experiments with ionizing radiation in the 1920s. Auerbach

underscored the theoretical significance of chemical mutagenesis when she

told her Stockholm audience: 

The work on chemical mutagens is just at the beginning of its path. In

my opinion, this path may be expected to branch out into various direc-

tions providing new approaches to old problems, as well as approaches

to new ones which are bound to arise in the course of the work. Foremost

among the old unsolved problems is the nature of mutation and of the

gene. A comparison of the mutagenic effects of physical and chemical

agencies, of the connection between chemical structure and mutagenic-
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ity, of the way in which chemical mutagens exercise their effect, and of

the interactions between various mutagenic agencies can be expected to

throw light on this fundamental question. (1949:143)

Studies at the end of the decade confirmed both that mustard gas compounds

produced mutations in a variety of standard laboratory organisms and that sev-

eral other synthetic chemical compounds induced mutations in Drosophila

(Loveless 1966:xii).

The search for chemical mutagens had in fact begun much earlier.

Through a selection process that was “mainly random,” geneticists during the

1920s and 1930s attempted to induce mutations using such potent industrial

compounds as iodine, ammonia, and various metal compounds and known car-

cinogens (Auerbach et al. 1947:243). Muller, for example, had run experiments

on Drosophila using lead arsenate, magnesium chloride, and an industrial dye

called “Janus green,” among other substances, before turning to x rays (Carlson

1981:153). Although a few of these experiments generated ambiguous results,

the vast majority were clearly negative; none were clearly positive (Auerbach et

al. 1947). Thus the mustard gas research did not so much spark interest in

chemical mutagenesis as revive it.

The introduction of chemical mutagens into mutation research had

impacts both greater and lesser than Auerbach’s comments in 1948 at the Inter-

national Congress of Genetics anticipated. There is no question that their dis-

covery suggested new approaches to many of the central theoretical puzzles

then confronting geneticists. These included the questions of whether proteins

or nucleic acids were the central factors in genic replication, what were the

chemical reactions that result in mutations, and what was the role of naturally

occurring mutagens on evolution (Auerbach 1949:143, 1963).

But theory was not some abstract motor that drove the new field of chem-

ical mutagenesis. At best, we should look to the theories as providing a rough

guide or general scheme for understanding the field’s early development. To

give theory our full attention, as Auerbach herself has done in several retro-

spective articles and chapters published in the 1960s and 1970s (Auerbach 1963,

1967, 1978), is to fail to understand the lukewarm reception that geneticists

gave chemical mutagenesis and the uneven incorporation of chemical muta-

gens into standard genetics practices over the next three decades. Despite the

theoretical importance attributed to chemical mutagenesis, interest in the

topic was sporadic, and the field remained near the margins of genetic research

even after the flurry of promotional articles that Auerbach and Robson pub-

lished in the late 1940s. If we are to appreciate more fully why this was so, we

must look additionally to the material contexts of mutation work and to the

political economic pressures shaping genetics research more broadly. For

geneticists, the attraction of chemical mutagens lay as much in their capacity
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to increase the production efficiency of experimental systems as in their poten-

tial for refining or refuting theories of evolution, mutation, or the gene. 

Chemical Mutagens and the Material Contexts of Research

Scientists’ decisions regarding which chemicals were selected for analysis and

how those chemicals would be utilized in the research process reflected the

interplay of disciplinary and local pressures. The incorporation of chemical

mutagens into existing research programs and experimental systems was

shaped in part by a disciplinary imperative to maximize “useful” mutations at

the heart of genetic science. As research tools, chemical mutagens functioned

as a technical means toward that essentially economic end—the rational and

systematic production of genetic damage. Here mutagens represented a form of

capital in the genetics political economy in which the logic of production

shaped the practical demands of research (Latour and Woolgar 1986). Produc-

tion efficiency depended on geneticists’ ability to get positive results, more

often than not by using organisms and techniques already at hand and with

which laboratory scientists had accumulated considerable experience. Thus

local configurations of skills, knowledge, and resources also shaped definitions

of the scientific utility and the corresponding value that scientists attributed to

chemical mutagens.

Disciplinary Values

As the term came to be used in genetics research in the 1950s and 1960s, “chem-

ical mutagen” was a label appropriate in theory to any chemical agent that pro-

duced alterations in the gene material. In practice, however, scientists reserved

the term for those compounds whose chemical characteristics meshed with

existing techniques and experimental systems in ways that produced positive

results. To be useful to geneticists, chemical mutagens had to act selectively on

the genetic material without destroying the cell or the organism in the

process.11 Scientists interested in studying subcellular processes had little prac-

tical use for chemicals found to be toxic to laboratory organisms. The converse

situation bore similar implications: chemicals eliminated from laboratory

organisms before penetrating the cell, or chemicals whose insolubility made for

difficult application to treatment populations, also did not long hold geneti-

cists’ interest (Carlson 1981:260). In short, the fit between the chemicals and

the technologies and methods of application used to measure their genetic and

chromosomal effects goes some way toward explaining which chemicals geneti-

cists considered valuable resources and which they did not. The experimental

systems used to find chemical mutagens, in particular, tended to be very finely

tuned to specific mutational endpoints, and it is in their design that we can

best see how disciplinary values and interests became embodied in the tools
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and techniques that geneticists used to identify chemical mutagens and to

describe their genetic effects. The Drosophila mutant ClB is a case in point.

Muller found the mutant that he named ClB in 1920 and over a period of

several years developed the stock and standardized a method for its experi-

mental use (Carlson 1981:117–119). ClB mutants (females) carried a rearrange-

ment on one X chromosome that prevented crossing over and that had in

addition a recessive lethal effect (the “Cl” condition; the “B” referred to the “bar

eyed” condition, a dominant visible mutation). “The object of this procedure

was to prevent crossing over and to kill off all sons of the tested F1 [first gener-

ation] females which carried this nontreated Cl chromosome” (Muller

1962c:262). In the crossing scheme Muller devised, brothers in the second gen-

eration of crosses (the F2) are mated with the treatment population—sisters

carrying the Cl condition. If a lethal mutation arises on a sex chromosome, they

are “detected by the absence from the progeny of a whole class of flies” such

that “the corresponding culture will consist entirely of females—a fact which is,

of course, readily observed even by an untrained person.” By the time Auerbach

and Robson used it in their original mustard gas experiments, the ClB test had

become “famous” as a method for producing sex-linked lethal mutations.12 And

no wonder. Its design characteristics effectively eliminated the large amounts of

human error incurred in classic methods of identifying visible mutations

“without which the quantitative analysis of genetic radiation effects would have

been impossible” (Auerbach et al. 1947:244). The same method, as we have

seen, proved instrumental in opening the field of chemical mutagenesis twenty

years later by filtering out or ignoring all forms of genetic and chromosomal

damage save one.

The ClB test sharply restricted geneticists’ empirical focus to one type of

(lethal) mutation on the X chromosome among female flies. This reductionist

strategy for finding and isolating mutations was replicated in many other exper-

imental systems in Drosophila, the primary model used for chemical mutagen-

esis research (Auerbach 1978:182), as well as in several other eukaryotic systems

in the decades that followed.13 As in the ClB test, the practical goal in many tests

was to find one chemical mutagen and/or its structural analogs that afforded a

theoretically interesting view of the mutation process in a particular laboratory

organism at a particular stage of its development. For example, with their pos-

itive results with mustard gas, Auerbach and her colleagues began experiment-

ing with other chemicals with similar chemical structures or that produced similar

pharmacological effects, soon identifying a class of chemicals that became

known as “alkylating agents” (Auerbach et al. 1947:246).14 In the mid–1950s, to

take another example, with identification of the chemical nature of the gene as

deoxyribonucleic acid (DNA), mutagens chemically related to DNA became

fashionable (Auerbach 1961:235–236). The general point is that not just any

mutation would do. The goal of test development in chemical mutagenesis
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during this period was to produce designer mutations that provided specific

answers to basic questions concerning gene structure and action. Before Wat-

son and Crick’s double helix came to light in 1953, the chemical nature of the

gene provided the question of central focus (Auerbach 1978).

As such, these systems were not designed to identify the broad sweep of

potentially mutagenic chemicals. Nor were geneticists generally interested in

testing chemicals individually for mutagenicity. That was not the end goal. As

Auerbach commented in retrospect, “I personally did not feel tempted to test

large arrays of chemicals for mutagenic ability. I knew that my chemical knowl-

edge was quite inadequate to the task of forming my own working hypotheses

in this field. I should have to test the hypotheses of chemists, and where would

be the fun of this? . . . My own interest concerned the process of mutation”

(Auerbach 1978:183). The logic of mutation production dovetailed perfectly

with the disciplinary goals of classic genetics. 

For scientists promoting a “genetic toxicology” in the late 1960s and 1970s,

however, this logic would present constraints as well as opportunities. The exis-

tence of numerous experimental systems engineered to produce specific types

of designer mutations in regard to nuanced theoretical questions gave geneti-

cists concerned with public health issues only partial answers to the new ques-

tion that piqued their interest. Namely, what are the genetic hazards posed to

human populations by environmental chemicals? As we’ll see in Chapter 6, this

question embodied a somewhat different set of values for organizing research

on chemical mutagens and for developing new mutagenicity tests. 

Local Resources

When designing experimental systems for chemical mutagenesis research,

geneticists tended to take the road most traveled, piggybacking on models

designed for radiation genetics whenever feasible. Many, and perhaps most, of

the bioassays used to conduct research on chemical mutagenesis in the 1950s

and 1960s had been developed to use with ionizing or ultraviolet radiation.15

The simple substitution of chemicals for radiation allowed scientists to capital-

ize on their working knowledge of mutagenicity bioassays and the genetics of

the organisms with which they were most familiar, thereby increasing produc-

tion efficiency at the local level.16

Another important set of resources in the mutation researcher’s toolbox

were the mutagens themselves. Although geneticists like Auerbach initially

were attracted to the study of a few highly potent chemical mutagens for their

“radiomimetic” qualities (i.e., comparable increases in mutation rates), the

great potential of chemical mutagens as research tools lay in the manner in

which they differed from radiation. To begin, chemical mutagens held a numer-

ical competitive advantage over the few forms of radiation available to geneti-

cists. The differences in kinetic energy output that could be marshaled in
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comparative studies of x-, beta-, gamma-, and ultraviolet-radiation waves paled

in comparison to the interesting differences that could potentially be generated

among the thousands of industrial chemicals then in existence (Crow and

Abrahamson 1965). Geneticists realized early on that radiation caused relatively

indiscriminate genetic and chromosomal damage. As we have seen, one of radi-

ation’s major strengths as a research tool is its capacity to, in effect, work the

same way everywhere. The situation with chemical mutagens was exactly the

opposite; their potential as research tools derived from their structural diver-

sity and from the range of different effects produced through biochemical

(rather than physical) modes of action. 

Thus chemicals bore a distinct advantage over radiation in their capacity

potentially to reveal more about mutational processes. For example, some

chemicals had effects far milder than ionizing radiation. Rather than causing

distinct breaks or mutations, these chemicals produced instabilities in the

chromosome and the gene, which researchers termed “pre-breaks” and “pre-

mutations,” respectively (Auerbach 1978:184–185). Geneticists found in other

mutagens a “storage effect,” in which mutations were carried over a generation,

appearing in the progeny of treated organisms (184). “Mutagen specificity,” the

ability of still other chemical mutagens to induce very precise chromosomal

and genetic responses, provoked considerable interest among some geneticists.

Mutagen specificity was enough, in the minds of some, to legitimate chem-

ical mutagenesis as a central pillar of mutation research. In her address titled

“Past Achievements and Future Tasks of Research in Chemical Mutagenesis,”

delivered at the 1963 International Congress of Genetics, Auerbach (1963:279)

argued that mutagen specificity “offers possibilities for analysis that so far have

been almost wholly neglected.” Certain chemicals’ specificity of action sug-

gested a range of comparative approaches that focused on differences in bio-

logical and biochemical responses “between species, strains within a species,

sexes within a strain, cells within an individual, genes within a cell, and sites

within a gene” (278). Auerbach outlined the ways in which chemical mutagen-

esis could be used to inform each stage of the mutation process, arguing, as she

often did, for the importance of maintaining a biological view of mutation and

against the reduction of mutation to biochemical interactions with DNA (279).

Throughout the mid and latter stages of her career, Auerbach ceaselessly

advocated for a genetics and a molecular biology informed by cytological

processes. In the preface to one of her textbooks, for example, Auerbach

stressed “the need to realize that mutagenesis is much more than a physico-

chemical reaction of environmental agents with DNA. It is a biological process

and, like all other biological processes, it is deeply enmeshed in the structural

and biochemical complexities of the cell” (1976:xxvii). Such statements were a

common feature in her public addresses and written papers. As biologists

turned toward rather than away from a molecular understanding of life,

WORKING ON MUTATIONS 33



however, Auerbach’s vision of chemical mutagenesis research failed to materi-

alize.17 In other research contexts, however, mutagen specificity was exploited,

and the productive potential of chemical mutagens was integrated into differ-

ent systems of production.

Economic Mutations

The scientific utility of chemical mutagens extended beyond mechanistic stud-

ies of the mutation process. Although less explicit about the economic poten-

tial of chemical mutagens than Muller had been about x rays, Auerbach and her

coauthors noted in a 1947 paper that chemical mutagens “with particular affini-

ties for individual genes . . . not only would be of high theoretical interest but

would also open up the long-sought-for way to the production of directed muta-

tions” (Auerbach et al. 1947:243). To be sure, the potential economic relevance

of chemical mutagens was not lost on geneticists working in select agricultural

and biomedical sciences. In those research contexts, scientists tended to select

mutagens with an eye toward maximizing the production of economically ben-

eficial mutations, each following a logic tailored to a particular set of research

and production goals.

At medical schools, hospitals, and the National Cancer Institute, scientists

turned to chemical mutagens in the treatment of malignant tumors. Most valu-

able in efforts to develop chemotherapies were chemical mutagens that be-

haved like radiation in their ability to disrupt cell reproduction, but without

the often severe side effects of radiation therapy. Early research in radiation

genetics had shown that chromosome breaks that occur when cells are under-

going division are lethal but that nondividing cells often can withstand or tol-

erate chromosome breaks. This difference in the timing of the insult provided

the basis for cancer treatments using chemicals to destroy rapidly dividing can-

cer cells without fatally damaging the healthy (nondividing) cells surrounding

tumors (Auerbach 1976:256–257). Scientists proposed two approaches to the

problem. One could find ways to make malignant cells more sensitive to insult

so that less severe insult might achieve more effective results. Conversely, one

could find ways to make normal cells more resistant to insults so that the attack

on tumors could be stepped up without increasing the negative impacts on

neighboring cells. 

Plant breeders at U.S. land-grant universities became interested in chemi-

cal mutagens because of their potential for inducing a wide range of crop vari-

eties. Mutational methods were significantly less costly and more rapid than

traditional breeding methods (National Academy of Sciences Agricultural Board

1960), and chemical mutagens also bore a significant advantage over ionizing

radiations. Alkylating chemicals proved more efficient than ionizing radiation

in their capacity to induce smaller “point mutations” without also inducing

more severe and indiscriminate damage such as chromosome breaks (Nilan

CHEMICAL CONSEQUENCES34



1973). Mutagen specificity meant something different to plant breeders than it

did to geneticists working on the mechanisms of mutation. For plant breeders,

the central problem was “phenotypic specificity,” where the outcome was a

phenotypic characteristic such as disease resistance or straw stiffness (in the

case of barley). Here, the ends outweighed the means in economic importance.

More fundamental “locus specificity” and the origins of mutational outcomes

were less important to breeders (Auerbach 1976:453–454).

Economic entomologists used chemical mutagens in their efforts to

develop nonchemical pest-control methods. “Chemical compound[s] which, when

administered to the insect, will deprive it of its ability to reproduce” showed

considerable promise for minimizing the biological and economic costs associ-

ated with autocidal pest control (Borkovec 1962:1034; Smith 1971). In the United

States, these “chemosterilants” became the focus of an intensive research effort

throughout the 1960s and 1970s that was promoted and conducted primarily by

scientists at the Entomological Research Division of the U.S. Department of

Agriculture (USDA) Agricultural Research Services.18 Chemosterilants were less

costly and more widely accessible than radiation sources. More important,

chemosterilants offered greater flexibility in capitalizing on biological opportu-

nities and combating the biological constraints inherent in the genetic systems

of insects. On the one hand, “[s]pecies of insects appear in numerous polytypic

forms, biotypes, races and strains,” and this “genetic plasticity” made them

extremely amenable to artificial genetic manipulation (van den Bosch and Mes-

senger 1973:147). On the other hand, insects are not genetic equals. While some,

such as screw-worm flies, could withstand sterilizing gamma-ray treatments,

many others could not. Among other limitations, irradiation proved in many

cases to seriously compromise insect health and/or mating behavior. In con-

trast, the vast range of available chemical compounds represented to scientists

any number of potential alternatives to gamma and x rays. At least in theory,

chemosterilants could be tailored to a particular pest’s genetic specifications in

ways that ionizing radiations could not.19

Chemical mutagens held great potential in genetics, plant breeding, ento-

mology, and cancer science. In each of these contexts, mutagens functioned simul-

taneously as tools, theory, and commodities. The finished products of mutation

work, be they cancer treatments or hybrid crop varieties, embodied values that

reflected the intertwining of consumer and scientific markets. Yet despite their

potential and realized contributions to biology, biomedicine, and agricultural

science, chemical mutagens remained at the margins of most genetics research.

Nearly twenty years after the announcement of Auerbach and Robson’s mustard

gas experiments opened the field, British geneticist Anthony Loveless would

find occasion to remark that, “in spite of the evident potential of such sub-

stances for the elucidation of biological and especially genetical processes, biol-

ogists and biochemists have in general evinced a somewhat restricted and
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fluctuating interest in the alkylating agents during the intervening years”

(1966:v). While Loveless was referring to only one of several classes of known

chemical mutagens, his observation was true of chemical mutagens generally.

Relative to radiation genetics in particular, published research on chemical

mutagenesis registered only marginal aggregate yearly increases (Wassom 1973).

One reason for the very gradual rate of growth during the field’s first three

decades has to do with the mismatch between the highly efficient production

of mutation work inside laboratories and the organizational inefficiencies among

laboratories.

The Social Structure of Chemical Mutagenesis

Throughout the 1941–1968 period, chemical mutagenesis operated more like a

cottage industry than a rising scientific discipline or specialty. A disciplinary

structure complete with a professional society, journals, annual conferences,

textbooks, and graduate courses had long since come to define the field of radi-

ation biology, and both the biological effects of radiation and the utilization of

radiation in the biological sciences (e.g., as radioisotopes) attracted immense

support from the federal government and from international agencies.20 No

comparable levels of organization or government patronage existed in chemi-

cal mutagenesis. It was not until the mid–1960s that organizers of genetics con-

ferences began to offer panels on chemical mutagenesis (as opposed to muta-

genesis in general). Professional societies and journals explicitly promoting the

study of chemical mutagens and their genetic effects did not appear until 1969

with the formation of the EMS and its EMS Newsletter. And it was not until the

early 1970s that the newly created National Institute of Environmental Health

Sciences began to provide large-scale funding for intra- and extramural

research on the effects of mutagenic chemicals (NIEHS 1972:236–238). Thus few

organizational mechanisms existed for nurturing a professional identity among

chemical mutagenesis researchers that was distinct from radiation biology.

Absent the disciplinary structures that might have reasonably facilitated the

coordination of research programs beyond individual laboratories, the system-

atic study of chemical mutagenesis received little organizational attention. 

But if discipline building in the conventional sense of forming a corporate

identity and organizational structure was on hold during this period, it was not

because the institutions and disciplines within which chemical mutagenesis

practices developed were moribund. Far from it. The “molecular revolution” in

biology, spurred by Hershey and Chase’s demonstration that DNA was the car-

rier of genetic information (published in 1952) and the Watson-Crick model of

the double helix structure of DNA (published in 1953), effectively solved the

decades-old problem of mutation by revealing the chemical nature of mutage-

nesis (Auerbach 1976:2, 1978:186). In terms of kind, rate, scale, and complexity,
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the transformations constitutive of the rise of molecular biology have been pro-

found, and chemical mutagenesis was in every way caught up in social, cultural,

and technical metamorphoses characterizing this “ultra discipline” (Abir-Am

1985:73).21

Through the mid–1950s, mutation work in genetics followed three general

streams of research practice. As we have seen, two of these streams utilized ion-

izing radiation or chemical mutagens for studies conducted in higher plant and

animal systems, primarily Drosophila. They were closely and importantly inter-

twined. The third research stream involved the use of ultraviolet radiation in

studies of microorganisms, primarily E. coli bacteria and the bacteriophage

viruses (Drake 1970:161; see also Creager 2002). Microorganisms like the phage

T4 were advantageous as research organisms for several reasons, including a

very simple and stable structure, genetic homogeneity, and rapid rate of growth

and reproduction that made the examination of rare events like mutations even

more accessible than in higher-order organisms (Drake 1970:5; Wallace and

Falkinham 1997:20–22). Although there were exceptions, genetic work with

microorganisms remained more or less distinct from chemical mutagenesis

research, since each was organized around different kinds of mutation-induc-

ing agents in different orders of experimental systems (Auerbach 1978:182).22

With the elucidation of the chemical composition and structure of DNA, the

material interests that defined chemical mutagenesis expanded and shifted

their center of gravity, and these formerly separate streams of research practice

began to merge. 

Where the utility of chemical mutagens had once been understood largely

in relation to ionizing radiation, chemical mutagens became increasingly

important in terms of their structural relationship to proteins and nucleic acids

(DNA). When the search for chemical mutagens reversed course, “the known

nature of the gene [became] used for suggesting which substances might be

mutagenic” (Auerbach 1963:276). Where researchers had once looked to chem-

ical analogues of radiation or the highly potent classes of known chemical car-

cinogens to use as potentially revealing mutagens, researchers could now train

their attention on analogues of DNA molecules and other chemical structures

known to influence DNA. “It is on this [molecular] level,” a hopeful Auerbach

told an International Congress of Genetics audience in 1963, “that chemical

mutagens are likely to remain useful tools for gene analysis. Their usefulness for

the analysis of the mutation process has hardly been realized, but there are

indications that it will be considerable. Very little has been done along these

lines and many problems await solution” (1963:283). 

Indeed, it was during this period of rapid change in the way that life itself

came to be perceived and studied, and in the way life science came to be prac-

ticed and organized, that chemical mutagenesis found a firm toehold—not as an

autonomous subfield of genetics but as a research niche in molecular biology.
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By the time John Drake published his 1970 monograph, “The Molecular Basis of

Mutation,” scientists had identified a large number of chemicals found to be

mutagenic in microorganisms. They constituted five classes of chemical muta-

gens, a class of mutagens that reduced the incidence of mutation (so-called

antimutagens), and several “miscellaneous” mutagens that did not fit neatly

into a chemical class (Drake 1970:ch. 13). Thus were chemical mutagens enlisted

as foot soldiers in efforts to determine the molecular sequence of mutagenesis

(Auerbach 1963:276–277). Chemical mutagenesis secured a niche in a rapidly

expanding interdiscipline, but it was not, by and large, one of its own making.

The Organization of Communication

Mutation Research, a journal established in 1964 by a group of European and

North American geneticists, quickly became the primary publication outlet for

scientific studies of “mutagenesis, chromosome breakage, and related subjects”

(as the journal’s subtitle proclaimed). An international journal, it attracted

contributions from North and South America, Europe, Asia, and Oceania.

Although the center of gravity in mutation work remained in genetics, as

genetic processes became increasingly relevant to adjacent fields and as the

molecular study of mutation and nucleic acid biochemistry became more

prevalent among geneticists, Mutation Research attracted an increasingly

interdisciplinary readership.

The journal was established partly out of a shared concern that forces of

specialization in mutation work were heading in the wrong direction—that is,

away from a focus on genetic processes common to all living things and toward

a focus on mutagenesis in specific organisms and on the development of spe-

cific experimental systems. The organization of genetic research at the Oak

Ridge National Laboratory in 1955 illustrates the problem, with genetic research

sections organized around experimental systems such as mouse, bacteria, and

neurospora, rather than around the study of biological processes common to all

or many of these organisms at genetic or cytogenetic levels (Table 2.1). Auer-

bach’s (1962b) own monograph on mutation research methods is structured

along similar lines, with eight of ten chapters devoted to methods in particular

animal, plant, and microorganism systems. Some in the mutation research

community, including Auerbach herself, came to perceive this situation as a

potential hindrance to communication and understanding. As she later com-

plained, “Mutation workers consider themselves specialists on bacteriophage,

E. Coli, yeast, Neurospora, Drosophila, Vicia faba etc; not as being committed to

the analysis of a special problem, even though their experiments may be

restricted to one organism” (1976:xxvi).

The basis for Auerbach’s concern was rooted in the double-edged facts of

mutagen specificity. Experiments dating from the 1940s demonstrated that

mutation is not one thing, or even one class of things, but instead a complex of
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processes that have different and interacting mechanisms. In light of this com-

pounded complexity, some scientists favored as a practical approach to the

study of chemical mutagenesis one that would be explicitly comparative. While

the specialization of research around a particular type or strain of organism

could prove an advantage in more applied contexts—for example, in the devel-

opment of genetic methods to control disease vector insects, where complete

knowledge of the genetics, physiology, and behavioral ecology of a particular

insect pest is essential (Wright and Pal 1967)—organismic specialization did not

directly enhance the comparative analysis of mutation processes per se. With-

out comparative research, however, scientists were limited in their ability to

infer genetic effects to higher organisms, including humans, based on muta-

genicity studies conducted on lower-order organisms. This extrapolation prob-

lem, which has been a lasting point of contention among mutation researchers

(Schull 1962) and is one that will receive focused attention in Chapter 6, was in

part an outcome of the failure of mutation researchers to organize and pursue

comparative work.

Mutation Research was an early attempt to counter this trend and to pro-

vide a center to an increasingly diverse and disparate area of research. In the
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TABLE 2.1

Three Genetic Research Sections, Biology Division, 
Oak Ridge National Laboratory, 1955

1. Cytology and Genetics

Cytogenetic effects of radiation

Paramecium

Tradescantia and Vicia

Maize

Neurospora

Timothy

Insect investigation

Grasshopper and Habrobracon

Drosophila Genetics

2. Mammalian Genetics

Genetic Effects of Radiation in Mice

Developmental Effects of Radiation in Mice

3. Radiation Protection & Recovery in Bacteria

Source: Oak Ridge National Laboratory Biology Division Files.



preface to the journal’s first issue, founding editor Frederik “Frits” Sobels, a

geneticist at the State University of Leiden in the Netherlands, wrote of the

need for a “unifying medium” to bring together researchers studying mutation

in different organisms and publishing their work in different journals. Sobels

saw much to be gained from an outlet for original research in which “mouse

geneticists interested in repair phenomena may profit from developments in

the microbial field, or people working on Drosophila may benefit from famil-

iarity with problems of chromosome breakage in plants” (1964:1). 

In the context of establishing a new journal that would appeal to an inter-

national and an increasingly interdisciplinary audience, Mutation Research

provided space for many methods, experimental systems, and research tools

(Table 2.2). Chemical mutagenesis was important to the editors of Mutation

Research insofar as it represented, alongside radiation mutagenesis, chromo-

some aberration, and DNA repair, a set of common genetic processes. Similarly,

chemical mutagens remained important as tools of laboratory production. But

so did ionizing and ultraviolet radiations. If the contents of Mutation Research

can be read as a microcosm of the type of research going on in the broader field,

it is clear that even during the mid–1960s, chemical mutagenesis did not itself

represent an axis of disciplinary organization or communication. Neither the

preexisting orientation of mutation workers, who identified most closely with

some particular laboratory organism, nor the Mutation Research editors, who

sought to counter that trend by emphasizing function over form, favored the

emergence of an institutionally autonomous chemical mutagenesis.

Institutional Dependency

In its development as a laboratory science, chemical mutagenesis was tightly

intertwined with radiation genetics, involving many of the same people, meth-

ods, and laboratory organisms. With the obvious exception of the mutagens

themselves, there were relatively few practical differences. The two social

worlds were largely coterminous. For radiation geneticists, if not also for bio-

chemists and other life scientists, taking up chemical mutagenesis involved few

technical or financial costs.

Low barriers to entry into chemical mutagenesis research obtained in part

because, regardless of the institutional context, the scientific work involved

tended to be small scale. Experiments could be run by a few people working

together in a single laboratory because material production requirements were

easily met. Auerbach’s (1947) early mustard gas experiments, for example,

involved just a few hundred flies reared in screen-covered test tubes. The shift

toward microorganisms further reduced the time and expense involved in

chemical mutagenesis experiments.23 This type of research also required rela-

tively little investment in special equipment or materials. Unlike radiation

genetics, chemical mutagenesis did not require the use of expensive x-ray
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machines, the space to house them, or the technicians to maintain them.24

Chemical samples were often available from departments on campus or could

be obtained free of charge from chemical companies or other scientists upon

request. Authors’ acknowledgments, for example, to “Chas. Pfizer and Co., Inc.

for a gift of streptonigrin” (an antibiotic) (Kihlman 1964:61) or “to B. A. Kihlman

for the gift of the 8-ethoxycaffeine” (Scott and Evans 1964:155), were common.

Standardized organisms were either bred within one’s own laboratory or

obtained free from another lab or from one of the various stock centers. In

short, geneticists could come and go in the world of chemical mutagenesis

more or less as they pleased, confident that the transition from radiation work

to chemical work (and back again) would generate relatively few expenses,

financial or otherwise.
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TABLE 2.2

Research Tools Used in Experiments Published 
in Mutation Research, vol. 1 (1964)

No. of No. of 
Organism experiments Mutagenic Agent experiments

Viruses Ionizing radiation

Bacteriophage 3 X rays 15

Actinophage 1 Beta rays 1

Bacteria Gamma rays 4

E. coli 6 Ultraviolet radiation 7

Salmonella 1 Chemical mutagens

Haemophilus influ. 1 Alkylating agents 11

Paramecium 1 DNA analogues 7

Fungi 1 Other 7

Yeast 2 Heat/kinetic energy 3

Plants Gas 2

Vicia faba 5

Other 4

Insects

Screw worm fly 1

Drosophila 17

Mammals

Mouse 3

Human 1



Although the number of chemical mutagens that scientists identified and

studied continued to accumulate, throughout the 1950s and 1960s those

increases were largely sporadic. Beyond the local level of the laboratory, chem-

ical mutagenesis research was less systematic, with little coordination of exper-

iments between laboratories. As a result, knowledge accumulated in piecemeal

and often haphazard fashion. This situation prompted mutation geneticist

Frederick J. de Serres (1981:1) some years later to remark that “in the past, data

on chemical mutagens has been generated and published in the scientific lit-

erature on a more or less random basis. Individual chemicals enjoy a brief

period of ‘popularity’ that leads to a burst of publications in the same or some-

times related assay systems.” The relative lack of coordination or integration of

interlaboratory research had important medium-term impacts. “The incom-

pleteness of the data base,” de Serres continued, “in many of these cases, makes

comparative mutagenesis difficult or impossible.” Low transition costs alone, it

seems, were insufficient to ensure the steady increase of research interest in

chemical mutagenesis.

Thus, while there may have been few practical or economic impediments

to dissuade geneticists from pursuing research involving chemical mutagens,

there also were few institutional incentives for organizing a systematic attack

on the problem. What chemical mutagenesis possessed in terms of theoretical

potential or economic utility for geneticists working in both basic and applied

contexts, it lacked in terms of autonomous organizational resources. The field,

as it existed, had no institutional center of its own. Instead, chemical mutage-

nesis remained indelibly intertwined with and to a large extent institutionally

dependent on radiation biology.

Articles published in Mutation Research from 1964 to 1968 shed some addi-

tional, if indirect, light on this structural dependency. Despite its widely inter-

national appeal, research productivity in mutation work concentrated in just

three countries (Table 2.3). Scientists from Great Britain, the Netherlands, and

the United States authored nearly 60 percent of the articles published in Muta-

tion Research during that period.25 Within each of these three countries, article

output concentrated heavily in three research institutions. Twenty percent of

the articles originating in Great Britain were contributed by researchers at the

Institute of Animal Genetics at the University of Edinburgh in Scotland. In the

Netherlands, scientists from the Department of Radiation Genetics at the State

University of Leiden contributed 39 percent. And in the United States, researchers

in the Biology Division of the Oak Ridge National Laboratory accounted for 27

percent. The concentration of research productivity marks these three sites as

centers of mutation work during the 1960s.

The laboratories at Edinburgh, Leiden, and Oak Ridge served as institu-

tional anchors in Europe and North America for the field of mutation

research.26 Importantly, they also represented simultaneously the institutional
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core of chemical mutagenesis and, as such, do well to illustrate the institutional

intertwining of radiation and chemical mutagenesis as social forms of scientific

practice. The historical development of each of these institutions involved an

early focus on radiation genetics out of which grew ongoing research programs

on the comparative effects of ionizing radiation and chemical mutagens. Addi-

tionally, each institution possessed strong ties to national research bodies that

encouraged mission-oriented science in the national interest. Finally, the three

radiation geneticists who directed administration and research at these labora-

tories—Charlotte Auerbach at Edinburgh, Frits Sobels at Leiden, and Alexander

Hollaender at Oak Ridge—were longtime advocates of chemical mutagenesis at

their home institutions and beyond.
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TABLE 2.3

Research Articles in Mutation Research, by Country 
(1964–1968 cumulative)

Country Articles Credited*

United States 121

Great Britain 79

Netherlands 28

Italy 24

Sweden 21

W. Germany 20

Japan 15

India 12

Canada 9

France 9

Israel 9

USSR 8

Australia 8

Belgium 8

Other† 24

*Total articles = 385 The column total (n = 395) is greater than
the actual article count because multiple countries received
credit for international collaborations (n = 10).

†E. Germany (5), Czechoslovakia (4), Switzerland (4), Brazil (3),
Finland (2), Argentina (1), Bulgaria (I), Denmark (1), New
Zealand (1), Norway (1), Romania (1).



Originally named the Animal Breeding and Genetics Research Organiza-

tion, the Institute of Animal Genetics was an animal-breeding research center

set up by the British Agricultural Research Council at the University of Edin-

burgh to improve agricultural output and to lessen Britain’s dependence on

food imports (Falconer 1993:137). Although Auerbach’s work on mutagenesis

began earlier, radiation genetics at the institute began formally in 1947 with the

formation of a small research group working on the mutagenic effects of radia-

tion in mice. In 1958 the working group was reconstituted as the Mutagenesis

Research Unit, with Auerbach appointed as unit director (141). Under Auerbach,

this unit pursued extensive comparative research on the mutagenic effects of

ionizing radiation and chemicals (Kilbey 1995). As noted, Auerbach argued

repeatedly throughout the 1960s and 1970s against relying solely on a biochem-

ical view of mutagenesis. She saw chemical mutagenesis as a way to connect the

biochemistry of nucleic acids to processes occurring at the genetic, cellular,

and organismal levels.27

The Department of Radiation Genetics at the State University of Leiden was

the first and only department so named in the Netherlands (Sankaranarayanan

and Lohman 1993). In 1959 members of the department elected Frits Sobels

chair, a position he served until his retirement in 1987. Sobels had studied with

Auerbach at Edinburgh and had exchanged several rounds of letters with H. J.

Muller, then at Indiana University. Both are said to have had profound influ-

ences on his thinking and institution-building efforts, which, as we have seen,

included a major hand in the creation of Mutation Research in 1964 (Bridges

1993). Like Auerbach, the research program Sobels pursued for most of his early

career centered on comparisons of radiation and chemical mutagenesis in

Drosophila. By 1975, the newly renamed Department of Radiation Genetics and

Chemical Mutagenesis reflected this dual emphasis.

Ties to mission-oriented research in the national interest were strongest

and most apparent at Oak Ridge. The Biology Division at the Oak Ridge National

Laboratory was a major component of the AEC’s efforts following the Second

World War to harness radiation in the national interest during peacetime.

Under the strong administrative hand of Alexander Hollaender, the Biology

Division grew into one of the premier biology research centers in the world.

Unlike Auerbach and Sobels, both of whom were trained as Drosophila geneti-

cists, Hollaender received graduate training in physical chemistry, and his most

important scientific research involved studying the effects of light waves on a

number of experimental systems, from viruses to higher plants and animals.

Hollaender was among the first to understand that mutations were associated

with changes in nucleic acid, at a time (1930s) when most geneticists thought

that proteins were the critical genetic molecules. Thus he approached chemical

mutagenesis with a deep sense of the importance of nucleic acids to the muta-

tion process (Setlow 1987). The research division Hollaender built at Oak Ridge,
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which centered on genetic research and nucleic acid biochemistry, reflected

this insight. At its peak, the Biology Division employed 450 scientists, techni-

cians, and administrative workers, making it the largest division at Oak Ridge

and larger than all the biology divisions of the other national laboratories com-

bined (Johnson and Schaffer 1994:115; Setlow 1987; von Borstel and Steinberg

1996:1052). It was a place rich in material resources, “unique” during the 1950s

“for the variety of organisms used for genetics experiments,” where only park-

ing space seems to have been in short supply (von Borstel and Steinberg

1996:1052). Hollaender’s Biology Division not only produced knowledge about

mutagenesis; through its postdoctoral and visiting scientist programs that drew

scientists from Western Europe, Canada, Asia, and Latin America, it also produced
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TABLE 2.4

Research Articles in Mutation Research from U.S., 
by Institution (1964–1968)

Federal research institutions 49

Atomic Energy Commission laboratories

Oak Ridge National Laboratory 33

Brookhaven National Laboratory 4

Argonne National Laboratory 2

National Institutes of Health

National Cancer Institute 1

National Institute for Neurological Diseases 4
and Blindness

USDA Agricultural Research Service/ 3
Experiment stations

Food and Drug Administration 1

Smithsonian Institution, Division of Radiation 1
and Organisms

Academic research institutions 57

Medical and public health schools 16

Life sciences 37

Agricultural sciences 4

Private research institutions 15

Nonprofit laboratories 14

Industry laboratories 1



mutation researchers in vast numbers. Overflowing with human, financial, and

material resources, Oak Ridge embodied many of the key forces of production

in mutation research, effectively grounding the political economy of mutation

research in the United States securely to the federal science system (Table

2.4).28 Increasingly, genetic research at Oak Ridge emphasized chemical muta-

gens and mutagenesis. By 1965, research teams at Oak Ridge were involved in exper-

iments on chemical mutagenesis in microorganisms, fungi, and paramecium.29

The key sites for mutation research also were the most important places for

chemical mutagenesis. At Edinburgh, Leiden, and Oak Ridge, research programs

in chemical mutagenesis grew directly out of radiation genetics. In these research

centers, and in the efforts of the individuals most centrally identified with these

institutions, few organizational distinctions between chemical mutagenesis and

mutation research more generally are apparent. For the most part, money, people,

laboratories, organisms, and mutagens intertwined in practice. As a result,

there were very few organizational structures in place to distinguish chemical

mutagenesis institutionally from radiation genetics or, increasingly throughout

the 1960s, from molecular biology. At the same time, the advance of molecular

biology and the increased emphasis on the molecular mechanisms of mutation

that accompanied it brought increased interest to chemical mutagenesis as a

research tool, but that interest was diffuse and highly decentralized. Thus, as

chemical mutagenesis expanded in practice, its social coherence as a field in

itself weakened.

Conclusion

In this chapter, I have described the development of mutation research during

the 1940s, 1950s, and 1960s in order to understand the research contexts that

conditioned the rise of genetic toxicology in the 1970s. The analysis has focused

on work, tools, institutions, and the relationships (economic and otherwise)

that connect them.

Much like the ionizing radiation that came before, the discovery of chem-

ical mutagenesis gave scientists the ability to achieve economies of scale in the

production of mutations not possible through earlier cross-breeding techniques.

In addition, the wide variety of chemical mutagens then in existence provided

even greater means of generating specific mutational types. This represented a

particularly powerful way to control the mutation process, one that held poten-

tially significant benefits for both basic and applied research. As important a

research tool as chemical mutagens seemed to be, the field remained tethered

to other problem domains, first in radiation genetics and later in biochemistry.

But the reasons why an autonomous disciplinary structure did not emerge

around chemical mutagenesis have less to do with the state of knowledge or

theoretical significance of chemical mutagenesis than with the material nature
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of chemical mutagens themselves, on the one hand, and with organization of

mutation research, on the other. 

The enormous heterogeneity among chemical elements and compounds

found to induce mutagens meant that mutations could be practically tailor-

made around local research interests in particular organisms and specific

mutational end points. This menu of choices, along with the small-scale eco-

nomic requirements and low transition costs that geneticists faced in moving

from radiation to work with chemicals, also meant, however, that there seldom

were pressing reasons to engage in cross-laboratory collaborative or compara-

tive work. As a result, the organization of experimental practice in mutation

research came to resemble a cottage industry that reflected the knowledge inter-

ests of individual scientists and their local institutions as much as the more

general concerns raised in genetics theory. Where chemical mutagenesis did

connect to larger disciplinary structures, as in molecular biology, it did so as a

means to an end rather than as an end in itself. Similarly, at those research cen-

ters like Hollaender’s laboratory at Oak Ridge that did the most to promote

chemical mutagenesis, the field remained institutionally dependent on re-

search programs driven by radiation genetics. Where in the 1940s chemical

mutagenesis was driven primarily by local political economies, by the

mid–1960s the field was driven increasingly by extralocal political economies

organized around DNA biochemistry and radiation genetics. Although the axes

of fragmentation were changing, the field remained highly decentralized, 

with few institutional markers to distinguish chemical mutagenesis as an

autonomous field of knowledge. 

The institutional fragmentation of chemical mutagenesis also helps

explain why concern about the human health effects of chemical pollution

arose so late among geneticists—those people almost uniquely situated to

understand both the magnitude and the depth of the problem. These institu-

tional constraints and opportunities are the subjects of the next chapter.
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Making Room for Environmental
Mutagens

It is tempting to consider the possibility that one of the means by which

evolution adapts mutability to environmental requirements is the

achievement of a balance between the production of mutagens and sen-

sitivity to them.

—Auerbach, Robson, and Carr, “The Chemical Production of Mutations”

This chapter’s epigraph, appearing in the closing paragraph of one of Auer-

bach’s early papers on mustard gas mutagenesis, comes deceptively close to

connecting chemical mutagens existing in nature to changes in the processes

of evolution. Had the paper made that link, the role of environmental mutagens

in upsetting evolutionary fine-tuning might have gained an explicit purchase in

the literature on chemical mutagenesis from the start. As it turned out, gener-

alized scientific concern over the genetic implications of exogenous chemical

mutagens lay dormant for nearly thirty years. This chapter seeks to explain the

latent period between the discovery of chemical mutagenesis and its politiciza-

tion three decades later. Why did the scientists’ social movement that began its

rapid and largely successful bid to constitute genetic toxicology around 1969 not

mobilize sooner? 

Three answers immediately present themselves, but none, I think, makes a

strong sociological case. The first answer is that the requisite knowledge simply

did not exist until late in the game, but once it did, geneticists quickly began to

lobby for policy action. This convenient argument withers considerably in the

face of historical evidence. New knowledge does not explain the rise of genetic

toxicology. The fundamental claims that genetic toxicology scientist-activists

made about chemical mutagenesis in 1969 were common knowledge in genet-

ics much earlier. Geneticists knew that most mutations are recessive and so will

remain in the gene pool for many generations (Muller 1927). They also knew

that mutations are almost always deleterious, and many believed that an

increase in the “mutational load” in a population will have negative long-term

consequences for the genetic integrity of a species (Muller 1950).1 Geneticists
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knew that mutation could involve biochemical processes, and this was borne

out in research demonstrating that many different chemicals could induce

mutations and chromosomal aberrations in laboratory organisms (Auerbach

1949). While there can be no doubt that new knowledge and new test systems

produced throughout the 1960s strengthened the case for genetic toxicology,

the empirical and theoretical basis of those claims predated its formation by at

least fifteen years. Indeed, as we will see, some geneticists harbored these very

concerns as early as 1950.

A second answer is that most geneticists involved in mutation research

believed that only highly toxic chemicals posed a genetic threat and that

human populations would not be exposed to these substances except through

accident or an act of war (Auerbach 1978; Crow 1989; Wassom 1989). Here again,

the historical record raises questions this thesis cannot easily answer. While it

was the case that most research on chemical mutagenesis utilized potent chem-

ical compounds such as the so-called alkylating agents, experimental work on

nontoxic, mildly mutagenic substances such as caffeine existed in the pub-

lished literature quite early on (e.g., Fries 1950). Additionally, other compounds

such as the synthetic chemical pesticide DDT, which the analytical chemists

and entomologists at the USDA knew in the late 1940s to be both highly toxic to

humans and in widespread use (Gunter and Harris 1998), seem to have been

generally ignored by mutation researchers. “It is apparent from the literature

that there has been no large scale testing of pesticides for mutagenic activity”

one report noted as late as 1969 (U.S. Department of Health, Education, and

Welfare 1969:611). 

The third suggestive but ultimately insufficient answer is that efforts to

study the genetic effects of ionizing radiation, a program intensively encour-

aged and supported in the United States by the AEC and the National Research

Council and by international agencies such as the World Health Organization

(National Academy of Sciences–National Research Council 1956; United Nations

1958), monopolized biological effects research. Those scientists with the most

specialized expertise in mutagenesis research were preoccupied with radiation.

While we can acknowledge that the push to set radiation exposure limits

absorbed considerable attention of those select geneticists serving on expert

panels or the larger body of geneticists receiving research support from AEC

contracts, it is also the case that research on chemical mutagenesis was steadily

accumulating throughout this same period (Wassom 1973). In other words, the

federal government’s infrastructural investments in radiation genetics did not

preclude progress in chemical mutagenesis. The two modes of research were in

no way mutually exclusive. As I argued in the previous chapter, the local sets of

resources that concentrated in radiation biology laboratories probably encour-

aged rather than constrained research on chemical mutagenesis. 

So again, given these conditions, why did genetic toxicology arrive so late?
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In posing the question in this way, I am not suggesting that genetic toxicology

should have arisen earlier. The historical record is clear, however, that much of

the knowledge, technology, and expertise that geneticists relied on to make

their case was at least nominally available by 1955. In principle, genetic toxicol-

ogy could have come about sooner. What interests me is why it didn’t.

In developing an answer to that question, in this chapter I describe early

efforts by geneticists to raise concerns about the public health implications of

environmental mutagenesis and the resistance that thesis met from within the

larger genetics community as well as from science administrators, private foun-

dations, and industry. I also describe some of the key institutional changes dur-

ing the 1960s that shifted organizational priorities and channels of influence in

the federal science system that made successful mobilization around en-

vironmental mutagenesis more likely in 1970 than in 1960. Students of social

movements call these shifts “political opportunities” (Kitschelt 1986; Meyer and

Staggenborg 1996; Tarrow 1989) and have used the term to refer to “consistent . . .

signals to social or political actors which either encourage or discourage them

to use their internal resources to form social movements” (Tarrow 1996:54). As

that research has shown, the fortunes of social movements can rise or fall when

new governments come to power, when party alignments shift, or when rela-

tionships among political elites begin to fracture. In science, the reorganization

of knowledge-production systems can similarly enhance or constrain the

impacts of scientist collective action. In the case of genetic toxicology, oppor-

tunities emerging in the mid–1960s involved the expansion of existing research

programs to include work on environmental mutagens, the creation of new lab-

oratories and mechanisms to coordinate environmental mutagenesis research

among those laboratories, and newfound support from political and scientific

elites who lent much-needed support to the environmental mutagenesis thesis.

While none of these changes caused the genetic toxicology movement or

ensured its success, each shift increased the capacity for scientist collective

action, either indirectly by generating broader interest in genetic toxicology or

more directly by creating access to material and organizational resources not

previously available to would-be scientist-activists. 

Geneticists’ Early Resistance to the Environmental Mutagenesis Thesis

Among those biologists involved during the 1950s in a growing national debate

over the public health effects of radioactive fallout and international limits on

nuclear weapons testing, there were at least a few harboring suspicions that

human exposure to chemicals represented cause for additional concern. H. J.

Muller and Joshua Lederberg, in particular, worried that physicists’ and radia-

tion biologists’ concerns about atmospheric radiation should include the muta-

tional effects of organic agents. These broader anxieties were premised on
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sound, if incomplete, mutation science. In the first of a series of letters

exchanged in the spring of 1950, Lederberg remarked to Muller that “perhaps

the problem is exaggerated, but I have the feeling that, in our ignorance, chem-

ical mutagenesis poses a problem of the same magnitude as the indiscriminate

use of radiations.”2 While Muller shared much of Lederberg’s concern, another

five years would pass before either brought those concerns to the attention of

policy makers, the scientific community, or the general public. And even then,

the levels of urgency they gave to the problem varied considerably. We find, for

example, Muller’s passing and rather vague comment, in an article on the pub-

lic health hazards of radiation, that “the problem of maintaining the integrity

of the genetic constitution is a much wider one than that of avoiding the irra-

diation of the germ cells, inasmuch as diverse other influences may play a

mutagenic role equal to or greater in importance than that of radiation”

(Muller 1955b:65). Far more forceful is Lederberg’s (1955) pointed expression in

a letter to the editors of the Bulletin of the Atomic Scientists that

if we postulate survival, we cannot overlook the long-run genetic prob-

lems entirely for preoccupation with the narrower issues of public affairs.

As the Bulletin shows, the attention of the informed public is rightly

focused on the production of deleterious mutations by penetrating radi-

ations, but this emphasis may have obscured the possibly wider contact

of genetic hygiene with industrial civilization. . . . From this perspective,

the genetic hazards of atomic energy are but one facet of a much broader

and correspondingly more urgent problem of chronic toxicity and the

health of the public (and its future generations). (365)

Lederberg urged that “more extensive studies are needed to establish, for

example, whether the germ cells of man are physiologically insulated against

such chemical insults from the environment.”3

A similar pair of warning articles appeared in 1960, one in the British 

journal the New Scientist and the other in Scientific American. In this instance,

however, both articles were penned by the same person—Peter Alexander, a

chemist–turned–radiation biologist working on cancer therapy research at Lon-

don’s Chester Beatty Research Institute. In “Mutation-Producing Chemicals,”

Alexander (1960a) emphasized what he saw as an unjustified disparity in pub-

lic and scientific concern over the dangers posed by mutagenic chemicals as

compared to the widespread concern and systematic scientific and regulatory

attention given to the biological effects of radiation. “During the last fifteen

years,” wrote Alexander, “several hundred other chemical agents have been

shown to possess this property [mutagenicity], and it is certain that there are

many more still to be identified.” In a passage that would sound familiar to

genetic toxicology scientist-activists a decade later, Alexander complained,

“Nowhere has a systematic search been made, and the addition of new
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substances to the list is haphazard. . . . Moreover, the number of laboratories all

over the world specifically engaged in the study of chemical mutagenesis is

small; they are far fewer than those working on genetic effects of radiation.

Almost no work has been done on the genetic effects of chemicals in mammals”

(1073; see also Alexander 1960b). 

These scientists’ position on the topic of chemical mutagens framed a dis-

tinctly minority opinion within the postwar genetics community. Despite

Muller’s and Lederberg’s authority as Nobel laureates and the tendency of both

to use their awards as bully pulpits, early attempts to raise public and scientific

awareness must have been too distant from the practical and theoretical inter-

ests of mainstream genetics to elicit much response, vocal or otherwise.4

Viewed within the context of the radiation fallout controversy, these were mod-

est and sporadic efforts by concerned individuals and not, as would later

become the case, collective organizational responses. 

Among those geneticists who considered the issue at all, most would likely

have assumed that the vast majority of chemicals, synthetic or otherwise,

lacked the energy potentials necessary to penetrate living cells as efficiently as

radiation and therefore posed little mutagenic threat to human populations.

British population geneticist J.B.S. Haldane downplayed chemical genetic haz-

ards in his 1954 textbook, The Biochemistry of Genetics, by explaining that

when chemical substances “are injected, or given in food, they have to pass

through a number of membranes and through living substance, which destroys

them to a large extent” (quoted in Goldstein 1962:167–168). This opinion was

echoed by others, such as James Neel and William Schull, who wrote in their

book Human Heredity (also published in 1954) that “because of the elaborate

mechanisms which maintain the chemical constancies of the human body dur-

ing life, it seems unlikely that exposure to various chemical agents exerts a very

large influence on human mutation rates” (quoted in Goldstein 1962:168). Thus

by 1960 there existed among geneticists both a growing interest in and endur-

ing resistance to the thesis that chemical mutagens posed a potentially serious

danger to human populations. The Second Macy Foundation Conference on

Genetics, a four-day meeting held at Princeton University in the fall of 1960,

provides a useful barometer of these dynamics.

The conference brought together an elite group of geneticists—Auerbach,

Lederberg, Neel, and Schull among them—and was devoted mainly to group dis-

cussions centering around three presented papers on mutations and mutagen-

esis.5 The first paper, “Problems of Measurement of Mutation Rates,” presented

by Kim Atwood (1962), a microbiologist at the University of Illinois–Urbana,

dealt with the general and long-vexing problem of measuring mutation rates.

The other two papers focused explicitly on chemicals. Charlotte Auerbach

(1962a) gave the second paper, titled “Mutagenesis, with Particular Reference to
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Chemical Factors.” Her paper painted a picture of the technical state of the art,

pinpointing chemical mutagens’ relations to key problems in genetics theory.

Avram Goldstein (1962), a pharmacologist and one of Lederberg’s colleagues

from Stanford University School of Medicine, gave the final paper, titled “Muta-

gens Currently of Potential Significance to Man and Other Species.” 

Goldstein’s paper began with an admission that inferences about the

human health risks posed by chemical mutagens remained highly constrained

by a serious lack of data. Despite this uncertainty, Goldstein argued that indi-

rect evidence raised important questions that deserved to be addressed

through directed empirical research. Toward that end, he proposed a classifica-

tion scheme for prioritizing chemicals for mutagenicity testing based on esti-

mates of human exposure and described briefly those pharmaceutical drugs

and other chemical substances thought to pose the greatest potential genetic

hazards.6 The paper’s core centered on a detailed discussion of the toxicologi-

cal, carcinogenic, and mutagenic properties of caffeine, which Goldstein (1962:

167) considered “a contender of first importance among possibly significant

chemical mutagens in man.”

At least some of those attending Goldstein’s presentation remained unim-

pressed. The final exchange that day, between Sol Goodgal, a University of

Pennsylvania microbiologist, and Lederberg captures the resistance demon-

strated by many geneticists to the argument that the mutagenicity of exogenous

chemicals posed due cause for alarm and that, by implication, geneticists bore

a moral and social responsibility to pursue that line of research and to promote

their findings publicly (Schull 1962:237–238):

GOODGAL: Scientists have the responsibility not to raise issues that are not

based on fact. If it is demonstrated that caffeine is a mutagenic agent in a

large variety of organisms, and under a variety of conditions, or if one can

at least define them, then I think there is a much more solid basis for rais-

ing this issue. My own feeling is that there has been too much said today

on too few facts.

LEDERBERG: The fact remains that, without generating a minimum of public

excitement or at least excitement among the scientific community, noth-

ing is going to be done about it. It is too easy to think that the results we

get in the laboratory concerning mutagenesis in bacteria are merely scien-

tific curiosities and that they can be excluded from the realm of human

affairs. This is too convenient.

With hindsight, Lederberg (1997:4) has suggested that “this meeting surely

helped to crystallize a scientific consensus and the beginnings of national

action.” Perhaps. At the very least, the dialogue initiated at Princeton and
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disseminated in published proceedings two years later would have given even

more scientists active in genetics research increased access to the evidence and

the arguments surrounding the environmental mutagenesis thesis. 

Institutional Constraints to Scientist Activism

Publishing the occasional mildly polemic essay on the global and evolutionary

significance of environmental chemical mutagens is one thing. Launching a

concerted campaign to raise awareness about these issues that is directed at

professional societies, federal agencies, international organizations, and drug

and chemical companies is quite another. The stakes and the costs are consid-

erably higher. Patronage is fundamental to discipline building, and enrolling

bureaucratic organizations to give financial, material, and ideological support

to emerging sciences can often mean the difference between institutional suc-

cess and failure (Kohler 1991). As the 1960s wore on, the historical record pro-

vides increasing evidence that a handful of scientists were gearing up their

mobilization efforts by soliciting institutional support. At the same time, it is

also clear that their intensified efforts most often were met with indifference, if

not active resistance, at the organizational level.

In 1962 an elderly Muller delivered a seminar to Food and Drug Adminis-

tration (FDA) scientists and administrators that spelled out the possible genetic

hazards of chemically induced mutations. Muller’s talk seems not to have

elicited much in the way of concrete responses among FDA officials who

attended the seminar, his “clarion call . . . generally falling on deaf ears”

(Epstein 1974:219).7 The following year, Frits Sobels, the soon-to-be editor of

Mutation Research, delivered an invited position paper on chemical mutagens

and human safety to the World Health Organization in Geneva, where it, too,

reportedly “aroused little immediate interest” (Wassom 1989:3). In the United

States, Alexander Hollaender’s efforts circa 1964 to promote environmental

mutagenesis met early resistance from the AEC, whose research mission to

study radiation effects precluded the organization of an in-house program to

study environmental mutagens. As he later reminisced, “I couldn’t develop

[chemical mutagenesis at Oak Ridge] because we got paid for radiation work,

and they didn’t like it too much if we got into other areas.”8

Thwarted at home, Hollaender took advantage of a small travel grant from

the Ford Foundation to visit several research institutions, including the Uni-

versity of Colorado, MIT, and Children’s Hospital in Boston, to no avail. “Nobody

wanted to get into it. They couldn’t see anything in it.”9 His efforts to convince

chemical companies of the importance of mutagenicity testing through the

Chemical Manufacturers’ Association and the Union Carbide Corporation met

with similar results, as did his efforts to convince the Genetics Society of Amer-

ica and the Radiation Research Society to expand their scope of professional
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interest into the arena of chemical mutagens and public health.10 Coinciding

with the zenith of his administrative career, Hollaender’s failure to capture the

attention of agency directors, corporate boards, scientific society officers, and

university administrators cannot be attributed to a lack of professional status,

social connections, or social influence. (As we will see in Chapter 6, the respect

that Hollaender commanded among colleagues approaches legend.) Not sur-

prisingly, others with considerably less authority than Muller, Sobels, and Hol-

laender found their efforts hindered from above as well. At the FDA, Marvin

Legator’s ultimately successful effort to establish a genetic toxicology laboratory

(in 1967) was similarly conducted in the context of a “notable absence of any

particular interest either inside or outside of his agency” (Epstein 1974:219). The

institutional opportunities for reorganizing research on chemical mutagens

remained few and far between. 

One of those institutional openings, which does well to illustrate the frag-

ile credibility on which the environmental mutagenesis thesis rested even as

late as 1966, involved a one-day symposium convened at the Jackson Laboratory

in Bar Harbor, Maine, on September 14. The symposium gathered fifteen mem-

bers of the National Institutes of Health (NIH) Genetics Study Section (GSS) to

discuss the problem of environmental mutagens. NIH sponsorship of this meet-

ing reportedly was triggered by a letter from Harvard biochemist Matthew

Meselson to President Lyndon Johnson’s science adviser, Donald F. Hornig, in

December 1964. The letter warned that “the prevalence of non-toxic mutagens

could go unnoticed until serious damage had already been done” (quoted in

Sanders 1969a:52). Discussion at the conference focused on “the general ques-

tion of mutation and chemical mutagens.”11 At the meeting’s conclusion, GSS

chair and University of Wisconsin genetics professor James F. Crow drafted a

report, with other GSS members contributing to the report’s final form and con-

tent. Much of that content, according to Crow, was based on arguments and

assertions delivered by Meselson during the course of the discussion.12

For reasons that remain unclear to Crow, NIH director James Shannon

twice declined Crow’s request to publish the report as an NIH document but

told Crow that he should feel free to publish the report elsewhere. When asked

what he thought the reasons were for Shannon’s reluctance, Crow told me, “I

don’t have any idea. I’ll make a guess—that he might be afraid that it would

have committed him to some kinds of research that he didn’t want to do or that

he didn’t think was basic or wasn’t clinically related. I suspect that he felt that

if this were published by NIH that it might involve some sort of commitment on

his part.” Two years later the article appeared in Scientist and Citizen as “Chem-

ical Risk to Future Generations” (Crow 1968)—an article that I argue in a later

chapter had profound implications for genetic toxicology a few years later.13

Unlike the Macy Foundation Genetics Conference in 1960, the GSS meeting had

a direct mobilizing impact. Despite institutional resistance from NIH adminis-
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tration—or perhaps because of it—seven of the fifteen participants became

charter members of the EMS when it was established in 1969.14

The Changing Contexts of Environmental Health Research

In 1968 the central facts about chemical mutagens and mutagenesis remained

essentially what they had been in 1960. The fundamental breakthroughs—the

discovery of mustard gas mutagenesis, the description of the molecular struc-

ture, the identification of DNA as the factor of inheritance, the discovery of

DNA repair processes, the development of bacterial and mammalian muta-

genicity bioassays—all predated the rise of the genetic toxicology movement by

at least a decade. So did the problem of extrapolation that so concerned Sol

Goodgal and others at the Macy Genetics Conference in 1960. In 1968 scientists

still could not say conclusively on the basis of direct evidence that chemicals

found to be mutagenic in laboratory organisms posed similar risks to humans.

Indeed, increased knowledge about chemical mutagen specificity and a better

understanding of the metabolic differences among species (particularly among

mammals) may have made the link between laboratory experiments and

human genetic risk analysis more tenuous, not less. Even for those geneticists

convinced that there was a problem, changes in the level of mobilizing activity

between 1962 and 1968 were more of degree than of kind. If the promotional

efforts of Hollaender, Sobels, and their colleagues in the United States and

Europe to drum up support for research on environmental mutagenesis became

more frequent during this period, they remained basically unorganized.

Muller’s lecture at the FDA, Meselson’s letter to President Johnson’s science

adviser, Crow’s efforts to publish the GSS report, and Hollaender’s solicitations

for foundation support were the individual efforts of concerned scientists, not

yet the organized collective action of a scientists’ social movement. The chang-

ing conditions of institutional opportunities outside the field of mutation

research provide better evidence for understanding why the genetic toxicology

movement emerged when it did. 

Environmental Mutagenesis at Oak Ridge National Laboratory

There can be little doubt that Rachel Carson’s arguments in Silent Spring inspired

many university and government scientists engaged in pesticides research to

assume a defensive posture in the subsequent investigation of the many claims

she brought forth (Gottlieb 1993; Hayes 1987; Palladino 1996; Proctor 1995;

Worster 1994).15 Others, however, were inspired by more immediately visible

signs of ecological harm—dead birds and squirrels on university campus

grounds following herbicide application to the lawns, for instance, or changes

in avian behavior noted by birding-enthusiast chemists.16 Whatever the origi-

nal source of scientists’ concern, it is quite clear that in the aftermath of Silent
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Spring, scientific institutions within the federal government became increas-

ingly open to environmentally oriented research, with existing agencies and

laboratories within the AEC and the U.S. Departments of Agriculture, the Inte-

rior, and Health, Education, and Welfare all taking steps to expand the ecologi-

cal, natural resource, and environmental health dimensions of their research

and/or regulatory missions.17 The situation at Oak Ridge National Laboratory is

a case in point. 

In the early 1960s the AEC began to “further encourage” its laboratories to

diversify their research (Johnson and Schaffer 1994:121). This policy shift was

fueled in part by concern with technological overdevelopment and the ques-

tionable economic wisdom of the AEC’s national laboratories remaining de-

pendent upon a few large-scale experimental reactor programs. Over the course

of the decade, AEC laboratories—but particularly Oak Ridge—began gradually to

broaden their research orientation to include “environmental restoration, non-

nuclear energy, and social engineering” (107). In 1967 Congress upped the AEC’s

ante by amending the Atomic Energy Act to place restrictions on congressional

appropriations to the AEC. These budget-tightening measures virtually ensured

that the national laboratories would experience budgetary short-falls. The im-

pending fiscal crunch, which hit Oak Ridge in 1969 and extended through 1973,

forced laboratory, division, and program directors to solicit external funding. In

this context, the public’s rising insecurity about chemicals in the environment,

and the government’s imperative to respond to those fears, seemed to provide

a relatively straightforward and publicly salient way to ease fiscal constraints at

the AEC.

Among the national laboratories, Oak Ridge led the charge. Essentially all

research conducted at Oak Ridge in 1961 was paid for with AEC monies and

involved nuclear science and engineering; by 1969, 14 percent of the labor-

atory’s work was nonnuclear and derived from agencies and foundations out-

side the AEC, with most of this nonnuclear research oriented toward addressing

environmental and health-related questions.18 In comparison, nonnuclear

research at Brookhaven, Argonne, and the other national laboratories in 1969

amounted to less than 1 percent (Johnson and Schaffer 1994:121).

Similar changes also reshaped Hollaender’s Biology Division. The NIH was

a major cosponsor of Biology Division research during the 1960s, first with pro-

grams to develop centrifuge and microscope technologies, then in 1965 with a

National Cancer Institute (NCI) program to investigate the genetic and bio-

chemical processes leading to carcinogenesis (Johnson and Schaffer 1994:

112–113). A central focus of the NCI-AEC “Co-carcinogenesis Program” was a

study of tumor formation in mice exposed to cigarette smoke, sulfur dioxide,

urban smog, and pesticides (114). This program drew heavily on Biology Division

geneticists, including many of those involved in mutation research. Indeed, it

was within the auspices of the Co-carcinogenesis Program that chemical
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mutagenesis gained an institutional foothold within the Biology Division’s orga-

nizational structure (see Table 3.1). By decade’s end, research on chemical

mutagens was a component of work being done in several Biology Division

research branches, with mammalian genetics and fungal genetics being areas of

concentrated focus on chemical mutagenesis (Oak Ridge National Laboratory

Biology Division 1969). Researchers in these laboratories were among the earli-

est to develop bioassay systems and experiments explicitly designed to gather

data on the mutagenicity of chemical substances present in the human envi-

ronment.19 

The initiation in 1969 of a “[c]ooperative program on chemical mutagene-

sis,” cosponsored by the AEC and the National Institute of General Medical Sci-

ences (NIGMS) (Oak Ridge National Laboratory Biology Division 1970:22), and

the establishment of EMIC the same year cemented the institutionalization of

environmental mutagenesis at Oak Ridge. But just as the NIGMS project can be

seen as a continuation of a trend throughout the 1960s of the increasing

involvement of NIH monies in the research conducted in the Biology Division,

the creation of EMIC needs also to be understood in a similar context. 

At Oak Ridge, EMIC was “the only facility whose sole function [was] the col-

lection, storage, and dissemination of chemical mutagenesis information,” but

it was not unique in its general mission, scope, orientation, or organization.20

Oak Ridge director Alvin Weinberg began in the early 1960s to establish a net-
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TABLE 3.1

Research Components of the NIH-AEC Carcinogenesis Program, 1965

Program Title Research/Technical Staff

Biochemistry of carcinogenesis 7

Enzymology of the carcinogenic state 7

Mammalian chemical carcinogenesis 5

Chromosomal effects of chemicals and radiation 3

Carcinogen biology 6

Effects of radiation and chemicals on paramecium 4

Molecular biology of carcinogenesis 3

Chemical mutagenesis in microorganisms 6

Inhalation carcinogenesis 26

Source: Oak Ridge National Laboratory Biology Division, “Semiannual report for
period ending July 31, 1965” (November 1965), 182. Oak Ridge National
Laboratory Biology Division Archives.



work of data collection centers in order to cope with the “information revolu-

tion” that, in his words, threatened to bury scientists beneath “a mound of

undigested reports, papers, meetings, and books” (quoted in Johnson and

Schaffer 1994:107). EMIC represented the seventeenth node in this larger and

already-developing network of information centers that formed the Oak Ridge

National Laboratory Information Center Complex.21

The point to emphasize is this: at Oak Ridge, the organization of research

on chemical mutagens, the development of mutagenicity tests, and the con-

struction of the EMIC computer registry for the mutagenicity of chemicals did

not arise sui generis. Rather, the gradual inclusion of chemical mutagens into

the repertoire, routine, and organizational infrastructure of genetic research in

Hollaender’s Biology Division was a component of a more general trend at Oak

Ridge to expand the laboratory’s research horizons beyond a strict focus on

nuclear- and radiation-based science and engineering. The resulting reorgani-

zation of research within the Biology Division and its increasing focus on the

problems of environmental mutagenesis can only partially be attributed to the

impressive concentration of knowledge and technical skills of the geneticists

working there. Economic necessity also played a significant role in this expan-

sion, as did the growing opinion of federal politicians and their science advis-

ers that the causes and consequences of environmental pollution had become

issues of national scientific importance. Similar opportunities for mobilizing

collective action around environmental mutagenesis emerged with the creation

of entirely new institutions. 

Environmental Mutagenesis at NIEHS

Established in 1969, the National Institute of Environmental Health Sciences

(NIEHS) played a central role in the early 1970s in providing an institutional

niche in biomedicine for environmental mutagenesis. As one of several newly

created research institutions established to propel scientific research on the bio-

logical and ecological effects of chemical agents, NIEHS was a key organizational

component of an emerging environmental state that also included the Environ-

mental Protection Agency (EPA, est. 1969), the National Institute for Occupational

Safety and Health (NIOSH, est. 1970), and the National Center for Toxicological

Research (NCTR, est. 1971). In its discursive struggle for control of environmen-

tal health knowledge and policy relative to these other institutions, NIEHS

claimed a unique position. 

Whereas NIOSH was concerned with “one subset of environmental health—

occupational health,” NIEHS took in the “total interaction between man and

potentially toxic factors in the environment.” Whereas the policy-oriented EPA

focused on the specific media in which environmental pollutants are found,

NIEHS claimed to make no such distinctions because “to understand the nature

of the compound and, subsequently, its toxicity, we study the compound both
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by itself and in relation to other compounds with which it might come into con-

tact, whether in water, food, or air.” Whereas the NCTR was involved mainly in

toxicity testing and in developing standardized protocols for those tests, NIEHS

also conducted research on the underlying mechanisms of toxicity in order that

this knowledge may “eliminate the need for more and more routine testing.”

And whereas other institutes within the NIH system were organized around

either specific diseases or the organs affected by disease, NIEHS is “concerned

with toxic agents regardless of the diseases they produce or the organs they

attack” (National Institute of Environmental Health Sciences 1975b:14–15). In

the institutional ecology of the environmental state, NIEHS portrayed itself as a

research center for high-quality environment-oriented health science unfet-

tered by the boundaries that the research and regulatory missions of these

other institutions reified—boundaries that distinguished modes of research

(basic, testing), categories of health (occupational, environmental, consumer),

environmental media (air, soil, water), or biological end point (toxicity, car-

cinogenesis, mutagenesis). 

From its inception, the NIEHS was envisioned as a research complex whose

organizational structure was “open” to engagement with environmental muta-

genesis.22 The institute’s mission, as stated in a 1965 report, involved nothing

less than mounting “a comprehensive attack on the environmental health

problems of the nation” (Research Triangle Institute 1965:xiii). Research under-

taken at NIEHS was to “provide for the determination, study, and evaluation of

. . . the complex, inter-related phenomena underlying the human body’s reac-

tion to the increasingly wide range of chemical, physical, biological and social

environmental influences imposed by modern living” (5). As such, NIEHS

offered an institutional setting that was both ideologically and organizationally

consistent with the interests and demands of the genetic toxicology movement.

Interestingly, given the institute’s charge, discussion in the 1965 report of

the technical/research components—which would include research branches

focused broadly on toxicology, physiology, pathology and cytology, and epi-

demiology—contained no explicit mention of a research role within any of these

organizational units for mutation research (and would not until 1973). Indeed,

only minor mention was made in the report of the potential contributions of

genetics more generally in measuring “the impact of the whole environment on

man” (Research Triangle Institute 1965:6). The report did, however, place a pre-

mium on organizational flexibility such that the structure of work “continually

encourages a multidisciplinary focus on environmental health problems.” This

would be best achieved, the report continued, through a decision-making

structure that placed considerable authority among its branch chiefs for organ-

izing the research conducted within each research branch, this to ensure that

“the details of organization [would] be governed by requirements of the

research program” (35). Accordingly, branch chiefs were empowered to allocate
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resources, coordinate research, and develop mechanisms of communication

and information dissemination—the very boundary-crossing activities neces-

sary to fuel a growing interdisciplinary field. 

Mutation research arrived at NIEHS late in 1972 with the formation of the

Mutagenesis Branch and the appointment of Oak Ridge Biology Division geneti-

cist Frederick de Serres to direct research toward the identification and assess-

ment of risks posed by environmental agents to “human germinal and somatic

tissue” (National Institute of Environmental Health Sciences 1972:236).23 In

1974 de Serres’s unit was renamed the Environmental Mutagenesis Branch

(EMB) and under his leadership evolved rapidly into an institutional mecha-

nism for the promotion, elaboration, and organization of environmental muta-

genesis not only within NIEHS itself but also among federal agencies nationally

and among environmental research and protection agencies internationally.

In addition to in-house research conducted by staff scientists, the EMB

organized and supported an extensive intramural program that emphasized

collaborative and contract research between the EMB and scientists at univer-

sities, private nonprofit laboratories, and other governmental agencies

(National Institute of Environmental Health Sciences 1975a).24 The EMB also

pursued the vigorous development of a national-level program “to develop bet-

ter coordination in environmental mutagenesis and to provide perspective for

the intramural scientific staff in problem definition and resolution in the rap-

idly developing field.” The key mechanisms for this were the monthly meetings

of an “Interagency Panel on Environmental Mutagenesis,” which de Serres

helped to organize and chair. As a function of these meetings, EMB staff devel-

oped specific collaborative relationships with scientists from the NCI (for

research on the relationship between mutagenesis and carcinogenesis of

known carcinogens and noncarcinogens), the FDA (for studies of mutagenicity

in food additives), and the EPA Office of Toxic Substances (for research on the

mutagenicity of pesticides) and reviewed environmental mutagenesis research

programs developing at other institutions, including those at Oak Ridge,

Brookhaven, and Lawrence Livermore National Laboratories (152). At the inter-

national level, EMB staff members organized workshops, conferences, and col-

laborative research projects with Soviet, Japanese, French, and German

scientists and organized training workshops in developing nations to “acquaint

participants with the principal methods of mutagenicity testing” (154).25

Throughout the 1970s, environmental mutagenesis research and the field

of genetic toxicology more generally thrived within the EMB. It was an institu-

tional niche ideologically and organizationally consonant with the genetic tox-

icology movement’s demands for the reorganization of genetic knowledge

toward an emphasis on environmental health. In securing genetic toxicology

firmly to the research infrastructure of government science, the EMB func-

tioned as an important interdiscipline-building institution. It shifted some of
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the disciplinary power away from Oak Ridge and further stabilized and legiti-

mated the emerging interdiscipline. Within the broader constellation of orga-

nizational actors busy building a newly invigorated environmental state, the

EMB also bolstered the institutional credibility of the infant NIEHS, which used

newly developed mutagenicity tests as the centerpiece of its appeal for

increased congressional funding (National Institute of Environmental Health

Sciences 1975b:2).

Elite Support

Opportunities for mobilizing collective action and for securing movement goals

often depend on direct or indirect support of political elites. It is during peri-

ods of institutional crisis or transition that elite solidarity is most likely to frac-

ture, leading some elites to support oppositional political movements (Tarrow

1989). That support can take many forms, but in general, opportunities are cre-

ated when elites are indifferent (choosing not to repress a social movement),

when elites actively repress countermovement opposition, or when elites pro-

vide direct financial, legislative, or organizational support to a social movement

(Meyer and Staggenborg 1996). Analogous to the latter scenario, elite support

provided by federal-level government officials and their science advisers in the

National Academy of Sciences (NAS) significantly influenced the reception of

the genetic toxicology movement’s claims and consequent demands in toxicol-

ogy and in the regulatory policy arena. 

With the introduction of the Toxic Substances Control Act (TSCA) bill into

Congress in 1971, the genetic toxicology movement secured the support of three

key political figures: Senator Edmund S. Muskie (D., Maine), who chaired the

Subcommittee on Air and Water Pollution; Senator Abraham Ribicoff (D.,

Conn.), who chaired the Subcommittee on Executive Reorganization and Gov-

ernment Research; and William D. Ruckelshaus, the newly appointed adminis-

trator of the EPA. Even though TSCA would not be passed into law until October

11, 1976, data on chemical mutagenicity and genetic toxicology became key sell-

ing points in generating political and scientific support for the bill.

In a guest editorial in the Forum for the Advancement of Toxicology, Sen-

ator Muskie accentuated the need for new federal policy on the “non-obvious”

problem of chemical mutagens in the environment, noting shifting congres-

sional interest in the long-term effects of toxic substances to which populations

are chronically exposed at low or trace concentrations. He drew on founding

EMS member Samuel Epstein’s (1968) testimony before his subcommittee, and

he held up the just-created EMIC chemical mutagenicity registry as an example

of the database requirements for formulating rational policy on the use and dis-

tribution of genetically hazardous substances. Citing EMIC, Muskie (1969:1)

urged toxicologists and pharmacologists to contribute their much-needed expert-
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ise in developing new techniques for studying and preventing “the mutagenic

effects manifested in future generations.” 

Ruckelshaus was somewhat more instrumental on the occasion of a

keynote address before members of the Society of Toxicology. Genetic toxicol-

ogy and mutagenicity testing provided a wedge issue that Ruckelshaus could

use to push the TSCA and to advocate for toxicologists’ support for the EPA’s reg-

ulatory authority. He told his skeptical audience, “We are on the threshold, it

seems to me of a new era in experimental toxicology—one which has tremen-

dous potential for human progress, safety, the quality of human life.” His

speech highlighted the “gross inadequacies” of data on the mutagenicity of

trace-level environmental chemicals as both a responsibility and an opportu-

nity. “[A] genuine effort in the study of mutagents [sic],” Ruckelshaus suggested,

“could open up this whole field and produce a vast quantity of essential infor-

mation in a relatively few years. You who are already doing so much valuable

work in this vital field of toxicology are called upon to make your work, in every

way you can, more relevant, more complete, more useful to human society in a

changed and changing world.”26

Political elites did more than simply provide rhetorical support for genetic

toxicology. In some cases, their actions and influence directly generated oppor-

tunities for institutionalizing change. In 1971 Senator Ribicoff chaired hearings

on “Chemicals and the Future of Man” (U.S. Senate 1971). Three EMS members—

Harvard Medical School microbiologist Samuel Epstein and two NIEHS scien-

tists, W. Gary Flamm (a microbial geneticist) and Lawrence Fishbein (an analytical

chemist)—provided expert testimony at those hearings. Their remarks before

the Senate subcommittee all nourished the common theme that a disturbing

gap existed between current scientific knowledge about the potential genetic

risks of chemical mutagens and chemical testing and monitoring requirements

mandated by federal government agencies charged with protecting the public

health. The data on chemical mutagenicity generated from laboratory experi-

ments, they argued, were inconsistent with the total absence of mutagenicity test-

ing requirements in federal policy. 

Following these hearings, Ribicoff solicited from officials of the FDA, EPA,

and USDA their views of the adequacy of current food safety standards. He then

enlisted the EMS in evaluating those agencies’ responses. “Since the EMS has

given responsible and thoughtful comment on so many of these issues in the

past,” Ribicoff wrote in a letter to EMS president Alexander Hollaender, “I par-

ticularly look forward to your association’s analysis of these three agencies’

replies.” At the next EMS Council meeting, Hollaender appointed a six-person

committee to study the documents forwarded by Senator Ribicoff and draft a

response. Perhaps not coincidentally, Hollaender also received at virtually the

same time a request from the FDA-administered NCTR to nominate members to
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NCTR’s Science Advisory Board. As a result, four EMS members served on a com-

mittee that produced the first NCTR task force report on mutagenesis protocols.27

Probably more important than the efforts of any single politician in creat-

ing opportunities and providing credibility to the nascent genetic toxicology

movement was support of the scientific elite embodied in the National Re-

search Council (NRC) of the NAS. While it would be difficult to measure, there

is little doubt that EMS involvement with NRC members and committees went

some way toward cementing the genetic toxicology movement’s credibility with

governmental agencies, industry, and university biologists. Two NRC commit-

tees—the Biology and Agriculture Board and the Drug Research Board—threw

their support behind the genetic toxicology movement in 1970.

A series of meetings between EMS councilors and an NRC Subcommittee on

Problems of Mutagenicity were held in the spring and fall of 1970. Out of these

meetings came a decision that the Drug Research Board would act as a promo-

tional intermediary that would work to secure funding from other agencies and

institutes for the EMIC mutagenicity registry by providing concerned agencies

with recommendations to the EMIC funding proposals. The main thrust of these

meetings, however, focused on organizing training programs in the principles

and methodologies of mutagenicity testing. The purpose of the training work-

shops would be “to acquaint the Pharmaceutical Industry with the problem of

chemical mutagenesis.” The NRC committee seems to have taken an active and

enthusiastic role in discussing and planning these workshops, the first of which

was a symposium, “Fundamentals of Mutagenicity Testing,” for about twenty

senior industry and agency personnel held at the Marine Biology Laboratory in

Woods Hole, Massachusetts, in the summer of 1970. This was followed in the fall

by a three-day Conference on Evaluating Mutagenicity of Drugs and Other

Chemical Agents for government and industry representatives held at the NAS

in Washington, D.C. More than 600 were expected to attend, and the sympo-

sium received considerable attention from the press and industry trade jour-

nals, launching the genetic toxicology movement into the sphere of public

debate (Schmeck 1970a,b). A more extensive and intensive “Workshop on

Mutagenicity” for specialists and senior technicians was convened at Brown

University in July 1971.28

Informal discussions between EMS councilors and members of the Biology

and Agriculture Board were occurring at roughly the same time. In the spring

of 1970, according to EMS minutes, this board considered “co-sponsoring a gen-

eral symposium on the problems of mutagenesis and also on workshops on specific

subjects of current interest and importance”; in particular, the NRC was inter-

ested “in approaching the nitrosamine problem from a broad interdisciplinary

basis.” The liaison in these discussions and the formal meetings that followed

was Arnold Sparrow, a plant geneticist and former Oak Ridger and then-director

CHEMICAL CONSEQUENCES64



of biology at Brookhaven National Laboratory. Sparrow served on the EMS

Council from 1972 to 1975. During that time, he worked to organize an NRC

workshop on environmental mutagenesis and was appointed head of an EMS

subcommittee to pursue those plans.29

Although NRC support was not automatic, both the Drug Research Board

and the Biology and Agriculture Board provided much-needed organizational

and financial support during the genetic toxicology movement’s infancy.30 In its

broader gate-keeping function, the NAS furnished a mantle of authority and

credibility to the claims of EMS scientists and, through these NRC committees,

provided institutional linkages between the movement’s demands and the pol-

icy concerns of the federal government.

The support from political and scientific elites in this case is no mystery,

much of it being generated through personal connections that fed mutual

interests. Hollaender’s membership in the Washington-based Cosmos Club

(noted in Chapter 1), Meselson’s work on chemical and biological weapons pol-

icy, Epstein’s consulting role in the Senate Subcommittee on Public Works

(1970–1974), his congressional testimony on the health effects of several envi-

ronmental chemicals, and his participation in drafting the original version of

the TSCA in 1970 gave these men ready access to high-ranking officials in Con-

gress and the executive branch.31

The social connections between the EMS and the NAS are even more in evi-

dence. These connections depended far less on direct advocacy (Epstein, Mesel-

son) or membership in a cultural elite (Hollaender) than on overlapping

memberships: several EMS members belonged to the NAS. Arnold Sparrow, who

advocated for the EMS from within the Biology and Agriculture Board, was one.

Also included in this group were George Cosmides and Paul Calabrisi, two

pharmacologists who both served simultaneously as EMS councilors and acad-

emy members serving on the NRC Subcommittee on Problems of Mutagenicity.

Alexander Hollaender was another, as were a number of other geneticists—

among them, Joshua Lederberg, James V. Neel, and Oak Ridge mouse geneticist

William Russell. The overlapping memberships of the EMS and the NAS sug-

gests that, at its core, the genetic toxicology movement was firmly connected to

some of the more elite echelons of science and government.

Conclusion

While most of the theoretical and technical machinery to bring about genetic

toxicology was in place well before 1969, the organizational machinery was not.

Throughout the 1950s and early 1960s, the environmental mutagenesis thesis

consistently met indifference and sometimes active resistance from colleagues,

science administrators, foundations, and industry. Scientist advocacy was grounded
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in the efforts of concerned individuals, not in organized collective action. The

opportunity structures embedding environmental mutagenesis research

remained highly constrained. 

Beginning in the mid–1960s, institutional changes in the organization and

administration of federal science and congressional interest in environmental

pollution created new opportunities for coordinated and focused research on

the genetic effects of environmental chemicals that in turn encouraged scien-

tist collective action. The expansion of existing research programs to include

environmental health, as occurred in the Biology Division at Oak Ridge National

Laboratory, and the creation of new research centers, such as NIEHS, quite lit-

erally made room for studies of “environmental mutagenesis.” Support for

genetic toxicology research from national political elites like Senators Muskie

and Ribicoff and from elite organizations such as the NAS connected the prob-

lem of environmental mutagens to power structures in government and science

policy. These changes in the organization of research and in the channels of

political influence helped to generate broader interest in genetic toxicology and

gave would-be scientist-activists access to material and organizational resources

not previously available. The absence of these conditions constrained scientist

activism prior to 1969, just as their presence facilitated the mobilization of sci-

entist activism thereafter. Another way of putting the argument is that while

some resistance to genetic toxicology was always present, after 1969 the institu-

tional resources to overcome that resistance help explain why genetic toxicol-

ogy arose when it did.

But if movements succeed most when they take advantage of emerging

opportunities, students of social movements also recognize that movements “cre-

ate opportunities for themselves and others . . . by diffusing collective action

through social networks and by forming coalitions of social actors; by creating

political space for kindred movements and countermovements; and by creating

incentives for elites to respond” (Tarrow 1994:82). As we’ll see in later chapters,

the scientists’ movement that built genetic toxicology not only seized opportu-

nities created by transformations in the organizational structure of environmental

science but also created opportunities of its own. Scientists collectively gener-

ated opportunities by strategically framing the health risks associated with

environmental mutagens, creating new organizations, and developing public

outreach and education programs. They also consciously included industry sci-

entists in the movement, thereby altering traditional divisions and alliances

among scientists working in different research sectors and guided by different

professional interests. We’ll gain a better appreciation for the importance of

these opportunity-creating efforts if we have a clearer picture of the character

and scope of scientist collective action that burst forth in 1969.
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A Wave of Scientist Collective Action

The barricade construction moving beyond neighborhoods in the French

revolution of 1848, the factory councils in the Russian revolution of 1905,

the sitdown strikes of the French Popular Front and the American New

Deal, the “direct actions” of the 1968–1972 period: in the uncertainty and

exuberance of the early period of a cycle of mobilization, innovation

accelerates and new forms of contention are developed and diffused.

—Sidney Tarrow, Power in Movement

Beginnings of social movements are notoriously difficult to pin down, the ori-

gins of the genetic toxicology movement no less than others. Institutionalizing

efforts date at least to Alexander Hollaender’s extended tour to biology and

genetics laboratories in Europe during the summer of 1967. Having just stepped

down from his post as director of the Oak Ridge National Laboratory Biology

Division, Hollaender put “[c]onsiderable effort . . . into trying to convince phar-

macologists, as well as other people, of the importance of chemical mutagene-

sis.” His travel report noted that chemical mutagenesis “could very well become

a kind of focal point for further development of cooperation with different gov-

ernment agencies in building up new approaches to basic biology using the

same type of approach which has been used in the radiation field. These proj-

ects are still under discussion” (Oak Ridge National Laboratory Biology Division

June 1968:78–79). Back home, Hollaender and a few other Oak Ridge biologists

began to lay the institutional groundwork for genetic toxicology. In April 1968

they sponsored an “informal discussion” on mutagenesis at the Oak Ridge Biol-

ogy Division among interested division members and three “outside investiga-

tors.” The next September, a “Roundtable on Mutagenesis” in Gaithersburg,

Maryland, attracted forty biologists from around the country for informal dis-

cussion of practical tests for mutagenicity, monitoring human populations for

increases in the load of mutations, and “necessary emphases for future

research,” among other related topics (Oak Ridge National Laboratory Biology

Division 1969:50). At this meeting, the decision was made to form a professional

society to address these concerns.1 Eight months later, articles of incorporation
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were signed that established the EMS as a tax-exempt scientific organization. As

expressed in an announcement published in Science, Nature, Genetics, and

several other major science journals, scientists established the EMS “to encour-

age interest in and study of mutagens in the human environment, particularly

as these may be of concern to public health.”2

With the establishment of a formal organization, the project to establish

genetic toxicology began in earnest. During the next five to seven years, a sus-

tained flurry of interdiscipline-building activity included the establishment of

laboratories, journals, annual meetings, and funding mechanisms, as well as

large-scale collaborative interlaboratory and interagency research programs.

My main focus in this and the following two chapters is on genetic toxicology’s

initial rapid development, from 1968 to roughly 1976. This was a period of inten-

sive institutionalization, when much of genetic toxicology’s social structure was

established and when community identity among geneticists, biochemists, and

toxicologists first coalesced into something new. It was also the period in which

the advocacy work of individuals began to take new forms as purposeful collec-

tive action; when a loose set of ideas became formalized into strategy and tac-

tics; and when a small group of concerned colleagues became activists at the

center of a growing scientists’ movement.

I mark this transformation analytically, empirically, and rhetorically.

Earlier chapters have emphasized the social contexts of mutation research, the

institutions that structured knowledge about chemical mutagenesis, and the

role of chemical mutagens in the political economy of genetics practice. The

rest of the book examines the scientists’ social movement that created genetic

toxicology. From here on, the analysis is guided more by social movement

theory than by historical science studies, and my earlier concern for historical

detail gives way to more general theorizing about the processes that constitute

scientists’ social movements. My empirical focus also shifts in degrees, if not in

kind, from research to politics, from individuals to organizations, from advo-

cacy to collective action. Until now, I have described the main actors—Muller,

Auerbach, Lederberg, Crow, Meselson, and others—as advocates, promoters,

entrepreneurs, or simply concerned individuals. I use a different language now.

The term “scientist-activists” describes those individuals who organized and

participated in the movement to create genetic toxicology. Underlying this term

is my understanding that scientist activism in genetic toxicology was organized,

strategic, and collective action that was guided at least as much by environmen-

tal values and by a social critique of the limitations of discipline-based science

as it was by the disciplinary values that had previously influenced mutation

research.

I interpret this movement as contentious politics, but it was a subtle form

of contention, primarily implicit in scientist-activists’ conventional institution-

building activities. The movement challenged the disciplinary organization of

CHEMICAL CONSEQUENCES68



professional science, federal environmental policy, the basic/applied dicho-

tomy distinguishing biology and public health, and the social responsibility of

geneticists and toxicologists. To make these challenges credible, scientist-

activists drew on forms of collective action that were at once scientific and

political, for example, by conducting experiments on genetic effects of artificial

preservatives, by publishing commentary in Science calling for bans on muta-

genic substances, or by creating professional societies that sponsored confer-

ences but also engaged in public education and outreach. In other words,

scientists used thoroughly routinized mechanisms built on research, commu-

nication, and collaboration to build an unconventional science. How this hap-

pened are topics for Chapters 5 and 6.

The present chapter presents a bird’s-eye view of the “wave” of movement

activity attendant to the rise of genetic toxicology. I consider three distinct

types of aggregated data: the scientific literature on chemically induced muta-

genesis, organizational phenomena such as conferences and technical work-

shops, and the social and professional characteristics of EMS members as a

group. Together, these data provide provisional answers to when and where sci-

entist activism happened, what forms that activism took, and which scientists

were most centrally involved. In so doing, this chapter lays the empirical foun-

dation for examining in detail the further questions of how scientist collective

action was organized and why it took the forms it did.

A Research Production Boom

After nearly three decades of nominal increase, in 1968 published research on

chemical mutagens and mutagenesis began to skyrocket. A descriptive study of

this literature noted that “since 1968, published material [on chemical muta-

gens/mutagenesis] has grown at a 200–500 rate of increase per year” and esti-

mated that approximately 2,500 papers were published during 1972 alone

(Wassom 1973:276). Of the 6,094 citations in the EMIC database for the years

1968–1972, 81 percent (n = 4,957) contained original data published in scien-

tific journals. The study showed that 109 of these journals published ten or

more of these citations, suggesting that scientific interest in chemically induced

mutagenesis was widespread. The range of disciplinary and thematic foci rep-

resented by such journals as Food and Cosmetic Toxicology, American Journal

of Botany, and the New England Journal of Medicine illustrates that chemical

mutagenesis research bore implications far beyond the theories and experi-

mental practice in classical genetics. Moreover, the number of citations in such

prestigious journals as Proceedings of the National Academy of Science (101),

Nature (164), and Science (106) suggests that editors of these journals consid-

ered chemical mutagenesis a topic of some significance (Table 4.1). 

The preeminent outlet for data derived from chemical mutagenesis
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experiments, however, was the journal Mutation Research. A closer examina-

tion of its pages provides additional detail of the transformations that charac-

terized the production boom (Table 4.2). The journal’s subject index for 1968

shows 35 listings for chemical mutagens; in 1972 there were 361. This represents

a more than ten-fold rate of increase in just five years.3 In comparison, index

listings for ultraviolet, gamma, and x radiations also rose during that same

period, from 45 to 84, but the increase was far less in both absolute and rela-

tive terms. The point is even more starkly made when we control for the varia-

tion in number of volumes published (two in 1968, three in 1972) and the

differences are calculated as a percent of change. Index listings for radiation

increased 24 percent; index listings for chemical mutagens increased 588 per-

cent. These differences suggest quite clearly that growth in the field of mutation

research in the late–1960s and early 1970s can be attributed largely to rising

research interest in chemical mutagens.

Institutionalizing Events

It is common practice among students of collective behavior to measure cycles

of social protest by counting disruptive events (e.g., marches, sit-ins, riots)
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TABLE 4.1

Top Ten Journals for Chemical Mutagenesis Information 
(cumulative through 1972)

Publication Source Number of Citations

Mutation Research 410

Genetika (USSR) 251

Genetics (U.S.) 248

Nature 164

Journal of Bacteriology 136

Cancer Research 130

Molecular and General Genetics 127

Science 108

Environmental Mutagen Society Newsletter 106

Proceedings of the National Academy of Science (U.S.) 101

Source: John S. Wasson, “The literature of chemical mutagenesis.” In Chemical
Mutagens: Principles and Methods for Their Development, vol. 3, edited by
Alexander Hollaender, 271–287. New York: Plenum Press.



described in newspaper reports or in police, prison, or other public records,

and then aggregating these events over time to gain an understanding of where,

when, and in what manner social protest occurred (Oliver and Myers 1999).4 In

similar fashion, a “picture” of the wave of scientist collective action that defined

the movement to establish genetic toxicology begins to emerge by aggregating

“institutionalizing events.” I define these as any collective event relevant to or

promoting the scientific investigation of chemically induced mutagenesis,

mutagenicity test development, or genetic hazard identification. These include

but are not limited to conferences, symposia, training workshops, and the for-

mation of professional organizations. A careful examination of announcements,

news briefs, and conference reports contained in journals, society newsletters,

and laboratory progress reports reveals a sustained concentration of institu-

tionalizing events after 1969 (Figure 4.1).5 Before that time, institutionalizing

events promoting genetic toxicology–relevant research were sporadic, averag-

ing less than two per year during 1964–1968. However, in 1969 the rate of insti-

tutionalizing events jumped to twelve, beginning a sustained upward trend and

averaging thirteen per year through 1976.

As a collective phenomenon, institution building in genetic toxicology was

characterized by the temporal concentration of events. Where once the genetic

hazards of environmental chemicals had been a topic deserving comment by an

invited speaker or a single panel discussion, after about 1970 entire confer-

ences, symposia, and training workshops devoted to the subject became com-

monplace. Concentrated in time, institutionalizing events were dispersed in
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TABLE 4.2

Listings for Chemical and Radiation Mutagenesis in 
Mutation Research Subject Index, 1968 and 1972

1968 1972

v. 5 v. 6 Total (ave.) v. 14 v. 15 v. 16 Total (ave.) % Change*

Chemical 27 8 35 (17.5) 131 78 152 361 (120.3) 59

Radiation 20 25 45 (22.5) 24 33 27 84 (28.0) 24

No. of 48 51 99 55 51 54 160
articles

Source: Mutation Research vols. 5, 6, 14–16 (1968 and 1972).

* Percent change (x2-x1/x1) was calculated using the yearly average of index listings
to control for variation in the number of volumes published in 1968 and 1972.



both intellectual and geographical space. As will become clear, the movement

was both interdisciplinary and international. As just one indicator, the litera-

ture on chemical mutagenesis published during the period 1968–1972 could be

found in “approximately 700 sources” (Wassom 1973:278). Within a very short

period of time, researchers from many different countries, disciplinary back-

grounds, and specialty interests began to meet to discuss the research, method-

ology, and policy issues surrounding genetic toxicology.

Other qualitative changes involved the research communication infra-

structure that in part developed out of these face-to-face exchanges. Important

outcomes included the publication of three textbooks on mutation and muta-

genesis (Auerbach 1976; Drake and Koch 1976; Drake 1970) and the completion

of five volumes of what would eventually become a ten-volume monograph

series on methodologies for detecting chemical mutagens.6 But the point is par-

ticularly acute in the case of regularly published, peer-reviewed journals: in the

early 1960s no formal publication outlet specifically devoted to the study of

chemical environmental mutagenesis existed (Sobels 1964). Although the cre-

ation of Mutation Research in 1964 began to address this need, by 1976 that

journal had expanded to include three new sections, each published separately.

The first section, Environmental Mutagenesis and Related Subjects, began in

1973. Research published here focused mainly on test development and proto-
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FIGURE 4.1 Institutionalizing Events in Genetic Toxicology, 1964–1976

Sources: See Appendix B.



col standardization. Two more sections—Reviews in Genetic Toxicology, which

published in-depth critical assessments of the mutagenic potential of various

chemical agents, and Genetic Toxicology Testing, which provided an outlet for

positive and negative mutagenicity testing results—were begun in 1975 and

1976, respectively. These new scientific journals helped put genetic toxicology on

the scientific map by organizing the rational production of new knowledge on

environmental chemical mutagens.

A topic previously of note mainly to geneticists, biochemists, and agricul-

tural breeders, during the 1968–1976 period chemical mutagenesis would

become reconstructed as a public health problem and the basis of an emerging

environmental health science. The wave of institutionalizing events that mir-

rored this conceptual transformation also reflected the development of an

international research-training-communication infrastructure. Before examin-

ing how these new arrangements were achieved, it is useful to consider the

group characteristics of the scientist-activists involved in this interdisciplinary

project.

The Scientist-Activists

Who were these scientist-activists who stepped outside their daily routines as

research scientists and administrators to promote genetic toxicology and to raise

public awareness of the genetic hazards of environmental chemicals? From

what research communities did they come? What social characteristics, if any,

did they share? We can begin to shed some light on these questions by examin-

ing the social and professional characteristics of those people who in 1969

became members of the EMS.

Professional societies in science most often arise to provide organizational

support and institutional legitimacy to scientific specialties (Whitley 1974).

Membership in professional societies, correspondingly, represents some core

component of the general population of research scientists working in any par-

ticular specialty area. Since the EMS at the end of its first year constituted the

only professional science organization specifically promoting research on the

human genetic effects of environmental chemicals, membership in the EMS

serves as a close proxy of those scientists working in 1969 who held an abiding

research interest in that topic. The first EMS membership list available (from

June 1969) contains only 87 members. Over the next six months, however, total

membership in EMS nearly tripled. Another list, generated in December 1969,

contained information on 276 members. It provides a clearer picture of the

people initially motivated to join that society (Table 4.3).

By the end of its first year, general membership in the EMS in many

respects resembled what might be considered “typical” of professional biologi-

cal societies of the day in that the vast majority of EMS members were men,
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TABLE 4.3

Environmental Mutagen Society Membership by Institutional
Affiliation and Other Social Characteristics, December 1969

Federal research institutions 57

Atomic Energy Commission laboratories and divisions1 27

National Institutes of Health 9

Food and Drug Administration 5

U.S. Department of Agriculture 3

Other U.S.2 3

Foreign (non-U.S.) 10

Academic research institutions3 119

Biomedical sciences 51

Life sciences 66

Agricultural sciences 2

Private research institutions 53

Nonprofit laboratories 9

Industry laboratories 44

Public interest organizations4 2

Federal government5 4

State and county government6 2

Number of women members 24

Members not identified by institutional affiliation or identified 33
as nonscientists

Members identified as holding an administrative role 55

Non-U.S. members7 40

Source: Total membership = 276 “Membership list,” EMS Newsletter 2 (1969): 74–85.
Notes:
1Thirteen AEC-employed members represented Oak Ridge National Laboratory.
2Consumer Protection and Environmental Health Services (1), Environmental Control

Administration (1), National Science Foundation Cell Biology Division (1).
3My designation of academic departments, programs, units, or laboratories as belong-

ing to one of these three broader administrative divisions was not systematic. Some
coding decisions were based on knowledge I had about certain individual’s specific
lines of research, but most were based on best guesses given the information at
hand—essentially member’s mailing addresses. On the other hand, there is consider-
able blurring across the broad spectrum of the biological sciences, and some meas-
ure of arbitrariness is to be expected.

4Scientists’ Institute for Public Information (1), Environmental Information Center (1).
5U.S. Public Health Services (1), U.S. Office of Standards, Consumer Protection, and

Environmental Health Services (1), U.S. Senate Committee on Public Works (1),
Department of Health and Social Security (England) (1).

6California Dept. of Public Health, Dept. of Public Health (Detroit and Wayne Counties,
Mich.).

7W. Europe (29), E. Europe (3), Australia (1), Canada (4), India (1), Israel (1), Philippines (1).



most of whom held positions in academic research institutions. Researchers

from government laboratories were also heavily represented in EMS, with

employees of AEC laboratories and divisions contributing a disproportionate

number. In academia, the members’ disciplinary affiliations cut across the life,

biomedical, and agricultural sciences. The same holds for the relative propor-

tion of members employed at private nonprofit research foundations. Interest-

ingly, even though there were no for-profit genetic toxicology laboratories in

the United States until the early 1970s and federal regulations would not require

mutagenicity testing of new chemical compounds until 1976, industrial labo-

ratories contributed 16 percent of the EMS membership in 1969. Their presence

was in part a reflection of an early decision by the charter members of EMS to

actively recruit representatives from industry and in part an acknowledgment

by pharmaceutical or chemical laboratories that their economic and political

interests would be best served by becoming involved in mutagenicity research;

promoting genetic toxicology provided these firms a means of gaining ground-

floor access to the regulatory decisions that were likely to flow from the FDA

and EPA.7

Forty foreign scientists also joined the EMS during its inaugural year. Their

presence suggests that scientists’ concern over environmental mutagens had

strong international resonance despite cross-national differences in the struc-

ture of environmental regulation and science policy and the relative strength or

weakness of national environmental movements. These international networks

were important in the rapid creation of several EMS societies in Europe and

Asia in the early 1970s. The variety of EMS members’ disciplinary and depart-

mental affiliations, clustered in the life and biomedical sciences, is even more

impressive (Table 4.4). The thirty-one different departments or disciplines

identified by members’ institutional addresses ranged from entomology and

food science in agriculture to oncology and pediatrics in the health sciences

and from botany to molecular biology to zoology in the basic life sciences.

Admittedly, the nomenclature for these types of intra-institutional divisions is

somewhat arbitrary and does not necessarily reflect the substantive content of

the research conducted within them. Nevertheless, the apparent proliferation

of organizational labels does suggest that a significant transformation was

under way with respect to which scientists in 1969 were paying attention to

chemical mutagenesis. If nothing else, it is clear that the research topics that

would become the central problematics of genetic toxicology were beginning to

attract the attention of scientists in fields of research previously little con-

cerned with the genetic impacts of chemicals.

For a small and fledgling professional society, the EMS was long on rela-

tively powerful members—not just those scientists who had distinguished track

records in basic genetics but also those in science policy, funding, regulation,

and administration with access to decision makers in universities and in fed-
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eral government. In all, fifty-five EMS members held some sort of administra-

tive position. These included heads or chiefs of federal agency laboratories,

department chairs, office or project directors, two university deans, and the

vice president of research for a pharmaceutical company. In addition, a few EMS

members worked in the regulatory or health science policy arenas. Among this

group, we count an executive secretary from the NIH Genetics Study Section, a

member of the Cell Biology Division of the National Science Foundation, a staff

member of the U.S. Senate Subcommittee on Public Works, representatives

from two pre-EPA-era environmental health science bureaus, two representa-

tives from state government agencies (California and Michigan), and the U.S.

Public Health Service assistant surgeon general. With bureaucratic authority to

either directly or indirectly influence the organization of research in their own

laboratories, departments, or divisions and with some access to other decision

makers higher up in the academic, governmental, or corporate hierarchy, these
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TABLE 4.4

EMS Membership Self-Identified by Department and/or Discipline,
December 1969

Life Sciences Health Sciences Agricultural Sciences

Biology (27) Pediatrics (6) Entomology (1)

Genetics (16) Environmental medicine (6) Food science (1)

Biochemistry (7) Medical genetics (3)

Zoology (7) Oncology (3)

Radiation biology (4) Mutagenesis (3)

Microbiology (4) Health physics (2)

Botany (2) Pathology (2)

Chemistry (2) Toxicology (2)

Cytogenetics (2) Biophysics (1)

Radiation genetics (2) Chronic disease (1)

Cell biology (1) Dermatology (1)

Molecular biology (I) Environmental health (1)

Health science (I)

Medicine (1)

Nutrition (1)

Pharmacology (1)

Radiation health (I)

Source: “Membership list,” EMS Newsletter 2 (1969): 74–85.



EMS members represented a potentially influential force for change within the

institutions of science. 

Some other members, of course, presumably enjoyed considerably less

social status and institutional authority. Among that group would likely have

been many of the thirty-three people not identified by institutional affiliation

or occupational title. Since it is likely that most members who did have a direct

research or administrative relationship to environmental mutagenesis noted

this on their membership forms, it is fairly safe to assume that those who omit-

ted such information did not have a direct or current professional relationship

to the field. Some, like Karl Sax, were retired scientists.8 Others, like Frank Di

Luzio, were entrepreneurs who had prior experience in regulatory and policy

arenas.9 Two others were representatives of public interest organizations. Since

eligibility for membership in the EMS was open to “scientists and others,” it is

probably the case that most of those members whose mailing address lacks any

institutional or occupational affiliations were not themselves practicing scien-

tists.10 This theory is supported by the fact that the formation of the EMS received

considerable publicity not only in scientific journals but in trade journals and news-

papers as well. Also, twelve of these addresses are clustered in the Washington, D.C.,

area, where the first EMS annual meeting was held. Another smaller cluster is

located in and around Oak Ridge, Tennessee. It is not clear how long these

people remained EMS members, but it seems fairly certain that there was at

least some level of initial involvement from people other than active research

scientists and science administrators. In its origins, the EMS reflected something

more than a theory-driven intellectual movement and functioned as something

more than a professional scientific society. Its membership cut across sectoral

and disciplinary divisions and was nominally open to nonscientists.

It is important, however, to distinguish between an organization’s general

membership and those who function in leadership capacities and as spokes-

people for the organization. Indeed, among this latter group may be found most

of the committed scientist-activists whose efforts first gave meaning and move-

ment to the field of genetic toxicology. In August 1970 the leadership of the EMS

was drawn exclusively from the organization’s charter members—those scien-

tists who attended the January 1969 organizational meeting and formally voted

the EMS into existence. To best understand the balance of power within the

EMS and the genetic toxicology movement more generally, we need to look

more closely at these central actors.

The Activist Core

When viewed in the aggregate, it becomes clear that the small core of scientist-

activists who created and presided over the EMS in its first years as officers and

councilors was considerably less heterogeneous than the EMS as a whole (Table 4.5).
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The first thing to note is that the age structure of this group in August 1970 was

strikingly concentrated, with 70 percent between the ages of forty and fifty-five.

Presumably, most had reached a stage of their careers where they enjoyed a

measure of reputational authority and job security. All those who worked in

academia had tenure, and all but one was full professor; two were department

chairs. All but two of those employed in government or private laboratories

occupied administrative as well as research positions, for example, as labora-

tory director, branch chief, or division head.

The institutional locations and disciplinary and research interests of these

core scientist-activists also cluster differently than among the general member-

ship. Most EMS members identified by research institution were affiliated with

universities, medical or public health schools, or hospitals (about 53 percent),

with affiliations in government and the private sector falling behind at roughly

24 percent and 23 percent, respectively. The institutional affiliations of the offi-

cers and councilors of the EMS are distributed differently, with thirteen of the

twenty-four representing government institutions (54 percent); eight represent-

ing universities, medical schools, and training hospitals (33 percent); and only

three representing the private sector (13 percent). Importantly, chemical or

pharmaceutical producers were not represented at all in the EMS leadership.

Two members represented nonprofit research foundations, and one repre-

sented a for-profit business consulting firm. Regarding disciplines and research

specialties, the core was clustered mainly in genetics and in those other basic

biological sciences dealing with subcellular processes and, for the most part,

submammalian systems. The biomedical sciences are underrepresented rela-

tive to the general body of the EMS. Consisting mostly of midcareer geneticists

with accomplished research records in university or government laboratories,

along with a few late-career science administrators, as a group the officers and

councilors of the EMS were firmly established in the institutional mainstream

of American biological science. All had accomplished research careers, and

their reputations and jobs were secure.

Some General Inferences

This descriptive analysis provides a baseline understanding of the genetic tox-

icologists’ movement. It begins to answer questions about when and where the

movement occurred, what kinds of collective action the movement involved,

and who were the movement’s core activists. The most intense wave of scien-

tist collective action began around 1968, consonant with a proliferation of sci-

entific literature on chemical mutagenesis. The formation of the EMS in 1969

marks the beginning of a parallel wave of institutionalizing events that signal

both quantitative and qualitative changes in interdiscipline-building activity in

genetic toxicology.
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Although this brief analysis of the social and professional characteristics of

EMS leaders and its general membership says relatively little about how they

organized and successfully managed a movement to establish genetic toxicology

as a public health science, we do know that the EMS represented a group of

people that was heterogeneous along a number of dimensions. Most members

were career scientists, but a significant minority were not professional researchers.

Ten percent did not reside in the United States. Most scientists worked in aca-

demic settings and represented a mix of agricultural, biomedical, and basic life

sciences. Government laboratories were also highly represented.

The EMS leadership was significantly less diverse: most officers and coun-

cil members worked in government institutions; nearly all had formal training

in genetics; and, with the exception of a few older science administrators,

nearly all were midcareer scientists who enjoyed relatively high status among

their peers and secure employment. The leadership, in short, represented an

elite core of mainstream life scientists. As a social movement organization, the

EMS benefited from the heterogeneity of the general membership and from the

homogeneity of its officer/councilor core. As we will see, both served as impor-

tant resources for the movement.

This analysis also suggests something about what the genetic toxicology

movement was not. We learn, for example, that the rise of genetic toxicology

was not primarily brought about by the professional maturation of a new gen-

eration of scientists. In general, the most committed scientist-activists were not

newly minted Ph.D.s fresh from graduate school, politicized by campus life, and

eager to foment change in their chosen profession. Unlike so many of the radi-

cal professional movements of urban planners, engineers, health workers, or

public interest lawyers that emerged in the 1960s and 1970s, the genetic toxicology

movement was not, primarily, a student-based or young professionals’ move-

ment (Hoffman 1989; Layton 1971; Pandora 1997). 

Collective action research suggests that people choose to engage in social

protest when the risks are relatively low and when they perceive that there is

some chance of being successful (Tarrow 1994). Status and power tend to come

at a later career stage for most scientists than for other professionals and non-

professionals; scientists also tend to begin their professional careers later in life,

reaching professional maturity in their fifties. As one’s position and status

become secured as a result of tenure or establishing a solid record of research,

activism becomes both relatively less risky and more likely to result in success.

Thus it should not surprise that most of the key organizers of the genetic toxi-

cologists’ movement were midcareer professionals.

We also can infer that the key social networks connecting scientists active

in the genetic toxicology movement were disciplinary and institutional, not

pedagogical. Most of the core activists in EMS were formally trained geneticists,

and most were connected to government research institutions either as
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employees, as consultants, or as members of expert review committees. Thus

this rise of genetic toxicology should not mainly be attributed to the growth and

dispersion of intellectual family trees; this is not, in other words, a genealogical

story. Of course, intergenerational networks connecting mentors to their stu-

dents and intellectual “grandchildren” did play some role in the development

of genetic toxicology, as such relations do in all scientific fields (Kohler 1994;

Mullins 1976). But, as we will see in later chapters, these were not the primary

networks that initially tied the core scientist-activists together in 1969. 
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Framing Scientist Activism

Of all the environmental pollutants to which we are exposed, probably

the most dangerous from both the immediate and especially the long-

term point of view are those which could cause changes of the genetic

make-up—mutations in both germinal and somatic cells.

—Marvin Legator, untitled manuscript

In addition to the quantitative increase in research productivity, the institu-

tionalization of genetic toxicology also involved a qualitative transformation in

scientists’ perceptions of what mutagenic chemicals were. Scientific discourse

surrounding chemical mutagenesis itself began to mutate around 1968. In June

a revised version of the NIH GSS report on chemical mutagens described in

Chapter 3 appeared in the public interest journal Scientist and Citizen as an

article titled “Chemical Risk to Future Generations” (henceforward “Chemical

Risk”). Written by GSS chair James F. Crow (1968), the article explained in lay

terms geneticists’ major concerns regarding the genetic risk of human exposure

to chemical mutagens and outlined a program of action to minimize the poten-

tial danger.

In the years immediately following the article’s publication, Crow’s argu-

ments—and in many cases directly quoted passages—found their way into the

articles and public lectures of many of genetic toxicology’s most ardent pro-

moters (Crow 1971a:24; Epstein 1969b; Legator 1970; Malling 1970; Meselson

1971). Its message resonated far beyond the mutation research community in

the form of congressional testimony (U.S. Senate 1971), newspaper articles and

columns (Lederberg 1969; Schmeck 1970a,b), articles in industry trade journals

(Sanders 1969a,b) and educational digests (Crow 1971b), and in at least one

book-length study (Turner 1970). Within just a few years, chemical mutagenic-

ity became more than a key to unlocking the mystery of gene action; it also

became a measure of public health, an index of deleterious trends threatening

human evolution, and a call for scientific and political action. Today, “Chemi-

cal Risk” is considered a classic among first- and second-generation genetic tox-

icologists. It is a cornerstone of insider origin stories and continues to attract
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attention as a foundational event in the historical development of genetic toxi-

cology (Brusick 1990; Crow 1989; Prival and Dellarco 1989; Wassom 1989). 

The retrospective attention that insiders have lavished upon “Chemical

Risk,” as well as the “shot heard around the world” impact the article had at the

time of its publication, is somewhat paradoxical. “Chemical Risk” was not the

first article to address the issues it raised, nor was the knowledge it imparted

unfamiliar territory, especially for those working in mutation research. Never-

theless, the article struck a highly responsive chord among many in mutation

research and beyond. Its publication on the eve of scientists’ mobilization

around the issue of “environmental” mutagenesis suggests that the ideas and

concerns expressed in “Chemical Risk”—and perhaps even more important, the

manner in which those ideas were packaged—played an unexpectedly impor-

tant role.

The goal of this chapter is to show how scientist-activists made the rhetor-

ical case for genetic toxicology. It offers an analysis of public lectures, expert

testimony, articles, and editorials produced by several of the genetic toxicology

movement’s activist core during the 1968–1973 period. These promotional texts

were not scientific papers; they did not present new data, describe new meth-

ods, or establish new facts. Instead, these texts functioned as “collective action

frames.” Collective action frames are “action-oriented sets of beliefs and

meanings that inspire and legitimate the activities and campaigns of a social

movement organization” (Benford and Snow 2000:614). The promotional texts

presented here redefined synthetic chemicals in the human environment as

genetic hazards, imbuing the biological problem of chemically induced muta-

tions with new environmental and political meaning. The genetic hazard

frame’s rhetorical flexibility allowed scientist-activists to express grievances,

attribute blame, and prescribe courses of collective action selectively as befit

different contexts and audiences. Using Snow et al.’s (1986) concepts of “frame

amplification” and “frame extension,” I describe how scientist-activists recast

chemical mutagens as an environmental health problem. In the process, they

broadened the scope of genetics research, and the moral responsibility of

geneticists, to include pollution and public health issues. Using a third frame

alignment strategy that I call “frame translation,” scientist-activists positioned

mutation research as a key element in solutions to research problems in other

fields (e.g., developmental abnormalities). Framed thus, chemical-induced

mutations were not merely framed as relevant to the environmental health sci-

ences but as a key to solving the problem of human exposure to synthetic

chemicals. Frame translation helps to better account for the interdisciplinary

nature of these mobilization efforts. 

I am also interested in exploring briefly why these scientist-activists were

invested in a frame that constructed chemical mutagenesis as environmental
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problems. A few of the core activists in this movement could reasonably be

labeled moderate environmentalists.1 But as a whole, the founding members of

EMS who led the movement to establish genetic toxicology had far more endur-

ing loyalties to human genetics and its promise to cure genetic disease than to

toxicology and the emerging field of environmental health. They also harbored

stronger commitments to the politics and social activism of an older, and largely

discredited, eugenics movement than to a new wave of environmentalism. Joshua

Lederberg, James Neel, and James Crow, in particular, were to varying degrees

invested in rehabilitating a nonracist eugenics that put genetic knowledge,

technology, and clinical practices to use toward the betterment of human soci-

ety. Chemical mutagens threatened the long-term integrity of the human gene

pool as well as the environmental health of living individuals and communities.

The goals and interests of reform-minded eugenicists dovetailed with environ-

mentalism in interesting ways in genetic toxicology. This chapter offers an

interpretation of that convergence. 

Constructing the Genetic Hazards Frame

“Chemical Risk” reads more like a political manifesto than a scientific tract: sty-

listically programmatic, notably bereft of explicit detail, and written for an edu-

cated lay audience, with a glossary replacing the typical list of references. It

incorporated vivid imagery and a subtle but clear explication of what geneti-

cists knew or did not know about environmental chemical mutagens to paint

for readers a compelling diagnosis of the problem, recommendations for solv-

ing it, and, perhaps most important, a spirited call to action. “There is reason

to fear,” Crow wrote, “that some chemicals may constitute as important a risk

as radiation, possibly a more serious one. Although knowledge of chemical

mutagenesis in man is much less certain than that of radiation, a number of

chemicals—some with widespread use—are known to induce genetic damage in

some organisms. To consider only radiation hazards may be to ignore the sub-

merged part of the iceberg” (1968:113). Crow pointed to the existence of certain

chemical compounds that tested negative in standard toxicology screens and

that failed to produce overt genetic effects (e.g., chromosome breakage) but

that were nevertheless highly mutagenic in bacterial test systems. Geneticists

thus faced a dangerously paradoxical situation in which chemical compounds

that caused the least amount of genetic damage at an individual level were, in

Crow’s words, “most insidious” in terms of their potential long-term effects on

the human population. “Even though the compounds may not be demonstrably

mutagenic to man at the concentrations used,” he warned, “the total number

of deleterious mutations induced in the whole population over a prolonged

period of time could nevertheless be substantial” (113). 

The article spelled out two possible scenarios, both of which would por-
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tend potentially dire and irreversible consequences for the human species. In

one, chronic exposure of large populations to low concentrations of mildly muta-

genic compounds could induce damage to the gene material that, when passed

down over several generations, might effect a slight average increase in the

human mutation rate. This would result in a gradual and probably impercepti-

ble decline in the genetic health of the population. Another scenario, which

Crow labeled a “genetic emergency,” involved a situation in which “some com-

pound presumed to be innocuous is in fact highly mutagenic and that large

numbers [of people] are exposed before the danger is realized” (1968:113–114).

To stem the (invisible) damage already done and to slow if not prevent fur-

ther degradation of the human genetic material, Crow presented four recom-

mendations for research and policy action. These included the creation of a

chemical information database, the development of new bioassays for identify-

ing chemical mutagens, routinized mutagenicity testing of new and existing

chemical compounds, and the development and implementation of programs

to monitor “at risk” human populations (Crow 1968:114, 116–117). Crow’s rec-

ommendations for containing the invisible “iceberg” of chemical genetic dam-

age suggested a technocratic approach that fixed social responsibility for

organizing the rational management of environmental chemical pollutants and

for preventing a “genetic emergency” on scientists, who would be empowered

by the financial support and regulatory action of the federal government. As he

presented the problem, “Chemical Risk” functioned as a rhetorical scaffold on

which scientist-activists built the case for genetic toxicology.

Diagnostic, Prognostic, and Mobilizing Functions

In their promotional texts, interviews with reporters, and testimony before con-

gressional hearings, scientist-activists borrowed the ideational elements con-

tained in Crow’s 1968 article. Importantly, they did not challenge the basic

tenets of the various problems outlined in “Chemical Risk” but instead elabo-

rated upon those basic ideas and concerns, filling in gaps and filling out the

details of Crow’s original summary. The following examples illustrate wide-

spread and consistent trends. 

First, the promotional texts provided a clearly articulated diagnosis of the

manifestations of chemical pollution and its long-term implications, as in Sam

Epstein’s remark to a reporter for an industry trade journal: “At this moment we

may be in the midst of a potentially serious accidental experiment on the

effects of chemical mutagens in man—the full impact of which may not be

known for generations to come” (Epstein, quoted in Sanders 1969a:50). Crow’s

(1968) critique of government intransigence in funding research on and regu-

lating chemical mutagens was at best implicit. Scientist-activists, however,

explicitly and repeatedly pointed to congressional inaction as a cause for
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concern. As Epstein told a Senate subcommittee hearing on “Chemicals and the

Future of Man,” “It is interesting to point out that within the last eighteen

months three expert committees have unanimously recommended that muta-

genic testing be made mandatory for food additives and pesticides. But as yet,

no regulatory action has been taken” (U.S. Senate 1971:10).

Second, following Crow’s lead, scientist-activists outlined a series of con-

crete prognostic steps for attacking the problem. An FDA geneticist warned the

same Senate subcommittee, “We must begin to seriously monitor human pop-

ulation in ways to better evaluate the extent of the problem. We can continue

to expand our testing of compounds, such as drugs and food additives for

potential mutagenic activity and we must undertake more basic investigations

predicated on our need to know how mutations occur and how they are

repaired” (U.S. Senate 1971:29).

Perhaps most important, “Chemical Risk” provided the basis for a call for

scientific collective action and increased public awareness. Future Nobel laure-

ate Joshua Lederberg (1969) noted in one of his regular “Science and Man”

columns that “we [biologists] all have a basic responsibility to go beyond an

emotional expression of concern; to use it to energize the search for authentic

scientific measures of potential hazards and for means to neutralize them. . . .

We have a great deal of taxing work ahead in trying to set up scientifically valid

and politically useful criteria from laboratory studies for these elusive but all-

important hazards.”

Over time, the basic structure and content of these integrated arguments

did not change in their elemental form. In this case, the frame’s flexibility par-

adoxically conditioned its stability. Scientist-activists interpreted the dangers

noted in “Chemical Risk” differently in different contexts, all the while remain-

ing allied with Crow in their generalized expressions of concern.

Rhetorical Flexibility

Collective action frames tend to be loose and relatively informal sets of ideas,

rather than formal ideological systems, because they need to be flexible in

order to adapt to changing situations (Tarrow 1992:190). “Chemical Risk” pro-

vided a broad range of concerns from which scientist-activists could draw selec-

tively and elaborate in papers and public presentations before policy makers,

their research peers, university administrators, and high school biology classes.

Accordingly, one could frame the problem of environmental chemical mutagens

with equal flair as an economic burden, a moral dilemma, or a natural disaster.

At the NAS symposium “Aids and Threats to Society from Technology,”

James Neel emphasized an economic cost-benefit calculus in assessing chemi-

cal technology: 
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As we struggle to move towards those new levels of social and techno-

logical organization which will enable us to meet the kinds of problems

we have been discussing in this symposium, surely an important ele-

ment in the decision-making process must be knowledge of the genetic

cost. . . . [I]n order to support our technology we may have to compro-

mise with the desire of the geneticist for no increase in mutation rates—

but we owe it to our offspring to see that the compromise is based on

knowledge rather than a guess we may later regret. (Neel 1970:913–914)

But in a different context—the inaugural celebration of a toxicology laboratory

in Germany—Sam Epstein came to quite different conclusions using the same

basic imagery and logic:

It has recently been estimated that in the U.S.A. the total costs to society

of one malformed child are in the region of one million dollars. Such

estimates can also be made for chronic toxicity and for carcinogenicity,

as the immediate impact of these hazards are restricted to one individ-

ual. However, for genetic hazards, we cannot predict the future extent

and degree of damage to succeeding generations. The costs may well be

incalculably high. For these reasons, the concept of matching benefits,

which we have generally accepted in toxicology, are probably quite inap-

propriate for genetic hazards. (Epstein 1969c:9)

Crow’s (1971a) concurring statement illustrates the moral dilemma at stake:

“There is obviously no simple and realistic system of cost-accounting. (How

many gastric ulcers equal one childhood death?).”

The nature of the genetic hazards also could be interpreted flexibly. If one’s

audience were local citizens, one might choose to emphasize the visible, near-

term effects of genetic damage. Oak Ridge geneticist Fred de Serres had this to

say to some of his fellow Tennesseans: “[W]e already have a large number of

individuals suffering from genetic diseases in our society. Genetic defectives are

not only a personal tragedy if they happen to occur in your own family, but they

may wind up as a tremendous burden to the population in general, since they

require expensive medical care and special institutions.”2 In front of an audi-

ence of biologists, alternatively, emphasis could be placed on the evolutionary

long view, as in Marvin Legator’s essay published in the Journal of Heredity:

“While lethal and sub-lethal mutations will be rapidly eliminated from the pop-

ulation, and need not be of great concern, nonlethal mutations will tend to per-

sist through several generations with the duration of their persistence being

inversely proportional to the severity of their effects” (1970:253).

The relationship between knowledge and action was another fulcrum

around which the promotional texts shifted. The existing state of knowledge

could be cast as a resource or as a liability, as it was seen to fit a particular

FRAMING SCIENTIST ACTIVISM 89



context. If one’s audience was the mutation research community, it made some

sense to focus on existing knowledge as a basis for action. Thus did Harvard

biologist Matthew Meselson caution that 

just as in the case of carcinogenicity testing, there will be important dif-

ferences in response between different systems for mutagenicity. However,

this is no excuse for doing nothing. . . . Indeed, as compared with cancer

testing, we are already in a better position to conduct meaningful tests

since we have a fairly good understanding of the molecular basis of muta-

tion but no comparable insight into carcinogenesis. (Meselson 1971:xi)

Alternatively, if one’s goal was to attract biologists from other subfields into

mutation research, emphasizing the sizable gaps in existing knowledge might

prove a more effective rhetorical strategy. In an address to radiation biologists,

for example, Alexander Hollaender remarked, “Then, of course, there is the

problem of mutagenesis. . . . Here were have very little hard data in regard to

mutagenesis produced by chemicals. As a matter of fact, we know as little about

this as we knew about radiation in 1930.”3

A flexible frame allowed scientist-activists to tailor their messages to par-

ticular audiences. Moreover, the language used in these promotional texts

underscores the importance of the particular contexts in which scientist-

activists found themselves, be they congressional hearings, scientific confer-

ences, or high school classrooms. Frame analysis reminds us that forging an

effective link between arguments and practices constituting an emergent

genetic toxicology, on the one hand, and diverse research communities and

patrons, on the other, was never a foregone conclusion; the modifications that

scientist-activists made by framing chemical mutagens as genetic hazards

reflected perceptions about what arguments were likely to mobilize different

audiences most efficiently. This analysis of the genetic hazards frame’s core

framing functions helps us understand what scientist-activists themselves

understood as pockets of boundary permeability and which groups they identi-

fied as cadres of potential support. I turn next to an analysis of the three “strate-

gic framing processes” (Snow et al. 1986) that scientist-activists used to link

their case for building genetic toxicology to the interests, values, and beliefs of

potential recruits and supporters.

Frame Amplification

Frame amplification involves “the clarification and invigoration of an interpre-

tive frame that bears on a particular issue, problem, or set of events” (Snow et

al. 1986:469). Scientist-activists amplified the genetic hazards frame in an attempt

to convince biologists already familiar with chemical mutagenesis as a research
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tool that mutagenic chemicals also constituted a serious environmental prob-

lem. The connection, for many research geneticists, was not obvious or auto-

matic.4 Scientist-activists developed three specific discursive techniques for

amplifying the relationships between chemical mutagens in the laboratory and

the health implications of chemical pollution. 

The first involved underscoring the environmental and health implications

of existing knowledge in mutation research. A preface to a collection of studies

describing methods of mutagenicity testing noted that “our knowledge of

genetics and molecular biology clearly establishes the possibility that exposure

of human germ tissue to certain exogenous agents can cause genetic damage”

(Meselson 1971:ix). Another text reminded geneticists of “the cumulative

importance of mild effects” by providing a basic primer on five generalizations

borne out by mutation research on fruit flies (Crow 1971a).5 Here, “the facts” of

mutation research were presented in such a way as to make the human health

implications of exposure to chemical mutagens appear obvious (and obviously

detrimental).

Another frame amplification technique involved emphasizing the ubiquity

of chemical pollution. For example, Hollaender used the occasion of a sympo-

sium on environmental pollutants to remark to his audience of radiation biol-

ogists that the “list of pollutants is long and the paucity of information on their

long-term effects is staggering.”6 Others were considerably more specific, pro-

viding lists of industrial processes such as printing, dyeing, and fireproofing

(Epstein 1969a), as well as products: 

These new man-made chemicals are everywhere. Some 2–3000 are used

as food additives; 30 are used as preservatives; 28 as antioxidants; 44 as

sequesterants; 85 as surfactants; 31 as stabilizers; 24 as bleaches; 60 as

buffers, acids or alkalies; 35 as coloring agents; 9 as special sweeteners;

116 as nutrient supplements; 1077 as flavoring agents, and 158 for mis-

cellaneous uses. Thousands of other compounds are used as drugs, nar-

cotics, antibiotics, cosmetics, contraceptives, pesticides or as industrial

chemicals.7

Lists like this one represented a stark departure from the way that chemical muta-

gens typically were represented in scientific journals as tools of analysis.

The third amplification technique involved distinguishing chemical muta-

genicity from other physiological processes. It was not uncommon in these pro-

motional texts for scientist-activists to point out the levels of complexity that

chemical mutagens present for the basic researcher, relative, for example, to

radiation. In one text, Hollaender noted that “there are only three or four types

of radiation, but there are produced each year about 30,000 new compounds,

of which probably 20 or 30 are mutagenic.”8 Other texts emphasized the physi-

ological differences between mutagenicity and toxicity: “We must also remem-
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ber that, by its nature, this genetic damage can be cumulative over generations

while even the most insidious nongenetic poison cannot accumulate in the

body beyond the lifetime of an individual” (Meselson 1971:ix). 

In each of these examples of frame amplification, the information being

stressed was not new knowledge. Amplifying the genetic hazards frame mainly

involved highlighting relatively well established understandings of genetic

processes and chemical-biological relationships already circulating in the pool

of common knowledge in genetics. But as Snow and Benford (1992:138) have

noted, “What gives a collective action frame its novelty is not so much its inno-

vative ideational elements as the manner in which activists articulate or tie

them together.” In this case, the innovation comes in demonstrating through per-

suasive rhetoric that chemical mutagens had “lives” outside the laboratory.

Frame Extension

Another framing process, called “frame extension,” involves “extending the

boundaries of [the] primary framework so as to encompass interests or points

of view that are incidental to its primary objectives but of considerable salience

to potential adherents” (Snow et al. 1986:472). Scientist-activists extended the

genetic hazards frame in two basic ways. One involved extending the scope of

chemical mutagenesis itself beyond genetics. The other involved extending the

scope of solutions to include critical analyses of the political, organizational,

and disciplinary structures impeding the pursuit of genetic toxicology research.

Both strategies increased the mobilization potential of the movement by cast-

ing a wider rhetorical net around the problems and solutions implicated by the

genetic hazards frame.

By far the most prevalent technique for extending the scope of the chemi-

cal mutagenesis problem beyond a strict genetic interpretation was accomplished

by casting chemical mutagenesis as a central and critical dimension of envi-

ronmental pollution. In a paper titled “Genetic Implications of Pollutants,” for

example, Hollaender observed that “of all the environmental pollutants to

which man is exposed, the greatest uncertainty concerning disastrous effects

surrounds those which have an effect on man’s genes and chromosomes — the

carriers of inheritance. . . . The field of chemical mutagenesis is developing rap-

idly, and is one of the most important factors in environmental pollution.”9 An

article by British geneticist Bryn Bridges (1971:13), originally published in the

Ecologist and later reprinted in the EMS Newsletter, begins, “Environmental

pollution and its attendant hazards are newsworthy, and rightly so. The risk of

genetic damage to man is one aspect, however, which has so far received less

attention than it deserves, at least here in the U.K.”

Another strategy for extending the genetic hazards frame involved a broad-

ranging critique of the social structure of environmental research. In general,
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scientist-activists framed chemical genetic hazards as the direct outcome 

of regulatory inaction, noting that no government regulations required muta-

genicity testing for new or existing chemicals.10 Additionally, however, some

also extended their critique to include a number of underlying social-structural

and ideological factors. 

In the private sector, the economic interests of chemical and pharmaceu-

tical industries, for example, often “led to somewhat restricted approaches to

toxicological problems—narrow questions, narrowly defined, narrowly posed

and often narrowly answered.”11 Direct clients of industry, commercial testing

laboratories suffered similar constraints and generally failed to give the prob-

lem of mutagenicity testing the attention some thought it deserved (Hollaender

1973:232). Further, by restricting outside access to their data, both industry and

commercial testing laboratories blocked regulatory agencies and policy decisions.

In regulatory agencies, the compartmentalization of research on chemical

effects into separate agencies for dealing with the environmental, consumer,

and occupational dimensions of environmental/health problems hampered 

the development of programs to train people who were not engaged in basic

mutation research to conduct mutagenicity tests competently, since “each gov-

ernment agency [thinks] someone else should do it” (Hollaender 1973:232).

Environmental research at the national laboratories, ideal places for intensive

research programs, was similarly constrained by “conflicting regulatory, pro-

motional, and research roles.”12 At universities, traditional departmental struc-

ture impeded interdisciplinary interaction and the efficient and creative use of

their uniquely concentrated resources (Lederberg 1969). 

Finally, scientist-activists argued that institutionalized differences between

“basic” and “applied” science placed limits on environmental research at all of

these institutions, resulting in a piecemeal approach to problem-centered

research (Lederberg 1971; Meselson 1971). In combination, scientist-activists

argued, these structural constraints and their reinforcing ideological divisions

inhibited the free flow of knowledge, data, people, and practices across existing

institutional and also conceptual divides. Promotional texts framed this “artifi-

cial fragmentation” as antithetical to the orchestration of systematic, multidis-

ciplinary attacks on complex problems in the environmental, occupational, and

consumer health sciences.13

Frame Translation

It is important to underscore the depth of the institutional obstacles facing

these scientist-activists. As noted in the previous section, their promotional

texts cited numerous barriers to interdisciplinary collaboration. The scientific

status of genetics added further to the problem. While fast gaining prominence

in American life science, genetics circa 1970 was far from the powerful disci-
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pline it is today. The biotechnologies that have made genetics relevant to nearly

all life science fields today were only beginning to be developed (Kenney 1986);

cancer was not yet understood as a “genetic disease” (Fujimura 1996); and Ph.D.

requirements in toxicology did not typically include genetics courses.14 In effect,

the social structure of research impeded scientist-activists’ attempts to con-

front in chemical mutagenesis “a fantastically complex problem—one that, in

many ways, is nebulous and hideously difficult to come to grips with” (Crow,

quoted in Sanders 1969a:71). Establishing the EMS was one way that scientist-

activists sought to “provide a channel for communication among a wide range

of separate disciplines” (Lederberg 1969). Another related approach for enlist-

ing researchers into the EMS and into genetic toxicology was frame translation.

I borrow the term “frame translation” from Bruno Latour’s (1987:117)

notion of “translating interests” as he uses it to describe processes of fact-

making in technoscience. For Latour, “‘interests’ are what lie in between actors

and their goals, thus creating a tension that will make actors select only what,

in their own eyes, helps them reach these goals amongst many possibilities”

(108–109). Translation is a strategy for gaining position with respect to one’s

colleagues and competitors by reinterpreting others’ interests in terms of one’s

own. Boiled down to its essentials, interest translation involves skillful market-

ing campaigns. In Latour’s classic illustration, in order to “pasteurize” France,

Louis Pasteur had to convince farmers, veterinarians, and eventually the rest of

French society that their interest in controlling anthrax and other diseases would

be best served by believing in him, in his vaccine, and in the microbes that he

had isolated and made visible. To keep French cattle alive, in other words, farm-

ers had to recognize that what Pasteur controlled in his laboratory was indis-

pensable to them (Latour 1988). 

Similarly, frame translation describes a process in which potential sup-

porters’ own specific interests are best served by adopting the same goals or

employing the same practices as movement activists. In genetic toxicology, the

rhetorical influence of frame translation lay in connecting disparate points of

interest and in creating “detours” that made environmental mutagenesis nec-

essary to other scientists’ projects (Latour 1987:116). This process worked in

multiple directions as a strategy for enrolling geneticists in efforts to educate

public health scientists and the regulatory community and as a strategy for

enrolling toxicologists and other health scientists not familiar with mutation

research practices. More than frame alignment and frame extension, frame

translation illustrates how a small group of committed geneticists worked to con-

solidate genetic toxicology as a broadly interdisciplinary science with genetic

theories of mutation at its core. 

The most committed scientist-activists promoted their concerns “abroad”

in forums devoted to medicine, toxicology, cancer research, radiation research,

and reproductive biology and in the NAS. In this subset of documents, frame
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translation processes are particularly evident in scientist-activists’ efforts to

elaborate the interrelationships between mutations (mutagenesis), cancer

(carcinogenesis), and developmental abnormalities (teratogenesis). An essay

appearing in a medical science newsletter argued that “the major effects of

increased mutation rates would be spread insidiously over many generations,

and would include ill-defined abnormalities, such as premature aging, alter-

ations in sex ratios, and increased susceptibility to various diseases, including

leukemia and cancer” (Epstein 1969a:11). At a conference on “Methods for De-

tecting Teratogenic Agents,” Hollaender used the speaking time allotted him as

moderator of a panel session to talk about the problem of chemical mutagenesis

and reviewed three popular methods for the detection of chemical mutagens.15

The most pointed illustration of frame translation I found comes from an essay,

“Chemical Mutagenesis Comes of Age”:

Aflatoxin [a fungus] is teratogenic, carcinogenic and mutagenic; cycla-

mate [a synthetic sweetener] has been shown to induce bladder tumors

in addition to its cytogenetic effects; Captan [an herbicide] was found 

to be teratogenic in laboratory animals and DDT produces tumors in ani-

mals. Although it need not follow that a chemical producing one response

necessarily produces the others . . . there are similarities among agents

that produce hereditary alternations in the information content or dis-

tribution of hereditary material whether the final expression is muta-

genic, teratogenic, or carcinogenic. (Legator 1970:255)

In this passage, Legator is very clearly crafting a “detour” as Latour uses the term:

scientists engaged in problems of tumor induction or birth defects are best

served by paying attention to the work being done by mutation geneticists. Chem-

ical mutagenesis is a research problem that can provide answers to problems of

tumor induction and birth defects. The causes of both are linked to gene muta-

tion and also to environmental chemical pollution.

Frame translation also served a specific mobilizing function that encouraged

cross-disciplinary interaction in laboratory and regulatory practice. The same

essay implores readers to break the shackles of insular disciplinary cultures:

For far too long, toxicologists have concerned themselves with genetic

problems without the needed expertise of geneticists. The problem of

selection of hybrid or inbred strains of experimental animals, the inter-

pretation of results from reproductive, carcinogenicity, or teratology

studies surely requires the expert knowledge of both toxicologists and

geneticists, and their cooperative participation is long overdue. (Legator

1970:255–256) 

A similar dynamic appears in this suggestion that mammalian mutagenicity

testing be made part of the standard repertoire of toxicology screens: “[M]uta-
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genicity tests must be integrated into routine toxicologic practice, even to the

possible future extent of parallel investigations in toxicity, carcinogenicity and

teratogenicity in certain toxicological institutes” (Epstein 1969c:10).

In these and other examples, scientist-activists engaged in frame transla-

tion. Their published and spoken commentary promoted knowledge about

chemical mutagenesis and the technologies that geneticists had developed for

identifying chemical mutagens as enabling the growth of knowledge in other

biomedical and public health fields. They also promoted an understanding of

chemical mutagens as an environmental problem and so encouraged research

and regulatory activism from a wide range of specialists. Genetic toxicology was

explicitly defined in these promotional texts as a broad-scale multidisciplinary

effort to understand, identify, and prevent the long-term genetic deterioration

of human populations. It was framed as a social solution to the institutional

problems—disciplinary, economic, and cultural—that beset the health sciences

and as a scientific solution to the environmental problem of chemical pollution.

As some science studies scholars have noted, translation works in multiple

directions; those doing the translation are also often at the same time being

translated by others (Fujimura 1992; Star and Griesemer 1989). Similarly, frame

translation served an important function in the context of the movement to

establish genetic toxicology by casting doubt on the efficacy of taken-for-

granted disciplinary and other social boundaries separating genetics from pub-

lic health sciences. As a rhetorical strategy engaged to build an interdiscipline,

frame translation attracted outsiders in, but it also urged insiders to step out

into less familiar territory. This dialogical view also underscores the point that

frame alignment is a dynamic interactive process such that “there is no sharp

demarcation possible between beliefs that are ‘within the system’ and those

that are ‘outside the system’” (Tarrow 1992:190). The rest of this chapter builds

on Tarrow’s insight by showing how the genetic hazards frame linked discur-

sively to the broader environmentalist culture from which scientist-activists

drew many of their most culturally salient images, language, and ideas.

Frame Resonance and Environmentalist Political Culture

To attract new adherents and political allies, social movement actors must con-

struct collective action frames that resonate with the audiences they’re attempt-

ing to mobilize (Snow and Benford 1988). For this very practical reason, most

collective action frames are knit from existing cultural resources—the values,

beliefs, and ideas that are embedded in cultural tradition. Collective action

frames are not, in other words, cut primarily from new cloth. Rather, they are

stitched together from the old and familiar. However, frames constructed from

the existing popular culture may reinforce complacency rather than inspire

action to the extent that they embody and reflect normative social arrange-
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ments or status quo sensibilities. In order to provide the emotional or ideolog-

ical inspiration that is often necessary to spur people to engage in social protest,

collective action frames also must incorporate some elements of what Tarrow

calls an “oppositional political culture”—the value sets that are “rejected by

many but are inherited from the society’s tradition of collective action and

opposition” (1992:192). Collective action frames thus embody a relational

process, the weaving together of values, beliefs, and meanings that are both old

and new, mainstream and avant-garde, dominant and subversive.

The genetic hazards frame seems to have enjoyed a relatively high degree

of resonance within the biological and public health sciences communities tar-

geted by genetic toxicology scientist-activists. It is also fairly clear, judging from

the above examples, that the burgeoning environmental movement provided a

“reservoir of symbols” from which movement organizers drew many of the

frame’s ideas and images (Tarrow 1992:197). This claim in itself is not new. The

existence of a connection between the motivations of scientist-activists and

“environmentalism” writ large is taken for granted in insider accounts of the

rise of genetic toxicology (e.g., Prival and Dellarco 1989). In order to understand

why the genetic hazards frame was so effective at arousing interest and inspir-

ing action, however, it is useful to consider in greater detail the factors under-

lying and contributing to this frame’s relative success.

Snow and Benford (1988:207–211) again provide the analytic tools for car-

rying out this task. They have proposed three sets of “phenomenological” fac-

tors that shape a frame’s potential to mobilize constituents. According to their

argument, frames need to be seen by target audiences as having “empirical

credibility”: can the claims posited by the frame be verified? Frames also need

to project a level of “experiential commensurability”: does the frame harmonize

with people’s lived experiences? Finally, frames require “narrative fidelity”: does

the frame “ring true” with existing popular understandings? We can apply these

analytical categories to the genetic hazards frame, doing so in reverse order.

Narrative Fidelity

Rachel Carson’s Silent Spring provided the main narrative for the new environ-

mentalism of the 1960s and the 1970s (Brulle 2000), and her view of chemical

mutagens is instructive. “For mankind as a whole,” Carson wrote, “a possession

infinitely more valuable than our individual life is our genetic heritage, our link

with past and future. Shaped through long eons of evolution, our genes not only

make us what we are, but hold in their minute beings the future—be it one of

promise or threat. Yet genetic deterioration through man-made agents is the

menace of our time, ‘the last and greatest danger to our civilization’” (1962:186).

Silent Spring is a tale of the unintended destruction of natural systems as

the threatened result of corporate nearsightedness and the sometimes willful

ignorance of policy makers and scientists. This storyline also provided much of
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the narrative basis for the genetic toxicology movement.16 “In the past,” wrote

James Crow, “we have been quite reckless in our ignorance. New chemicals

have been widely used long before much was known about their long-term

effects on either man or wildlife” (1971a:105). Pursuing a similar theme, de Ser-

res noted in a speech to concerned citizens, “What supreme arrogance and folly

it would be for us to imagine that we are immune to the dramatic and deadly

consequences of environmental chemical pollution and to sit back and do

nothing about such a serious problem! If we do nothing, we may well find our-

selves in the position of the California Brown Pelican—just another animal

species on the road to extinction!”17 And using a rhetorical style that meshes

almost seamlessly with Carson’s (1962:14) dark specter of “a spring without

voices,” Gary Flamm told a Senate subcommittee that “in the final analysis our

genes are our most important legacy—all else is secondary by comparison—for

if our gene-pools become overloaded and overburdened by deleterious muta-

tions, our future as a species is indeed bleak” (U.S. Senate 1971:29). 

Also like Carson, the genetic toxicology activists who further elaborated the

imperatives set out in Crow’s 1968 article drew rhetorical sustenance from

much older preservationist and conservationist discourses (Brulle 2000). The

preservationist impulse to honor and protect wilderness, in particular, is widely

apparent in the rhetorical construction of human genes as scarce and fragile

natural resources. In their public addresses and writings, geneticists repeatedly

made references to the uniqueness of the human genetic material using lan-

guage evocative of the mid-nineteenth-century romantic ecology of Henry

David Thoreau or the early-twentieth-century pastoral spiritualism of John

Muir (Worster 1994:58, 16–17). “What the public must recognize,” James Neel

told an interviewer, “is that mankind’s most vital asset is not its material wealth

but its germ plasm—the very stuff of life. Since the germinal cells are what

determine the health, intellectual capacity, and all the other prime attributes

of future generations, everything possible must be done to protect those—

humanity’s most precious possessions” (quoted in Sanders 1969a:71). The stakes

in the roulette game that society was unwittingly playing with chemical muta-

gens were such that, as Joshua Lederberg put it, “no one can be totally indiffer-

ent to his responsibility as a vessel of the species, to a role in human evolution

that answers to the most profound religious instincts” (1969). Marvin Legator

reasoned that “the protection of man’s genetic heritage is one of the most criti-

cal issues of our times,” and Gary Flamm warned that “many scientists, partic-

ularly geneticists, are deeply worried whether man’s stewardship over his own

genetic material might not be tragically inadequate” (U.S. Senate 1971:27).18

If genetic toxicology activists took advantage of Carson’s dire predictions of

ecological deterioration that she used to introduce readers to the argument of

Silent Spring as a way of rousing complacent scientists and policy makers, they

likewise adopted the portentous tone with which she ended her book. “We
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stand now where two roads diverge,” Carson observed in the opening paragraph

of Silent Spring’s final chapter: “But unlike the road in Robert Frost’s familiar

poem, they are not equally fair. The road we have long been traveling is decep-

tively easy, a smooth superhighway on which we progress with great speed, but

at its end lies disaster. The other fork of the road—the one ‘less traveled by’—

offers our last, our only chance to reach a destination that assures the preser-

vation of our earth” (1962:244). There is a strong sense of immediacy in the

promotional texts I examined, suggesting that geneticists adopted imagery sim-

ilar to that in Silent Spring in order to create a climate of urgency and a shared

sense of social responsibility to act collectively as scientists to prevent environ-

mental chemicals’ unintended genetic consequences. This is illustrated by the

statements of a number of geneticists who argued that the lack of direct data

pertaining to chemical mutagenicity in humans is “no excuse for doing noth-

ing” (Meselson 1971:xi). “If we do have a serious problem,” urged Frederick de

Serres in a statement that was uncommon only in the intensity of its symbol-

ism, “research programs must be started immediately to determine how best to

preserve the genetic heritage that makes man unique, among all of the animal

species that inhabit this planet.”19 And at a presentation before members of the

American Chemical Society, NIH molecular biologist Ernst Freese pressed the

issue. “We should not wait for decades of statistical evaluation,” he argued, “but

start now to reduce our exposure to potential mutagens—at least until they

have been proved harmless. If the possibility of cancer does not seem threat-

ening enough to everyone, at least young people owe this precaution to their

future children, who should not be doomed to lives devastated by genetic

defects brought about by chemically induced mutations” (quoted in Sanders

1969a:52).

Importantly, this sense of impending and irreversible crisis imbued the

genetic hazards frame with a rhetorical energy that was itself derived from the

same evolutionary perspective that drove Carson’s arguments in Silent Spring.

The book became a foundational text for the new environmentalism of the

1970s because it framed the problem of the environment largely in terms of

long-term, indirect, largely invisible, and unintended effects of chemical pollu-

tion.20 Analogously, the genetic hazards frame fashioned by genetic toxicology

activists less than a decade later was not concerned primarily with the genetic

diseases of the current population—with somatic mutations that manifest in

tumors or with gross chromosomal aberrations that manifest in developmental

abnormalities such as Down’s syndrome. Instead, these geneticists were con-

cerned with the effects of minute recessive mutations that could lie dormant

for generations. As James Neel and Arthur Bloom (1969:1254) reminded their

readers, “If we introduce mutagens into the environment, it is not so much our-

selves as subsequent generations who pay the price.” This is an important

point, which we will revisit in the following chapter as well: the portending
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crisis was not one of this generation but of seven or more generations hence.

Genetic integrity of future populations was the central theme of the genetic

hazards frame. It was one that “resonated” with other scientists, and it was a mes-

sage also that, because its narrative structure was by 1969 largely a familiar one,

was likely to resonate clearly with the environmental movement’s popular base. 

Experiential Commensurability

In contrast, the level of experiential commensurability of the genetic hazards

frame among the general public, as among those audiences it specifically

sought to mobilize, was probably relatively low—this for the simple reason that

most people did not (and do not) consciously experience the effects of germ-cell

chemical mutagenesis. Survey research data from the period does suggest, how-

ever, that public awareness of environmental problems more generally was

increasing (Dunlap 1992:91–96). In the years following the 1962 publication of

Silent Spring, fish kills, the disappearance of wildlife, ecological damage to lakes

and streams, acid rain, brown clouds, and outbreaks of mysterious livestock and

human illnesses in countries around the world belied a widening “circle of evi-

dence” reported in the popular and scientific press that lent support and

urgency to Carson’s claims (Graham 1970:95; Cairns 1968; Henry 1971; Wit et al.

1970; for a general survey of environmental ills, see Hayes 1987). The genetic

effects of chemicals in the environment further expanded the circle. The FDA’s

decision in 1969 to ban the artificial sweetener cyclamate was one of the more

highly publicized actions taken to restrict the use of known mutagens (Epstein

et al. 1969; Turner 1970). There also appeared newspaper and trade journal articles

covering topics such as the mutagenicity of gasoline additives and pharmaceu-

tical and recreational drugs (Sanders 1969b; Schmeck 1970b). Another report

noted advances in new methodologies for monitoring human populations for

increases in the rate of mutation (Schmeck 1970a). The media attention given

mutagenic chemicals during this period meant that the general public had at

least some occasional indirect knowledge of their deleterious effects. 

In the scientific community, and specifically among research biologists, the

level of experiential commensurability with environmental mutagens can be

assumed to have been somewhat higher in the sense that the vast majority of

the plants, insects, microorganisms, and animals that populated biology labo-

ratories were the living results of chemical or radiation mutagenesis. And for at

least the few geneticists who ventured into the natural environment for field

research, their experiences with “environmental” mutagenesis were still more

direct. Geneticists at the Oak Ridge National Laboratory, for example, obtained

funds from the National Science Foundation Environmental Studies Program to

study the effects of mercury contamination in the nearby Boone Reservoir

(Malling et al. 1970). For others, environmental contaminants came (uninvited)
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to them. At Brookhaven National Laboratory, the accidental release of muta-

genic chemicals into a greenhouse filled with Tradescantia plants provided

geneticists there with the opportunity to observe a “natural” experiment (Sparrow

and Schairer 1971).21

For most people, scientists and nonscientists alike, the commensurability

of the genetic hazards frame might be described more accurately as “vicarious”

rather than “experiential.” In the main, environmental chemical mutagenesis

was lived through the scientists who produced the studies and was filtered once

again through the media. It is thus telling that genetic toxicology activists seem

to have made some effort to bring their audiences closer to their mutation

research laboratories by using imagery in their promotional texts that readers

could relate to as both familiar and tragic. They did so by drawing analogies

between environmentally induced mutation in humans and various other well-

known environmental catastrophes. Three events stand out: the increasing rate

of birth defects, the thalidomide tragedy of the early 1960s, and the various fish

kills disrupting lake and river ecology in the United States and Europe (e.g.,

Legator 1970). 

What is interesting about all of these examples is that, while a clear rhetor-

ical connection is being drawn between these publicly salient catastrophes and

the essentially invisible problem of environmental mutagenesis, none of the

former could be specifically and directly attributed to deleterious mutations.

Rising rates of birth defects say little about their specific causes, which might

arise from gene mutations but also might not. Thalidomide, for example, turns

out not to be mutagenic at all, operating instead as a teratogen to disrupt fetal

development (Sanders 1969a:54). And while mercury and the industrial and

agricultural chemicals responsible for fish kills were indeed found to be muta-

genic, it was their acute toxicity as poisons and not the disruption of DNA base

pairs that resulted in the sudden death of fish populations. Nevertheless, these

comparisons facilitated the link between the visible manifestations of environ-

mental contamination and the largely invisible and long-term dangers of germ-

cell chemical mutagenesis. That a level of commensurability with the genetic

hazards frame existed at all says less about people’s direct phenomenological

experiences with genetic disease and more about genetic toxicology activists’

efforts to construct a vicarious connection between existing and potential envi-

ronmental tragedies.

Empirical Credibility

The promotional texts make clear that while relatively few chemical com-

pounds had actually been tested for mutagenicity, enough data had accumu-

lated to suggest that the potential for grave genetic hazard existed. Indeed, one

of the main missions of these texts was to summarize and interpret the avail-
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able evidence.22 Based on the data at hand, four conclusions were routinely

drawn:

1. Several workable mutagenicity bioassays existed. These were imperfect, to

be sure, but improvements were under way, and new bioassay systems were

in development.

2. Using these systems, geneticists had identified several classes of chemicals

that were mutagenic at given concentrations. 

3. Many of the chemicals found to be mutagenic in laboratory tests were used

in agriculture and industrial manufacturing and were present in consumer

goods and pharmaceutical drugs. 

4. Chronic exposure to a wide array of chemical mutagens by large numbers

of people was nearly certain.

These claims seem to have engendered considerable authority; I found no evidence

that geneticists or any others questioned their basic validity.

Other claims that scientist-activists advanced as part of the genetic hazards

frame, however, were considerably more susceptible to challenge. One issue

that weakened the frame’s empirical credibility involved questions concerning

the load of human mutations. Was the rate of mutations in the human popula-

tion actually increasing? Many scientist-activists suggested that it was. An

increasingly mutagenic environment, they argued, in combination with the

slowing down of natural selection through medical advances (that enabled

people born with genetic disease to survive to reproductive maturity), virtually

ensured an increase in the mutational load. This argument appears often in the

promotional texts I examined, and the consistency of its rhetorical logic is

impressive (e.g., Crow 1971b; Lederberg 1970; Legator 1970; Neel and Bloom

1969). However, scientist-activists could offer no empirical evidence confirming

their theory. The necessary data did not exist for anyone to know with any

degree of certainty whether the human mutation rate was in fact on the rise.

And even if the data were to become available, “the problem of pinpointing the

responsible agent,” Neel and his colleague Arthur Bloom pointed out, would

remain “formidable” (1969:156).

Another area of ambiguity in the genetic hazards frame involved the rela-

tionship between mutagenicity test results and human genetic health. “As far as

chemical mutagenesis in man is concerned, we can at present only conjecture

by analogy from results obtained in microorganisms, plants, animals, and cell

cultures” (Ernst Freese, quoted in Sanders 1969a:52). Were the results of labo-

ratory tests meaningful with respect to humans? What, if anything, did muta-

genicity data from a bacteria bioassay tell scientists about genetic risk in

people? Here, too, scientist-activists lacked the data needed to answer these

questions with confidence. At the center of this debate was the issue of how far

one might push inferences about the effects of genetic insults in one organism
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based on research conducted in another. I call this the “problem of extrapola-

tion.” It was in some ways even more intractable than the problem of measur-

ing mutation rates. 

The technical dimension of the extrapolation problem hinged on mutagen

specificity. As we saw in Chapter 2, mutagen specificity refers to the fact that a

single mutagen can cause “an almost infinite range of effects” depending on the

organism, the method of delivery, the length of exposure, the concentration of

dose, metabolic functions, and any number of other factors (Sanders 1969a:62).

In an earlier context, the specificity of chemical mutagens was touted by some

research geneticists as preferable to radiation as a research tool because of the

greatly enhanced variations that could be achieved and the opportunities they

offered for comparative research. In the more politicized context of the genetic

toxicology movement, mutagen specificity presented a major, multidimen-

sional stumbling block for scientist-activists promoting policy-relevant

research on environmental genetic hazards. There were two underlying dimen-

sions to the problem, one economic and one moral.

The infrastructure of mutation research provides an economic backdrop

for understanding the problem of extrapolation and the dilemma it posed to

the empirical credibility of the genetic hazards frame. The sunk costs of muta-

tion research in terms of skill sets, procedures and experimental protocols,

technologies, and experimental design all favored continuing to add incremen-

tally to the knowledge base using existing resources. Chemical mutagenicity in

humans was not a major component of the mutation research infrastructure,

which instead was organized for the study of nonhuman standardized organ-

isms such as microorganisms, plants, insects, and mice. From an economic stand-

point, making small adjustments in existing research practices served geneti-

cists’ professional interests far more than the prospect of instigating the major

changes to their established research programs it would have taken to retool

their laboratories and acquire new skill sets for studying germinal human

mutations. 

More important, however, were the moral implications of in vivo muta-

genicity testing on human subjects. As well as being highly impractical, geneti-

cists considered exposing living humans to potentially dangerous chemicals for

experimental purposes morally unacceptable (Sanders 1969a:56).23 Population

geneticists interested in the question had for some time relied on epidemio-

logical methods to study human groups that shared some interesting genetic

trait (Neel 1970) or who had experienced some specific mutagenic insult, such

as the atomic bomb survivors at Hiroshima and Nagasaki (Neel and Schull

1956). These indirect methods of collecting evidence on human germinal muta-

tion were quite limited in the level of precision they afforded as well as requir-

ing “an extensive surveillance network” (Neel and Bloom 1969:156). Mutagenicity

tests conducted in vitro provided another option that could be used as surro-
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gates for in vivo tests. But these, too, were hampered by the problem of extrap-

olation. How can one be sure that a chemical testing positive in a bioassay of

somatic human white blood cells, for example, will act the same way on human

germ cells? Do tests of chromosome breakage reflect an accurate measure of the

risk of point mutations (Sanders 1969a:58–59)? In sum, anything shy of in vivo

tests in humans was susceptible to the charge of overinterpretation of the avail-

able experimental data. These vulnerabilities set up an interesting puzzle.

A Green Eugenics?

The correspondence of the genetic hazards frame with the symbols and inter-

ests of the nascent environmental movement is an important part of the expla-

nation for the frame’s resonance and subsequent success at mobilizing a critical

mass of concerned scientists, administrators, and policy makers. But as we have

just seen, the frame had its weak spots, particularly with respect to the author-

ity of some of its more central empirical claims. The mobilizing power of envi-

ronmental symbolism does not in itself sufficiently explain the ideological

persuasiveness of the genetic hazards frame, particularly with respect to those

potential adherents who may have mattered most: other research geneticists.

Moreover, as shown in the previous chapter, the core activists of the

genetic toxicology movement—many of whom authored the promotional texts

examined in this chapter—were seasoned scientists with solid reputations and

records of research; they were not upstart environmentalists. With the minor

exception of a few oblique references to student demands for university respon-

sibility and the social and environmental implications of science and technol-

ogy, there is little evidence that scientist-activists publicly aligned themselves

with environmentalist or other “counterculture” movements.24 Nor does the

historical record suggest that most of these scientist-activists were generally

committed to the larger political aims of the environmental movement per se.

Rather, for most, their activism as scientists was highly specific to environmen-

tal chemical mutagens. In other words, deeply held individual commitments to

environmental activism also do not explain why the genetic hazards frame

seems so successfully to have fanned the flames of public interest science among

established biologists.

The frame’s subtle rhetorical symbiosis with the language of eugenics, how-

ever, may provide an additional important clue. There is evidence to suggest

that the genetic hazards frame succeeded in part because it effectively dressed

up old eugenicist fears of genetic degradation in the symbolic mantle of envi-

ronmentalism, giving political vitality to a tired and suspect cause.

The connections linking the eugenics movement to both leftist and con-

servative geneticists in the United States are well established (Kevles 1985; Paul

1984, 1995). In the aftermath of the Nazi atrocities committed during the Sec-
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ond World War, the eugenics movement in the United States fell into wide-

spread disrepute, with most geneticists distancing themselves from the racism

the movement had come to symbolize (Paul 1987). There remained some, how-

ever, who insisted that eugenics contained a “rational core” that continued to

merit scientific attention (Paul 1995:125). Several scientist-activists involved in

chemical mutagenesis research and in the genetic toxicology movement were

among them. James Neel was one student of human genetics who remained

adamant that “good” eugenics could be distinguished from “bad” (124). Crow

and Lederberg were two others. “How soon and to what extent should man start

to intervene in his genetic future?” asked Crow in a 1965 article on genetics and

medicine (371). Several of Lederberg’s “Science and Man” columns address the

relationship between heredity and social progress. In one written shortly after

H. J. Muller’s death, titled “A Test Tube Daddy,” Lederberg (1967) asked his read-

ers, “If genetic betterment can contribute [to societal well-being], how can we

refrain from seeking it?” Technical advancements encouraged the view that

genetics’ main contribution to society lay in improving the gene pool (Son-

neborn 1965). By the late 1960s, molecular biology was ripe with promises of

future opportunities for “genetic engineering” on a scale never before possible

and which no doubt fueled these scientists’ barely tempered enthusiasm. “I

have one conviction,” Crow continued,

It is high time that the social implications of our genetic knowledge be

discussed. Early eugenics was crude, oversimplified, and got confused in

various dubious (and in some cases disastrous) political movements. I

hope we are ready for a more mature consideration of eugenics and

euphenics as complementary possibilities. It may well be that the second

century of Mendelism will mark the beginning of a serious and informed

consideration of the extent to which man can and should influence his

biological future, with full deliberation on both the opportunities and

the risks. (1965:372)25

Crow’s statement supports historian of science Daniel Kevles’s (1985) sugges-

tion that eugenics did not so much disappear in the 1960s and 1970s as get rein-

vented. He and others have argued that the ideological imperative driving the

reform eugenics movement was using genetics for human betterment and that

this became in the 1960s the leitmotiv of the field of medical genetics. While

their medical goals included genetically engineering cures for diseases such as

Tay-Sachs or sickle cell anemia, genetic counseling rather than gene manipula-

tion was touted as the most technically and politically feasible eugenics pro-

gram (Crow 1965; Lederberg 1963a; Muller 1963, 1965).26

Despite the widespread sense of vast technological possibility (much of it

imagined), the racist backdrop of genetic engineering provided little political op-

portunity in the era of civil rights for geneticists to push their social educational
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programs at a national level. In contrast to these geneticists, public enthusiasm

for genetic counseling remained muted. “If we really want to change the human

population by genetic means, [genetic counseling] is the most likely to succeed.

But it is much less clear what society or the individuals comprising it want to

do. There is no groundswell of public opinion in favor of doing anything by way

of positive eugenics” (Crow 1965:372).27 Yet at precisely the moment that a

social consensus was emerging that reproductive decisions were the responsi-

bility and right of individuals, not society (Paul 1995:129–130), another consen-

sus was emerging that environmental problems increasingly required state

intervention. Politicians and federal agency directors responded to the

demands of environmental organizations with a series of environmental regu-

lations institutionalizing the state’s commitment to environmental protection

and regulation (Hayes 1987). These state-sponsored reforms meshed neatly with

geneticists’ own technocratic interests and recommendations for attacking the

problem of chemical genetic hazards, as spelled out clearly in “Chemical Risk”

(Crow 1968). 

In this context, environmentalism provided an ideological discourse in

which geneticists could effectively express their evolutionary concerns. The

promotional texts examined in this chapter demonstrate how geneticists’ rhet-

oric interwove their long-held concerns about the social costs of genetic disease

with newer concerns about the genetic costs of environmental pollution.

Genetic disease and environmentally induced mutations were posed as mirror

images of one another: the former provided a concrete picture of long-term

decline involving “a general weakening of the species, a borderline state, in

which humans become less healthy and the race loses vitality,” while the latter

provided an explanation of “the consequences of the present load of genetic

damage in the human population or the implications, for all of us, if this load

of genetic damage were to increase.”28

The goal of the new eugenics in improving the human genetic condition

and the goal of the genetic toxicology movement in preventing further genetic

damage were complementary, in both scientific and political terms. The blos-

soming environmental movement provided the symbolic resources to recast

eugenics rhetoric in a language that was palatable to the increasingly race-

conscious middle-class public that formed the environmental movement’s popular

base. And simultaneously, the framing strategy lent a mantle of legitimacy and

professional credibility to a new and decidedly lower-status “environmental

health” science in a way that would attract geneticists committed to fundamen-

tal research. To wit: “Will future generations regard our generation somewhat

as we do the pioneers who destroyed our forests and wild life—as geneticists

without the wisdom and courage to look to the future?” (Crow 1965:372). Here,

the geneticist and the new environmentalist share a common purpose in the
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protection of nature. The genetic hazards frame ultimately drew its rhetorical

energies from the melding of evolutionary concerns well known to geneticists

and the environmental movement’s preservationist ethic to create a cohesive

symbolic package that appealed to biologists and nonbiologists alike.

Conclusion

This chapter has focused on the role of ideas—their packaging and transmis-

sion—in the emergence of an interdisciplinary genetic toxicology. Scientist-

activists’ efforts to redefine chemical mutagens as environmental problems

relied heavily on a rhetorical campaign played out in published editorials and

essays, public lectures, professional symposia, and congressional hearings.

Building the case for genetic toxicology before diverse audiences of potential

supporters involved amplifying, extending, and translating a set of collective

action frames that described synthetic chemicals in the human environment as

genetic hazards. Frame amplification highlighted distinctions between causes

(chemical and radiation mutagenesis) and between effects (mutagenicity and

toxicity) to underscore the empirical significance of environmental mutagens.

Frame extension broadened the scope of the genetic hazards frame to encompass

an array of disciplinary interests and to identify institutional factors impeding

interdisciplinary collaboration. Frame translation linked distinct physiological

processes (mutagenesis, teratogenesis, carcinogenesis) to make genetic knowl-

edge and experimental practices indispensable to toxicologists, pharmacolo-

gists, and others in the biomedical and public health sciences.

But all the tactical frame alignment in the world would have been useless

had the problem of environmental mutagenesis and the solution of genetic tox-

icology been framed in ways that did not resonate with intended audiences. As

a condition of collective action framing, resonance can be particularly difficult

to achieve when the empirical credibility of the problem itself is in doubt. This

was the situation scientist-activists faced in 1969. While accumulating evidence

that environmental mutagens were damaging the genetic material of bacteria,

yeast, and fruit flies, there was almost no direct evidence that these same muta-

gens posed similar threats to humans. To counteract this limitation, scientist-

activists grounded their arguments in broader social and political culture,

imbuing chemical mutagens with emotionally intense environmental rhetoric.

They adopted from Silent Spring a narrative structure familiar to environmen-

talists and an increasingly environment-minded public, casting the problem of

environmental mutagenesis as an unintended consequence of scientific progress.

Like Rachel Carson’s, their story was also one of invisible dangers, urgent needs,

and collective resolve leading to societal and scientific redemption. By making

connections between the still hidden tragedy of environmental mutagens and
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several more visible and highly publicized disasters, scientist-activists brought

the potential public health threats posed by chemical mutagens closer to non-

biologists’ experiences with environmental tragedy. And by constructing frames

that interwove the geneticists’ evolutionary and reform-eugenic concerns with

the preservationist spirit of the new environmentalism, their symbolic packaging

of genetic toxicology also inspired focused action from mainstream biologists.
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6

Organizing a Scientists’ Movement

[The EMS] doesn’t advertise itself by name as being a place for molecu-

lar biology. . . . [I]t is more a green organization, an environmental advo-

cacy group. 

—Interview (1997)

An important distinguishing feature in genetic toxicology’s historical devel-

opment, as compared to genetics, biology, or even biochemistry, was the insti-

tutional context of its emergence. The basic biological disciplines that arose in

the United States in the early twentieth century took their initial form in aca-

demic settings—private research universities, land-grant universities, and med-

ical schools (Benson et al. 1991; Kimmelman 1987; Kohler 1982). In contrast,

genetic toxicology grew out of the scientific laboratories, advisory boards, and

regulatory bodies that made up the federal system of science.

Although momentum was building, chemical mutagenesis circa 1960

remained a highly decentralized genetics subfield. Efforts at interlaboratory

coordination were rare, and experimentation was largely ad hoc. Research on

what would come to be called “environmental” mutagenesis did not gain an

institutional foothold at Oak Ridge until the mid–1960s, with the center of grav-

ity shifting to NIEHS around 1973. These two institutions served as dual anchors

for environmental mutagenesis research and test development during genetic

toxicology’s formative years. Importantly, the field remained anchored in fed-

eral science institutions as genetic toxicology expanded in the 1970s, its insti-

tutional moorings growing largely within the federal health science system—for

example, at the EPA, NIOSH, and the FDA’s National Center for Toxicological

Research. Thus, while university scientists played vitally important roles in

genetic toxicology’s development from the very beginning, university depart-

ments did not. 

This had important implications. Disciplines based in university depart-

ments propagate and maintain a skilled labor force through their institutional

mandate to provide graduate-level education and research training. For sci-

ences based in the federal government, whose missions, generally speaking, are

not to train new scientists but to tackle research problems (whether basic or



applied) that are deemed nationally important, the social reproduction of sci-

entists is a problem whose solution is not nearly so clear-cut.

If, as Robert Kohler (1982:8) and others have argued, university depart-

ments function as the organizational building blocks that “embody and perpet-

uate disciplines,” how are disciplines built without them? Put another way, for

sciences that emerge out of institutional contexts other than research universi-

ties, what social forms accomplish the work of departments? Founding univer-

sity departments or, for that matter, creating concentrations of research groups

within existing departments was not a prominent institutionalization strategy

in genetic toxicology; creating new organizations to do the work of departments

was. Indeed, it is not overstating the case too much to say that, by and large, organ-

izations organized genetic toxicology. 

In the absence of both a technically trained labor force and market-creating

legislation (which would be a result, not a cause of scientist collective action),

scientist-activists built genetic toxicology from the ground up. They did so by

creating mechanisms for recruiting and training scientists, coordinating

research, standardizing tools and practices, and public outreach and education.

As often as not, these tasks were accomplished collectively, through voluntary

associations. Formal organizations played a critical role, as suggested by the for-

mation of no less than nine national or international environmental mutagen

societies between 1969 and 1976 (Table 6.1). Less formal committees and ad hoc
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TABLE 6.1

Environmental Mutagen Societies, by Year Established

Society Name Year Established

U.S. EMS 1969

European EMS 1970

Japanese Environmental Mutagen Study Group 1971

Environmental Mutagen Research Society (Germany) 1971

Gruppo Italiano Mutageni Ambientali organized as a 1971
national section of the EEMS

Section of Environmental Mutagenesis of the Czechoslovak 1972
Biological Society formed as a national section of the EEMS

International Association of Environmental Mutagen Societies 1973

Section on Environmental Mutagens formed within the 1975
Hungarian Society for Human Genetics

EMS India 1976



groups of various sorts also accomplished much of the data gathering, planning,

and organizational work required of the movement.

The strategy that evolved, in essence, was a “grassroots” approach to inter-

discipline formation. In using this term, I do not mean to imply that the scien-

tists’ movement that established genetic toxicology was antiestablishment or

that it involved marginalized groups. Rather, interdiscipline building in genetic

toxicology was grassroots in the sense that it was built by individuals organized

into voluntary associations. Encouraged by the political and structural condi-

tions of their research, scientist-activists created new organizations and modi-

fied existing ones. To do so, they often exploited preexisting communication,

funding, and research networks—the “mobilizing structures” of the genetic tox-

icology movement (Tarrow 1998:22–23). They forged new social relations, enrolling

chemical and drug companies, U.S. senators, pharmacologists, and research

biologists. And perhaps most important of all, they transformed their research

tools into research problems by reconfiguring the production logic of mutation

genetics. The organization of collective action and the coordination and design

of laboratory research fused together. For a short time, at least, doing science

and doing politics became one and the same thing. In the United States, that

process more or less began with the creation of the EMS.

Alexander Hollaender and the Origins of the EMS

The historical details of the EMS’s founding are, for the most part, unremark-

able. Much of that history has already been alluded to in previous chapters, and

the basic facts are contained in the published record. It is, at root, a story of

social connections. 

The idea to form a society dedicated to “the study of mutagens in the envi-

ronment” seems to have originated sometime in 1968 among a small group of

“geneticists and toxicologists.”1 This cadre included Alexander Hollaender (Oak

Ridge), Samuel Epstein (Harvard Medical School), Marvin Legator (FDA), Matthew

Meselson (Harvard), Ernst Freese (National Institute of Neurological Diseases

and Stroke), James F. Crow (Wisconsin), Warren Nichols (Institute for Medical

Research), and several mutation geneticists working in Hollaender’s Biology Divi-

sion at Oak Ridge, in particular Ernest Chu, Heinrich Malling, and Frederick de

Serres.2 Hollaender was the central node in this social network. 

Insider accounts invariably point to Hollaender’s oversized personality and

his semiauthoritarian management style when assessing his role as a driving

force in creating the EMS. There is little doubt that in this and other scientific

ventures in which he was involved, Hollaender’s charismatic leadership was a

factor that must not be overlooked.3 His social location, professional status,

administrative experience, and the subsequent legitimacy he lent to the incip-

ient movement, however, were also critically important.
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As noted in earlier chapters, Hollaender was an accomplished and influential

science administrator with established links to high-ranking public officials in

Washington, the AEC, and the NAS. But his connections were also international.

Hollaender was a habitual traveler, as his voluminous travel reports for the

Biology Division attest.4 His excursions to attend scientific conferences, plan-

ning meetings, and training symposia frequently took him not only to Western

Europe but to Asia and Latin America as well. Indeed, the state of biology in

developing countries was one of Hollaender’s many pet concerns, and he

actively promoted the international exchange of biological information, most

notably by organizing the internationally famous Gatlinburg Symposium on

Radiation Biology, by bringing dozens of foreign visiting scientists and postdoc-

toral fellows to study at Oak Ridge, and by organizing symposia and training

workshops in developing countries (Setlow 1968:512).5

Hollaender’s cosmopolitan view of science education paralleled in scale

and scope his outlook on the biological sciences more generally. The Big Biol-

ogy character of his administrative accomplishments are most clearly manifest

in the research and training programs he worked to initiate at Oak Ridge.6 Most

notably, the research Hollaender organized at the Biology Division emphasized

the study of mutation and nucleic acid chemistry well before molecular biology

defined DNA as the primary unit of inheritance (Setlow 1987:1; von Borstel and

Steinberg 1996:1052). Other local projects that stand out are the initiation of

large-scale mammalian genetics experiments at Oak Ridge conducted in facili-

ties that by 1965 housed some 250,000 laboratory mice (Johnson and Schaffer

1994:114). The establishment of the University of Tennessee—Oak Ridge Gradu-

ate School of Biomedical Sciences in 1965 was another local hallmark for which

Hollaender could take significant credit.7

In addition to his organizing and planning activities at Oak Ridge, through-

out the 1950s and 1960s (and beyond) Hollaender was involved in numerous

national- and regional-level planning projects in the biological sciences (Setlow

1987:3). For example, he was instrumental in the 1950s in founding the Radia-

tion Research Society (1952) and the Comité International de Photobiologie

(1954). In the mid–1960s Hollaender helped organize a NAS steering committee

“to plan the future of biology for the next twenty years.”8 And consonant with

the establishment of the EMS, Hollaender was working to get biologists involved

in studying environmental problems. Projects of this sort, in addition to the

EMS, included working to establish regional “environmental science centers” in

several major U.S. cities, setting up the Anderson Foundation Lectureship in

Environmental Sciences, and working with World Health Organization officials

to develop a “World Health Research Center.”9

In short, by 1969 Hollaender had accrued extensive experience in organiz-

ing scientific research and education in a variety of forms. These programs were

invariably enabled by and reflect the development of expansive professional
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networks that included access to funding agency directors inside and outside

the federal government. Hollaender not only possessed more than sufficient

know-how and social connections necessary for initiating the movement to

constitute genetic toxicology, he had access to another highly valuable organiz-

ing resource: time. 

After stepping down as Biology Division director on January 31, 1966, Hol-

laender continued to work at Oak Ridge in the position of senior research

adviser “with responsibilities for all international activities, symposia, and

other outside activities.”10 That is, he was paid to organize scientists.11 Hollaen-

der’s social location could hardly have been better suited for the task at hand.

It was Hollaender’s social capital, and not simply or only his personal charm or

iron managerial hand, that makes him the central figure in this story. 

And yet, one may ask, could someone less well positioned than Hollaender

have generated the energy and resources necessary to create the EMS and

thereby jump-start the genetic toxicology movement? The answer is almost cer-

tainly, “yes.” If anything, it must be said that, relative to many of his other

accomplishments, spearheading the drive to create the EMS was small potatoes.

All that was really necessary was the tacit support of enough research scientists

to justify the project, a small stipend to cover their limited expenses, and a

lawyer to draw up a constitution and bylaws and file for tax-exempt status. A

hastily constructed survey on the need for a new society took care of the require-

ment for collegial approval.12 An endowment of 110 shares of Atlantic Richfield

stock that Hollaender procured from friends at the Anderson Foundation pro-

vided the financial backing.13 And Hollaender’s lawyer in Washington, D.C.,

supplied the legal expertise. Getting the EMS started was simple enough. Grow-

ing an interdisciplinary science into something called genetic toxicology, how-

ever, presented a different set of organizational challenges. 

The EMS as a Boundary Organization

The challenges facing the EMS during its early years were formidable, and the

organization consequently wore many hats. Like most formal organizations

(Powell and DiMaggio 1991), the EMS prescribed rules for membership, gover-

nance, and relations with other organizations and individuals. And like most

scientific societies (Whitley 1984), the EMS served as an organ for institutional-

izing scientific communication through the publication of a newsletter and the

organization of annual meetings. The EMS also went some way beyond these

pro forma social functions. As a mechanism for organizing data collection and

methods development, for example, the EMS was itself very much involved in

constructing the knowledge base and research infrastructure needed to sustain

and buttress genetic toxicology. This was accomplished in part by setting up

and sponsoring the EMIC and the publication of a ten-volume monograph
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series published between 1971 and 1986 called Chemical Mutagens: Principles

and Methods for Their Detection. The EMS also took on a considerable amount

of work often relegated to university departments in organizing and sponsoring

workshops and short courses in the principles and methods of mutagenicity

testing in order to create a trained labor force in genetic toxicology. Amid these

various roles and functions swirled an apparent contradiction.

Organizational success depended largely on the level of credibility that the

EMS was able to foster among its members, patrons, and consumers of genetic

toxicology information in industry, government, and universities and among

the general public. Building an interdisciplinary research community, a stable

funding base, and a market for genetic toxicology information and practices—

all interrelated goals—required the transcendence of partisan interest politics.

It became incumbent upon EMS officers and council members to elaborate a

vision of genetic toxicology amenable to diverse and often competing interests

that were bound to surface at the crossroads of university, government, and

industry science; the EMS itself had to remain above politics. 

On the other hand, success in the substantive goals set out by the EMS—

essentially changing the way mutation research was done, by whom, and for

what purposes—relied heavily on overt political rhetoric and action. Scientist-

activists sought to challenge the basis of federal chemical regulatory policy by

refocusing legislative attention on the genetic impacts of environmental chem-

icals. As we saw in the preceding chapter, they did so in part by interpreting

genetic toxicology in moral and political terms as an issue of scientist, corpo-

rate, and government responsibility for the protection of the public health and

the preservation of genetic integrity. Encompassing the dual tasks of creating

the research infrastructure for the production and dissemination of genetic

toxicology information and raising the political saliency of chemical genetic

hazards, the EMS functioned simultaneously as a professional scientific society

and as an environmental movement organization. How was the EMS able to suc-

cessfully engage both its scientific and political missions without undermining

either?

Recent research on environmental “boundary organizations” offers a

framework for making sense of this dilemma (Guston 2001). As defined by

David Guston (2000:30), “boundary organizations are institutions that straddle

the apparent politics/science boundary and, in doing so, internalize the provi-

sional and ambiguous character of that boundary.” Boundary organizations are

seen as important institutions in that they create stability across the social

worlds of science and politics, in part by facilitating the flow of knowledge or

information between them.14 To the extent that this general model treats sci-

ence and politics as relatively undifferentiated spheres of social interaction

(Miller 2001:483), the EMS provides an opportunity to examine how disciplinary

differences within science influence the behavior of boundary organizations.
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Emerging as the central organizational actor in the movement to create

genetic toxicology, the EMS embodied not one kind of boundary but many (Fig-

ure 6.1). Boundaries, whether conceptual, methodological, occupational, disci-

plinary, or institutional, may be understood in this case as features of the

scientific landscape that, from the perspective of EMS scientist-activists,

impeded a systematic attack on the problem of environmental mutagens. As

one of the central mechanisms created to organize and engage that attack, the

EMS did less to clarify and stabilize boundaries than dissolve them. Overcom-

ing taken-for-granted divisions and finding common purpose among disparate

knowledge communities were arguably the EMS’s most significant achieve-

ments. In its capacity as a boundary organization, the EMS regulated the mix of

science and politics flowing in and out of genetic toxicology. 

Making conceptual sense of these blending processes requires grappling

with the complex analytical problem of how different kinds of politics and dif-

ferent ways of legitimating scientific work intersect along different (internal-

ized) boundaries. It also requires that we not assume that all boundaries are

created equal but rather that some kinds of boundaries are more important
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and/or more impervious to crossing than others. In the case of the EMS and

genetic toxicology more generally, boundary reordering often involved a two-part

strategy in which strict demarcations along certain boundaries were maintained

in order to subvert or loosen others. Social boundaries are relational achieve-

ments (Gieryn 1999). In order to dissolve some, others have to be reinforced. 

To demonstrate how this worked, I present two illustrative examples. The

first shows how the EMS specified its area of research interest, setting “envi-

ronmental mutagenesis” off from other adjacent cognitive and methodological

domains. In shoring up the boundary demarcating its scope of research inter-

est, the EMS was able to overcome other barriers keeping geneticists and toxi-

cologists apart. In the second example, I show how the EMS took measures to

demarcate a boundary between science and politics, positioning itself on the

science side of that line. By establishing a public face as a scientific research

society whose task it was to provide impartial information to any and all inter-

ested parties, the EMS was able to incorporate a new politics into the production

logic of mutation research. In this example, keeping favoritism and environ-

mentalism out of the EMS was a strategy for institutionalizing a new order into

mutation research. The resulting reconfiguration of these boundary maneuvers

was a thoroughly politicized form of mutation research called genetic toxicology.

Controlling Mutagenesis

According to Kelly Moore, boundary organizations “provide both an object of

social action and stable but flexible sets of rules for how to go about engaging

with that object” (1996:1598). The EMS was quick to demarcate its scope of research

interest by defining “environmental mutagenesis” as its object of action. It proved

to be a useful strategy for negotiating several boundaries.

By 1969, “mutagenesis” described a relatively well defined set of genetic

processes at the empirical center of the newly emerging field. Mutagenesis also

defined an important part of the genetics material culture, resembling what

Joan Fujimura (1996:5) calls “theory-methods packages.” These consisted of a

set of interconnected biochemical theories about how and why chemicals and

radiation induce genetic mutations and mutagenicity bioassays and experi-

mental protocols for “realizing, materializing, testing, exploring, and adjusting

the theory.” These packages structured scientist-activists’ relationships to the

material culture of mutation research, to one another, and, on occasion, to policy

makers. Thus the term “mutagenesis” implicated an entire menu of loosely con-

nected practices, concepts, materials, technologies, and people—geneticists

and toxicologists and sometimes legislators—for inducing and interpreting

mutational change in laboratory organisms and for extending that knowledge

into other disciplines.
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To better appreciate the important role that the EMS played in renegotiat-

ing disciplinary boundaries, it helps to recall that at the time there were no

inherent technical or theoretical reasons why EMS Council members chose to

restrict its focus on chemical effects research to the genetic level. Nothing pre-

vented the EMS from adopting a different name to reflect a broader approach.

Indeed, some members of the EMS Council favored it. Suggestions to widen the

scope of the society to include “environmental effects other than the purely

genetic,” or “chronic biological effects,” or, more specifically, teratogenicity and

carcinogenicity came up in several discussions during EMS executive, business,

and council meetings in 1970. During these conversations, however, council

members voiced concern that “such expansion might dilute the genetic thrust

of EMS,” and the issue was repeatedly tabled.15 As this quote suggests, restrict-

ing the EMS’s field of interest to mutagenicity involved more than simply tak-

ing advantage of the then-available concentration of expertise in mutation

research. At stake was the integrity of the mutagenesis theory-methods package

that provided the methodological rules for engaging environmental mutagens.

As Hollaender urged in one essay written in 1970, “The methodology does exist

to solve the problems of environmental pollution. All that is needed is coordi-

nation among scientists and institutions and sustained financial support.”16

The decision to adopt the qualifying term “environmental” as a means of

identifying both the new society and the field of research it represented impli-

cated at least three other boundaries. First, the term effectively politicized

mutation research. In interviews, scientists admitted that the decision to incor-

porate the word “environmental” into the name of the society was an ad hoc

one based mainly on the recognition that the environment had become a hot-

button issue. “It was a fashion. It was one of those trendy words,” one scientist

told me.17 But it was also a political strategy. In an era of rising ecological aware-

ness, enrolling the environment was a way to attract attention and, hopefully,

support. Second, the term distinguished work promoted by the EMS from an

older school of mutation research that was concerned strictly with mutagenesis

as a problem of basic biology. As opposed to mutation research, environmental

mutagenesis emphasized those substances, mostly chemical in nature, that

were present in the human environment and thus posed a potential risk to the

population or, in the case of occupational exposures, to specific subpopulations.

Third, the array of potentially mutagenic substances that fell under the purview

of the EMS expanded considerably, from those few chemical classes shown

earlier to induce interesting mutations in laboratory organisms to the tens of

thousands of substances released into and circulating through the environ-

ment. In that sense, the problem domain described by the EMS became, by def-

inition, an interdisciplinary one. Taken to its logical conclusion, research on

the genetic risk of environmental chemicals could be interpreted as requiring
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the expertise of analytical chemists and perhaps even ecologists to understand

the formation, bio-concentration, persistence, photochemical and metabolic

transformation, and long-range transportation of mutagens through air, water,

and soil (Fishbein 1973). Conceptualized thus, environmental mutagenesis con-

tained a broad set of problems that genetics alone could not capably solve.

Scientist-activists’ decision to enroll the environment and simultaneously

retain a strict focus on genetic effects reveals some of the disciplinary and

political stakes involved: the EMS needed to attract an interdisciplinary mem-

bership and audience, but not at the expense of relinquishing control over the

domain of knowledge, skills, and techniques that motivated the research ques-

tions and made the science “doable.” Germ-cell mutagenesis was the EMS’s

trump card. It was the one biological process in which no other field of envi-

ronmental health science could claim any demonstrable expertise. In that sense,

mutagenesis was bound up tightly with geneticists’ authority. But controlling

mutagenesis was not simply a tactic for maintaining professional control in an

expanding interdisciplinary field. Had it been, scientist-activists would have

been far more reluctant to share their knowledge with others than they actually

were. But as we will see, rather than hoard their skills, these scientists led the

charge to train a new labor force of genetic toxicologists. 

The tools and techniques of mutation research were political weapons in a

much broader sense than disciplinary ethnocentrism allows. The mutagenesis

theory-methods package offered a means of establishing a measure of certainty

in an area of science where uncertainty reigned. The political value of muta-

genicity bioassays was manifest in their potential to demonstrate the genetic

risks associated with chronic chemical exposure to current and future genera-

tions. In that, “environmental mutagenesis” represented an arsenal that no

other field of biology could effectively wield in the ongoing battle to tighten

regulatory control of chemical production and use. 

Lowering Institutional Barriers

Where the stabilization of a cognitive and technical domain had required

boundary maintenance, attracting scientists and patrons from a variety of dis-

ciplines and across research sectors required partially dissolving other bound-

aries. This would not happen automatically; the stabilization of interdisciplinary

relations was something that had to be achieved through concerted collective

effort. 

In an attempt to mobilize as broad a pool of potential activists as possible,

exceptionally low membership dues were instituted ($10 annually), and mem-

bership requirements were relaxed at the first opportunity. An amendment to

the original bylaws, instituted in the spring of 1969, extended membership to

“scientists and other qualified persons who share the stated purpose of the
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Society and who have relevant knowledge and experience.”18 The change was

small but significant. It meant that a graduate degree in genetics was not a pre-

requisite for EMS membership. This permitted formal participation by students,

scientists, and technicians without specific training in genetics and adminis-

trative personnel from industry and government. Lowering the bar to member-

ship proved an effective organizational strategy. Membership in the EMS jumped

from 87 in June 1969 to 452 a year later.

Having made joining the society possible for just about anybody, the EMS

launched an extensive publicity campaign to give researchers across the bio-

medical, biological, and agricultural sciences access to information that might

encourage them to join. At the first EMS meeting, a “public contact committee”

was created, and the newly elected newsletter editor was told to “make sure the

Newsletter circulates to toxicologists, people interested in carcinogenicity, and

public health people.”19 Announcements were published in journals ranging

from the general (e.g., Science) to the specialized (e.g., Chromosoma), from the

basic (e.g., Journal of Heredity) to the applied (e.g., Journal of Industrial

Hygiene), and included major biomedical journals such as Cancer Research,

JAMA, and Journal of Nutrition, among many others.20 EMS members were en-

couraged to submit papers dealing with environmental mutagenesis to journals

read by toxicologists and pharmacologists rather than the genetics journals that

traditionally published these kinds of studies.21 Several EMS members pro-

moted the new field in speaking engagements in the United States and Europe.

Many of these were lectures or talks given before other scientists, but some, like

Heinrich Malling’s lecture, “Chemical Mutagens in Our Environment,” were

given to nonprofessionals, in this case an undergraduate botany class at the

University of Tennessee.22

An important aspect of the campaign to attract interdisciplinary audiences

involved establishing relations with other organizations. To that end, EMS com-

mittees and individuals took an “active part in the deliberations of the Weed

Society, Society for the Study of Aging, Pesticide Board, Drug Research Board,

and [advising] Congressional Committees.”23 They also worked to establish

more formal liaisons with the Radiation Research Society, the Society of Toxi-

cology (SOT), the Genetics Society of America, the International Teratology

Society, and others. Often this involved arranging for overlapping meetings

with jointly sponsored symposia. “Possible contributions of genetics to toxicol-

ogy,” for example, was the topic of one such panel convened jointly by the EMS

and the SOT in 1971.24 The program at the fifth EMS annual meeting included

an EMS-sponsored symposium titled “Evaluation of Mutagenicity Data and Its

Toxicologic Significance,” another sponsored by SOT titled “Nitrosamines and

Nitrosamides: Environmental Occurrence and Toxicological Significance,” as

well as a regular session titled “Hycanthone and Its Derivatives: An Integrated

Approach to Environmental Mutagenesis.”25 Panel discussions on topics related
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to genetic toxicology also were organized by EMS members at meetings of the

Radiation Research Society (in 1970).26 Attempts at organizing a similar panel at

the International Congress of Human Genetics (in 1976) were less successful but

serve to buttress the broader point that an intensive boundary-crossing effort

to establish intersocietal relationships was a major function in EMS during its

early years (Armendares and Lisker 1977).27

Another set of important organizational actors were the chemical and drug

companies. Initially, they were enrolled by EMS officers as financial sponsors for

EMS conferences. Hollaender and EMS treasurer Marvin Legator wrote letters to

pharmaceutical companies requesting contributions to finance the first two

EMS conferences with considerable success; chemical companies contributed

roughly $6,000 to the second (Table 6.2).28 It was not long before industry sci-

entists themselves were courted in earnest. Hollaender’s not uncontroversial

opinion on the issue was that if industry were actively involved in EMS from the

beginning, there would be less resistance from industry when the push for

stiffer regulations came around.29 From the firms’ point of view, in the face of

stepped-up regulation, short-term mutagenicity bioassays were far less expen-

sive than carcinogenicity tests. If a chemical substance was harmful to the pub-

lic health, it was far better to know about it before the compound went into full

development than after.

In a 1982 interview, Hollaender recalled that some academic scientists had

complained of the industry presence in EMS. This would have been expected

given the long-standing economic and ideological divisions separating aca-

demic- and industry-based science. My examination of archival evidence, how-

ever, revealed little protracted conflict during this early period over the

organization’s inclusion of industry scientists. It must have been fairly clear to

those involved that the substantive content of genetic toxicology represented

the merging of basic and applied approaches to the problem domain defined by

environmental mutagenesis. New mutagenicity bioassays could not be devel-

oped without understanding how mutations are created. By the same token,

new methods would and did lead to insights into more fundamental questions

about the nature of mutation. As discussed earlier, this relationship between

new methods and new knowledge had always existed in genetics. The difference

was that in 1970, a movement to routinize these mutually reinforcing produc-

tion processes and a new set of actors—chemical and drug companies—were

playing increasingly important roles in institutionalizing those changes. As a

boundary organization, the EMS itself was rendered permeable to industry

influence. The makeup of its executive council reflected the increasing conver-

gence of university, government, and industry research sectors in genetic toxi-

cology. In 1974 EMS members elected two scientists employed by for-profit firms

to executive office, and by 1976 the editorial boards of journals such as Muta-

tion Research, Environmental Mutagenesis and Related Subjects, Genetic Toxi-
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cology Testing, and Reviews in Genetic Toxicology reflected the increasing par-

ticipation by industry scientists.

The Public Face of the EMS

Scientists troubled by potential genetic hazards littering the human environ-

ment did not have to join the EMS. Neither the nature of the problem of envi-
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TABLE 6.2

Corporate Sponsors for Second Annual EMS Conference, 1971

Firm Name Source Amount

Hoffman La-Roche Burns to Legator 12/15/70 $500

Warner-Lambert Research Institute Briziarelli to Legator 1/11/71 200

Schering Corp. Tabachnick to Legator 1/5/71 500

Smith Kline & French Laboratories Buckley to Legator 1/12/71 300

Arthur D. Little Co. Hollaender to Kensler 2/24/71* 250

Ciba Pharmaceutical Co. Diener to Hollaender 2/16/71 200

Merck Institute for Therapeutic Peck to Legator 1/7/71 250

Research

Diamond Shamrock Chemical Co. Eisler to Legator 1/19/71 500

Pfizer Pharmaceuticals Ray to Legator 2/5/71 500

Procter & Gamble Co. Kennedy to Legator 12/23/70 500

Dow Chemical Co. Hollaender to Kilian 2/24/71* 500

Abbott Labs. Philip to Legator 3/5/71 250

Bristol Labs. Gardier to Legator 12/1/70 0

Mason Research Institute Mason to Hollaender 12/3/70 0

Geigy Pharmaceuticals Barclay to Hollaender 12/18/70 500

Ciba Pharmaceutical Co. Diener to Hollaender 2/16/71 200

Cutter Laboratories Guzman to Hollaender 12/3/70 0

General Foods Corp. Kirschman to Hollaender 12/9/70 0

Squibb & Sons Smith to Hollaender 12/7/70 500

USDA Klassen to Hollaender 12/9/70 0

Sandoz Pharmaceuticals Timms to Hollaender 1/27/71 0

Cutter Laboratories Guzman to Hollaender 12/3/70 0

Source: This table was constructed from correspondence contained in the folder
“Solicitations for support of first EMS meetings,” EMSA (the folder is mislabeled).

*Letters from EMS representative acknowledging receipt of gift.
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ronmental mutagenesis, as it was then understood by genetic toxicology scien-

tist-activists, nor the intensive publicity campaign they pursued is sufficient to

explain the rapid, sudden, and heterogeneous character of mobilization. Orga-

nizational credibility was also paramount to movement success. 

The fact that the founding members of the EMS were for the most part

established scientists and science administrators no doubt helped gain the

early attention of elites in Congress and the NAS. But the legitimacy of the

EMS—and the movement that emanated from it—depended ultimately on a

generalized perception of the organization’s impartiality, a spirit of scientific

neutrality that not only accompanied official statements but also was embod-

ied in the routinized activities of the organization and its various interdiscipline-

building projects. To attract members and financial backing, the EMS had to

present itself as a scientific research society committed first and foremost to the

production, rationalization, and dissemination of objective knowledge. To do

so, the EMS strove to keep environmental politics out of genetic toxicology data

and information.30

The public face of the EMS is perhaps best described in a “statement of

activities” contained in an Internal Revenue Service report filed on behalf of the

EMS in 1969. “Like most organizations of scholars,” the report read, “the EMS

will, through scientific congresses, symposia, a journal and a newsletter, pro-

vide the traditional forums through which scientists of similar professional

interest have for generations communicated with one another and with the

public. Experimental data and new theories are shared and subjected to the

inspection and critical review of informed colleagues.”31 The report, which sought

to establish tax-exempt status for the organization, presented an idealized

description of the EMS as a scientific research society and therefore should not

be taken as evidence of the full range of activities and functions the EMS served

in practice. More important is that tax-exempt status placed definite con-

straints on the kinds of political activities the EMS could legally pursue.32 These

legal constraints enhanced the organization’s credibility as one whose main,

and perhaps only, formal interest was in the “inspection and critical review” of

scientific knowledge. 

On that basis, formal relations with environmental groups, for example,

were roundly discouraged. In reference to a letter that Joshua Lederberg

received from the Natural Resources Defense Council, purportedly requesting

information on environmental mutagenesis and which Lederberg brought to

the attention of the EMS Council, EMS president Hollaender “proposed to make

it clear . . . that EMS would be willing to function only as a resource facility, and

not in the development of any action program.”33 Five years later, Hollaender

complained again of frequent requests for information on “chemical toxicol-

ogy,” this time from the group Resources for the Future.34 I found no evidence,
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however, that in the interim the EMS entered into any kind of relationship—for-

mal or otherwise—with environmental organizations.35

Organizations that may be assumed to have harbored political and eco-

nomic interests biased in the opposite direction received similar rebuffs. A pro-

posal that the Association of Analytical Chemists be invited to review validity

and reproducibility studies of mutagenicity tests was struck down on the

grounds that the association “has no special expertise in this matter.”36 The

same attitude guided relationships with firms having a direct economic inter-

est in the production of genetic toxicology data. A report from the EMS Com-

mittee on Methods advanced the position that “the EMS should avoid putting

itself into a position of certifying or providing an endorsement to any labora-

tory or test method. It should serve only as an assembly of scientists willing to

provide individual expertise, upon request, to anyone requesting it.”37 The com-

mittee advocated this position as a means of avoiding potential legal difficulties

or conflict of interest charges. Such outcomes would threaten the EMS’s appear-

ance of organizational neutrality and undercut efforts by the EMS leadership to

institutionalize ideological purity. Those efforts are perhaps best illustrated by

considering the science/politics boundary as it came to be embodied in EMIC.

Spreading the (Objective) Word

EMIC was a direct outcome of the creation of the EMS.38 Housed at Oak Ridge

and initially directed by Heinrich Malling, EMIC served as an information clear-

inghouse for mutagenicity data. It employed a small technical staff charged with

collecting published literature on chemical mutagenesis, condensing the data

presented in those articles into uniform tabular abstracts, and building a com-

puter database from that information that could be accessed via one of a num-

ber of standardized index codes as needed for specialized literature searches

(Malling 1971; Malling and Wassom 1969).

EMIC’s other primary task was disseminating that concentrated informa-

tion. The main mechanism for this was an annual literature survey that EMIC

produced and distributed, mostly to members of the various EMS societies

around the world.39 EMIC staff also published occasional “awareness lists”—

short bibliographies of important subclasses of chemical compounds—in the

EMS Newsletter. In addition to these general means of information dissemina-

tion, EMIC staff attended to the specific requests for data of “anyone who

requested it.”40 “Anyone,” in this case, seems to have been interpreted quite lit-

erally. Indeed, keeping not only scientists but also “the general public informed

about highly technical data” was a central concern and explicit function of

EMIC.41 In 1972, for example, EMIC staff reported receiving 222 individual re-

quests for information. “The greatest proportion of these requests were from
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persons engaged in research, but some came from a variety of sources,” the

report noted. These included “city municipalities, high school students, free

lance writers” and the occasional legislator.42 Malling’s official correspondence

record for 1970 confirms both that EMIC staff spent a considerable amount of

their time handling information requests from outside and that a nontrivial

proportion originated with concerned citizens from various walks of life.43

The available evidence does not reveal whether EMIC staff actually responded

to all of these information requests. In light of the continuous stream of com-

plaints regarding inadequate staff and funds, probably not. One might reason-

ably assume that under conditions of resource scarcity, requests from high

school students or citizens’ groups might not receive the same level of attention

as those coming from scientists active in the mutation research field. What is

clear is that, in principle, EMIC—and by direct extension the EMS—was com-

mitted to serving the public interest as an impartial messenger of genetic toxi-

cology information. That impartiality extended into the economic sphere as

well: although the issue was raised several times at EMS meetings as a means of

offsetting tight budgets, neither industry scientists nor foreign scientists (nor

any other groups for that matter) were charged fees for EMIC services.44

Institutionalizing Impartiality

In short, the EMS was keenly interested in disinterestedness.45 The society’s lead-

ership pursued policies of conduct, scientific review, and public service that

depended on and reinforced a strict division between the EMS as a scientific

research organization and politics of various stripes—from environmental

protest to the endorsement of particular testing protocols. The organization’s

public boundary work (Gieryn 1999), embodied most explicitly in the social

service functions of EMIC, can be understood as an explicit attempt to establish

a very distinct, unyielding, and publicly visible boundary around the EMS,

EMIC, and, by extension, genetic toxicology.

It would be wrong, however, to interpret these policing efforts as only or

merely ideological in nature. They were also born of organizational necessity. At

the time, genetic toxicology could boast few if any stable sources of funding. As

Heinrich Malling wrote to Frits Sobels in the fall of 1970, “The money situation

in the U.S. is very tight. There is essentially no money for screening for the

mutagenicity of harmful pollutants. Besides the standard mutagens such as

EMS, MMS, etc., the only new compound with which research is in progress is

cyclophosphamide.”46 Much of the funding at the time came in the form of

budget line items during a period of general decline in the funding rate for

basic research. Money for EMIC and for other EMS projects was not at first eas-

ily obtained or readily recommitted. Numerous federal agencies, various chem-

ical and drug companies, private foundations, the National Laboratories, and
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four or five of the National Institutes of Health contributed small sums to spon-

sor EMS conferences and workshops and to support the work conducted at

EMIC, usually on a year-by-year basis.47 Given the heterogeneity of these patrons,

and the resulting instability of an economic foundation underlying research

and development in genetic toxicology, the EMS’s boundary-making activities

were an organizational survival strategy and not merely an ideological reaction

to “politics,” environmental or otherwise. What’s more, it was a strategy that

worked.

As in studies of other boundary organizations (Keating 2001), the institu-

tionalization of organizational impartiality served a number of specific practi-

cal purposes. It helped secure EMS’s tax-exempt status, which reduced the

young organization’s economic burden even as it reinforced the science/politics

boundary through restrictions on political lobbying and partisan endorsements.

The rhetorical construction of “good” science in the interest of environmental

health also facilitated the enrollment of scientific and political elites. Con-

versely, the same spirit of neutrality gave drug and chemical companies little

room to charge the EMS with environmentalist bias and therefore avoid taking

some responsibility in funding and participating in its development. 

It is difficult to imagine the same kind of support coming from so many dif-

ferent quarters if the EMS had not made the focused efforts it did to draw this

boundary, but the experience of the Japanese Environmental Mutagen Society

(JEMS) may be an indication of the organizational costs of not maintaining

some ideological distance from environmental politics. A representative of that

society reported to EMS Council members in 1972 that “a major problem at the

development of [JEMS] had been political implications on environmental prob-

lems, as ‘left-wing’ parties were using these issues to attack the Japanese gov-

ernment.”48 At the same time that JEMS was being hampered by its association

with the environmental movement in Japan, in the United States the EMS was

quickly gaining firmer financial and organizational footing. After two years of

very precarious budgeting arrangements, in 1972 both the FDA and NIEHS com-

mitted large sums to support EMIC. With this support, these federal agencies

gave the EMS and EMIC a stamp of legitimacy and provided a public endorse-

ment of the importance of genetic toxicology research.49 By 1977, NIEHS was

funding EMIC to the tune of $190,000 per year (NIEHS 1977:331).

Maintaining a strict distance from groups with clear-cut political and/or

economic interests represented what sociologists of science have come to rec-

ognize as a major component of boundary work: negotiations that seek to bal-

ance the competing claims that science is at once socially relevant and

unblemished by social bias (Gieryn 1999; Kleinman and Solovey 1995; Moore

1996). Creation and maintenance of that boundary, in turn, enhanced the legit-

imacy of the EMS’s overall project—genetic toxicology—as well as the organiza-

tion’s own credibility and autonomy as a boundary organization. The measures
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the organization took to routinize its relations with stakeholder groups helped

it gain access to resources (elite support, money, and institutional space in the

emerging environmental state) and to secure a measure of control over the

direction of genetic toxicology research, testing practices, and policy recom-

mendations.50 As the one scientific body that maintained a relative monopoly

on the aggregation and distribution of environmental mutagenesis knowledge,

the EMS would come to possess considerable influence. Keeping environmen-

tal politics out of genetic toxicology was ultimately a strategy for gaining and

holding on to that authority. It was also, paradoxically, a strategy for getting the

EMS’s own political work accomplished inside genetic toxicology.

Fusing Research and Activism

The genetic toxicology movement created a new market for scientific knowl-

edge. As a boundary organization that regulated the flow of people, knowledge,

and money into and through this emerging field, the EMS was instrumental in

setting these market forces in motion. To understand how, it is useful to recall

the distinction I drew earlier between the contentious collective action that is

the basis of many social movements and those conventional modes of collective

action employed by scientists’ social movements. The case of genetic toxicology

does well to illustrate the latter. Working collectively through the EMS, scientist-

activists succeeded in routinizing a set of new and modified research practices

that described the implementation of a new order of environmental inquiry. In

effect, the EMS became its own environmental movement organization. At least

for a time, science and scientist-activism merged. Doing experiments, collect-

ing and disseminating data, and building the political and moral case against

the indiscriminate use of mutagenic chemicals were tightly intertwined and

mutually constitutive strategies. The organization’s material and ideological

commitments—to the production of accurate knowledge, to the integrity of the

new discipline, and to the reduction of environmental genetic hazards—

converged and were manifest in three modes of conventional collective behav-

ior: committee work, curriculum development, and experiment design.

Activism by Committee

The role of the EMS in organizing genetic toxicology has by now been well estab-

lished. But the EMS represents only one form of organization that mattered.

Committees and subcommittees, although often less formal and less enduring

over time, undertook much of the behind-the-scenes work of building the new

discipline. The EMS, in fact, was carpeted with committees. Some were those

common to most professional societies, for example, a planning committee, a

membership committee, a committee to handle publication of the newsletter,

and another to deal with “public contact.” Other committees reflected some
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goals specific to EMS. Minutes from the first formal meeting of the EMS leader-

ship indicate the formation of a committee for establishing a chemical registry

(what would become EMIC) and another for looking into the publication of a mono-

graph on mutagenicity testing methods. These committees embodied strategies

for either meeting the basic requirements of any scientific society or the

achievement of specific organizational goals. In that, they were unremarkable.51

Other EMS committees, however, took on tasks that bore implications far

broader than its own organizational survival or identity and had fairly explicit

and direct implications for the direction of research in genetic toxicology and

chemical regulatory policy. Some consisted of teams organized to review litera-

tures specific to a particular mutagen or mutagen class. Examples from just the

first few years include committees to study the mutagenicity of caffeine, cycla-

mate, mercury, hycanthone, and nitrosamines.52 Some were organized to estab-

lish recommendations for standard protocols for mutagenicity testing. In 1970

a “methods committee” was appointed “to critically assess recommended

methodologies and also to recommend and evaluate future research and method

development.” The “cytogenetics committee” was another, more specific meth-

ods committee established the following year to essentially conduct the same

set of tasks with respect to in vitro human cell tests that could be used to screen

for chromosome aberrations in humans.53 The latter was in specific response to

questions about the correlation between human genetic risk and positive

mutagenicity in bioassays relying on submammalian systems. Still other com-

mittees were more explicitly political. One committee, created in 1972, was charged

with “extending [the Delaney Clause] to mutagens and teratogens,” and another,

created in 1975, looked into issues of chemical protection for workers.54

These committees were formed within the EMS to accomplish very concrete

tasks and upon their completion were generally disbanded. In that respect, they

resembled the kinds of “action committees” common to social movement organ-

izations more so than the specialty sections or interest groups commonly found

in larger professional societies. Advisory committees in particular served impor-

tant boundary-ordering and boundary-crossing functions. By reinforcing divi-

sions between experts and nonexperts even as they simultaneously redirected

mutation research toward issues and questions relevant to environmental

health, advisory committees sponsored by the EMS helped to directly shape sci-

ence and regulatory policy choices. 

Such was the “Committee 17” report. As its name suggests, this was a sev-

enteen-member scientific review body convened by the EMS Executive Council

to review research in mutagen detection and in population monitoring, assess

the risk implications of the data derived from these testing and monitoring sys-

tems, and recommend directions for future research and for chemical regula-

tory policy. The committee’s final report was published in Science in 1975 under
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the title “Environmental Mutagenic Hazards” (Drake et al. 1975). It was essen-

tially the EMS’s position paper on research needs and regulatory responsibility

for managing chemical genetic hazards. The report argued forcefully that “it is

crucial to identify potential mutagens before they can induce genetic damage

in the population at large” (504). Human protection from environmental muta-

genic insult, however, required both the development and validation of new

methods for detecting environmental mutagens and the creation of a trained

labor force to design, conduct, and interpret those tests.55

Pedagogical Activism

Upon its emergence, the scientists’ movement to establish genetic toxicology

faced an immediate and acute shortage of people trained in the principles of

chemical mutagenesis and genetic toxicology testing methods. “Although meth-

ods are presently available for evaluating mutagenic agents, and the demand for

such testing is increasing, there is a critical shortage of trained personnel,”

Marvin Legator noted with some urgency. “Industry, government agencies, and

universities are seeking trained biologists who are familiar with some or all of

the proposed methods for mutagenicity testing. There is no center where indi-

viduals can receive formal instruction in this area.”56

University graduate programs at the time seem to have provided few of the

immediate conditions necessary to quickly raise a new and proficient labor

force. While the study of mutation and mutagenesis was an established part of

most genetics curricula (undergraduate as well as graduate), only those stu-

dents working with scientists directly involved in environmental mutagenesis

research would have been introduced to the latest developments in mutagen

testing (Straney and Mertens 1969).57 Moreover, Ph.D. candidates in genetics

almost certainly would not have had training in toxicology or pharmacology, unless

specializing in those areas. Graduate students in toxicology, itself a newly

emerging field still very much tied institutionally to medical school pharmacol-

ogy departments (Hays 1986), also would not have been introduced to genetics

except perhaps to fulfill general requirements in biological sciences. Specialized

studies in genetics were not a common feature of the toxicology Ph.D. In gen-

eral, there were no ready-made niches for genetic toxicology in university science.

Training in genetic toxicology by necessity developed eclectically, through

a variety of mechanisms, most of which directly involved people associated with

Oak Ridge, NIEHS, the FDA, and/or the EMS. One critically important training

mechanism was the postdoctoral fellowship. Over time, dense research and

teaching networks linked some university graduate programs in biology or

genetics to these federal laboratories. If those postdoctoral trainees continued

in environmental mutagenesis, chances were good that they remained in the

genetic toxicology institutions emerging within the federal science system. An
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annual report issued in 1975 from the Environmental Mutagenesis Branch at

NIEHS noted that “the great shortage of scientists to do research in the area of

environmental mutagenesis both in the United States and abroad has provided

incentive for staff scientists to develop a training program at both the predoc-

toral and postdoctoral levels” (NIEHS 1975a:155).58

In the interim, the EMS and, after 1973, the International Association of

Environmental Mutagen Societies (IAEMS) played important roles in providing

crash courses in mutagenicity testing methods, bioassay design, and genetic

principles underlying the tests. A three-day “Workshop on Mutagenicity” con-

vened at Brown University in the summer of 1971 was the first of several mini

training sessions organized to introduce geneticists, toxicologists, and medical

researchers to available testing and evaluation methods. The workshop’s spon-

sors included the EMS, FDA, NIEHS, Drug Research Board, and Pharmaceutical

Manufacturers Association Foundation. Four main panels were organized

around different testing methods: host-mediated tests using bacteria and yeast,

host-mediated tests using mammalian cells, the dominant lethal test (mouse),

and tests for chromosome breakage. NIEHS director David Rall delivered the

plenary address on the topic of the “role of environmental problems in clinical

medicine”; Charlotte Auerbach and Alexander Hollaender took part in the sum-

mary panel. A similar workshop, also sponsored by the EMS, was convened the

following year in Zurich, Switzerland.59

In 1972 the EMS Executive Council passed a resolution to establish “a com-

prehensive workshop on procedures for detection of chemically induced muta-

tions.” The proposal for that workshop, drafted by EMS treasurer Marvin

Legator, called for monies to support a month-long workshop that would

include a “series of lectures and intensive laboratory instruction to develop

biologists with a working knowledge of principles in this field.” The main tests

and techniques taught at the course would include cytogenetic tests for

chromosome breaks, dominant lethal studies in rats and mice, host-mediated

assays, and bioassays using microorganisms. Legator’s tentative course outline

involved morning lectures, afternoon laboratories, and evening working ses-

sions on topics such as cytogenetic slide reading, interpretation of statistical

data, and the integration of mutagenicity tests into standard toxicological

screening programs. The proposed nine-member organizing committee

included seven EMS members.60 Although funds for this workshop did not

materialize, smaller week-long workshops did continue to be offered fairly reg-

ularly in Italy, Canada, Great Britain, India, and the United States.61 In conjunc-

tion with a workshop on “detection of environmental mutagens and carcinogens”

held in 1976 at the University of Texas Medical Branch in Galveston, five partic-

ipants from countries in Asia and Latin America represented a first step in pro-

moting genetic toxicology training in Argentina, Brazil, Egypt, Japan, and Mexico.62
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Research Activism

The genetic toxicology movement redefined chemical mutagens as genetic haz-

ards and in so doing set in motion a series of processes that in a relatively short

period reconfigured how mutation research was conducted, by whom, and for

what purposes. In accomplishing this, the movement was forced to confront

two critical issues: how to identify environmental chemical mutagens and how

to estimate the genetic risk they posed to humans. These issues were interre-

lated and mutually reinforcing. One of the keys to understanding how genetic

toxicology became institutionalized hinges on appreciating how scientist-activists

responded to these intertwined challenges to established mutation research

practices. The result was a transformation in the genetics political economy. 

Prior to the rise of the genetic toxicology movement, geneticists and bio-

chemists familiar with chemical mutagens saw them as tools designed for use

in a highly specialized field of genetics research. Within the space of a few short

years, that general understanding ruptured as chemical mutagens came increas-

ingly to represent the seeds of an environmental health problem of unknown

proportions. The new meanings that the movement attributed to chemical

mutagens effectively inverted the logics of production that had governed muta-

tion research practices for nearly three decades.

Where before scientists had focused their attention on a handful of highly

potent chemical mutagens, because either their modes of action or their muta-

tional effects offered insight into genetic-level phenomena, scientist-activists

now focused increasingly on the broad spectrum of potentially mutagenic

chemicals and their attendant environmental risks. Where experimental design

had once emphasized a few theoretically interesting chemical mutagens, pro-

duction goals in genetic toxicology, shaped by the movement’s commitment to

prevent an increased frequency of human genetic disease, came to emphasize

the rapid identification of as many chemical mutagens as possible. This shift in

logic favored mutagenicity bioassays that were quick, inexpensive, unambigu-

ous, and sensitive enough to screen even very mild mutagens since chronic and

possibly synergistic effects were suspected but largely unverified. Historically,

geneticists interested in questions about gene structure and function had been

attracted to research organisms whose physiology and behavior complemented

those research interests. As noted earlier, Drosophila was well suited to early

studies of gene mapping in part because it possessed exceptionally large chromo-

somes that were visible under standard laboratory microscopes (Allen 1975).

Bacteria and the bacteriophage viruses also became popular laboratory animals

due in part to their ability to withstand moderate levels of mutagenic insult and

to reproduce rapidly by the millions (Drake 1970). These and other bacteria, yeast,

fungi, plant, and insect bioassays were readily available, and scientist-activists

used them in efforts to identify environmental mutagens efficiently and rapidly.
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As many soon realized, however, the right tools for studying the mecha-

nisms of inheritance were not necessarily the best tools to produce realistic

estimates of the genetic risk from human exposure to chemical mutagens

(Clarke and Fujimura 1992). The problem of extrapolation threw a wrench into

the production logic that had earlier guided the development and standardiza-

tion of bioassays in mutation research. As geneticists had suspected since the

1950s, mutagen specificity is influenced by metabolic processes of living organ-

isms (Lederberg 1997). “Some pollutants in the environment are neither muta-

genic nor carcinogenic by themselves but can be converted by mammalian

metabolism to highly reactive and genetically active metabolites. Microorgan-

isms have only a fraction of the toxification-detoxification mechanisms that a

mammal has” (Malling 1977:263). Scientist-activists’ interest in generating experi-

mental results that could reasonably be generalized to humans favored muta-

genicity bioassays that took mammalian metabolic processes into account.

Mutagenicity bioassays that used mammals were very expensive and very time

consuming, and compared to the number of existing submammalian tests,

there were far fewer from which to choose.

These two critical needs—to quickly and accurately identify environmental

mutagens and to estimate the genetic risk associated with them—defined the

basic parameters for a new economy of genetic toxicology practices that would

emerge in the early 1970s. As scientist-activists sought to design test systems

that optimized requirements for speed and sensitivity, on the one hand, and

generalizability to humans, on the other, a hotly competitive test development

economy emerged. As it did, considerable effort was put to adjudicate among

these competing systems (Table 6.3).63

Two general strategies defined the area of most intense competition. One

sought to create in vitro bacterial systems that incorporated humanlike metab-

olism. These were the microorganism bioassays with metabolic activation, of

which the so-called Ames test is most renowned (Ames 1971). The other sought

to create in vivo mammalian systems that incorporated bacterial indicators.

These were the “host-mediated” bioassays in which bacterial cultures were sur-

gically implanted in live animals, who were then treated with chemicals, sacri-

ficed, and the bacterial cultures examined for mutagenicity (Legator and

Malling 1971). Besides these two general strategies that mark the center of a

swirling storm of activity, scientist-activists designed and promoted numerous

other systems, techniques, and methods for testing compounds for various muta-

genic endpoints. The 111 articles that were published between 1971 and 1986 in

the ten-volume series Chemical Mutagens: Principles and Methods for Their
Detection (Hollaender 1971a,b, 1973, 1976; Hollaender and de Serres 1978; de

Serres and Hollaender 1980, 1982; de Serres 1983, 1984, 1986) describe about half

of the roughly 200 test systems estimated to have been developed during that

period.64 These test systems, some of which are still in use although many have
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drifted into obsolescence, stand as the material embodiment of research

activism. They demonstrate, perhaps more clearly than anything else the sci-

entist-activists’ movement created, how science and activism were fused

together and institutionalized into a mode of scientific practice that became

one of the defining features of genetic toxicology. 

Conclusion

Concentrated outside the university system and in the absence of either a ready-

made labor force or market-creating legislation, EMS members in the United

States essentially built the institutional foundations of genetic toxicology from

the ground up. They did so collectively by creating mechanisms for recruiting

and training scientists, coordinating research, standardizing research tools and

practices, and undertaking public outreach and education. Maintaining a strict

distance from groups with clear-cut political and/or economic interests repre-

sented an organizational strategy for balancing the competing claims that

research promoted by the EMS was at once socially relevant and unblemished

by social bias. Policing that boundary, in turn, enhanced the legitimacy of

genetic toxicology as well as advancing the EMS’s own influence and autonomy.

Keeping environmental politics ostensibly out of genetic toxicology was ulti-

mately a means for gaining and holding on to that authority. 

Policing the science/politics boundary was also, paradoxically, a strategy

for accomplishing the EMS’s own political work. At least for a time, the bound-

ary between environmental health research and activism blurred within the EMS.

As the organization’s commitments to the production of accurate knowledge, to

the integrity of the new interdiscipline, and to the reduction of environmental

genetic hazards converged, collecting and disseminating mutagenicity data, on

the one hand, and building the political and moral case against the indiscrim-

inate use of mutagenic chemicals, on the other, came to be treated as comple-

mentary and mutually reinforcing projects.

The EMS was a central player in the campaign to institute the new order of

environmental inquiry that, by 1976, genetic toxicology had come to represent

(Drake et al. 1975). Ironically, the new field’s rapid rise may be traced in part to

the EMS’s effectiveness at maintaining a publicly visible boundary between

environmental science and environmental politics while simultaneously sub-

verting that same boundary within its own organizational domain.
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7

Conclusion

Environmental Knowledge Politics in Practice

The bottom line is human germinal mutation and the translation of this

into effects on human welfare. We still have no reliable way to move from

DNA damage, however precisely measured, to human well-being n gen-

erations from now. . . . This does not mean that the new cellular and

molecular information and ever more precise testing systems are not enor-

mously useful. Lowering the mutation rate or preventing its increase is

good, even if we don’t know how good.

—James F. Crow, “Concern for Environmental Mutagens”

In less than a decade, the chemical mutagens that geneticists had once used

exclusively as tools in experimental research gained new meaning as environ-

mental problems, and a new interdiscipline emerged to claim “environmental

mutagenesis” as its central topic. These transformations changed the way genet-

ics knowledge was made and who made it. They also changed how environmen-

tal health specialists and policy makers interpreted the human consequences of

chemical pollution. What accounts for the rise of genetic toxicology?

Here we should recall Charlotte Auerbach’s (1978:183) remark that, during

the 1960s, she did not feel “inspired” to test individual chemicals for muta-

genicity because doing so would have meant “testing the hypotheses of

chemists, and where would be the fun of that?” Genetic toxicology required

more than facts or institutional space to grow. It required an organizational

incentive to “inspire” boundary crossing. What mutation researchers lacked in

the 1960s was a shared sense of urgency and social responsibility to put issues

of public health and safety above disciplinary conceits. The missing ingredient,

I have argued, was a scientists’ social movement—a collective and sustained

effort by scientists to reshape the structures of science in order to more effec-

tively respond to social and environmental concerns.

Taking a page from Rachel Carson’s Silent Spring, scientist-activists described



the human gene pool as a uniquely fragile natural resource threatened by the

unintended consequences of modern industrial practices. The rhetorical case

for genetic toxicology melded the evolutionary concerns well known to geneti-

cists with the preservationist spirit of a new environmentalism to create a pow-

erful symbolic package with broad appeal and urgency. At the center of these

appeals, the EMS played a critical role in organizing collective action to coordi-

nate policy work and redesign training curricula and laboratory research. The

permeable boundaries that came to mark genetic toxicology as an interdisci-

pline are the result of scientist-activists’ collective attempts to regulate the mix

of science and politics flowing into and through mutation research.

Ironically, social movements are hobbled by their own success (Tarrow

1998). The Toxic Substances Control Act (TSCA), which created a formal market

for genetic toxicology knowledge, signaled the beginning of the end. Two years

later the EPA released standardized protocols for mutagenicity testing (Prival

and Dellarco 1989). With regulatory reforms in place, and with the standardiza-

tion of mutagenicity bioassays, genetic toxicology testing became business-as-

usual for a growing number of emerging private laboratories. By the late 1970s,

the tide of scientist activism had begun to ebb, and the movement phase of

genetic toxicology’s historical development largely subsided.

Measuring Success in Genetic Toxicology

I have argued that the movement to create genetic toxicology was highly suc-

cessful in its initial bid to reorganize disciplinary boundaries and to infuse envi-

ronmental values into the logic of experimental design in mutation research.

One handy metric for assessing these claims are the four action recommenda-

tions urged by the NIH Genetics Study Section in 1966 and summarized in James

Crow’s (1968) article “Chemical Risk to Future Generations.” These scientists

called for the creation of a chemical mutagenicity data registry, a formal chem-

ical mutagenicity screening program, more sensitive and cost-effective bioas-

says, and a program for genetically monitoring human populations. By this

yardstick, the movement’s short-term achievements were impressive. Scientists

at Oak Ridge began developing the EMIC database in 1970, and mutagenicity

testing for new chemicals became the law of the land in 1976 (under TSCA),

which in turn helped fuel interest in the development of dozens of short-term

bioassays over the next ten years for testing the mutagenic potential of chemi-

cals across a range of experimental organisms and end points. Only the last rec-

ommendation to move forward with human population monitoring, an effort

that Crow (1968:117) admitted would be “both difficult and expensive,” fell short

of expectations. Today, there is only one mammalian germ-cell assay used for

population monitoring efforts.1
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Institutional Stability and Change

We can also take a longer-term view on the issue. With hindsight, it seems clear

that many of the institutions that scientist-activists created thirty-some years

ago remain central to communication, education, and research in genetic tox-

icology—even as the field has grown to incorporate new organizations, curric-

ula, and practices far beyond the reach of those incipient structures. The EMS,

for example, remains a vital and energized professional society. It is a relatively

small but stable organization whose membership levels have hovered around

the 1,000 mark for the better part of two decades and whose members have

spun off three associated regionally based organizations.2 Since 1983, the EMS has

published Environmental and Molecular Mutagenesis, a journal of original

research that is, like its parent organization, small but well respected within the

broader mutation research and environmental health communities. Over the

years, EMS members have worked to build a network of thirty-four national,

pan-national, and international professional societies that promote communi-

cation and research on environmental mutagenesis and related topics.3 If the

EMS has maintained a narrow focus on environmental mutagenesis (perhaps,

in the view of some, too narrow), genetic toxicology is represented in many

other larger professional societies, such as the Society of Toxicology and the

American Association of Cancer Research.4

A long-standing focus of the EMS and its related societies has been the

organization of international training workshops in environmental mutagene-

sis and genotoxicity. These workshops, many of which are specifically designed

to provide practical skills training to environmental health specialists in devel-

oping countries, are a direct legacy of programs begun under Alexander Hol-

laender’s leadership in the early 1970s. In the United States, genetic toxicology

training has entered core curricula in environmental and public health sci-

ences. While regular departments of genetic toxicology still do not exist in U.S.

medical schools or universities, the interdiscipline has emerged as a standard

feature of public health and environmental science programs. It is also now

characteristic to find faculty in the life sciences (broadly defined) who conduct

research on various aspects of biological effects research relating to genetic tox-

icology and who train their students in those methods. One way or another,

universities and medical schools now are producing genetic toxicologists.5

If genetic toxicology research has expanded and diversified over the past

three decades, it has also stayed at home in the federal science system where it

originated. The Oak Ridge National Laboratory Biology Division is no longer the

powerhouse it once was for chemical and radiation mutagenesis. When I visited

there in 1997, the famed “mouse house”—once the largest mammalian genetics

laboratory in the world—had fallen on leaner times, with its financial base and

its animal population considerably diminished. A new laboratory, slated to
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open in 2004, is expected to put mammalian genetics at Oak Ridge back on the

map.6 In other corners of federal science, genetic toxicology thrives in labora-

tories like the NIEHS’s National Center for Toxicogenomics (NCT). Created in

2000, the NCT is an important component of a federal initiative that will enfold

genetic toxicology within the rapidly emerging bioinformatics-driven arenas of

genomics and protenomics (National Center for Toxicogenomics 2003). With a

well-funded, high-visibility research center organized around cutting-edge

technologies and computational power that promoters promise will revolu-

tionize environmental health science, genetic toxicology has formally entered

the genomic age (Shostak 2003a). 

In this reinventive context, striking parallels remain between the NCT’s

promotion of toxicogenomics and the EMS’s earlier program for building

genetic toxicology. Recent calls for collaborative research linking scientists from

private industry, academia, and other government laboratories and a commit-

ment to balancing “discovery science” with “hypothesis-driven science” ring

especially familiar (National Center for Toxicogenomics 2003:5). The use of

genetic technology as a mechanism for interdisciplinary interaction also links

the old and new genetic toxicology in form, if not in content. In the early 1970s

bioassays functioned as “boundary objects” that tied public health specialists to

environmental mutagenesis (Star and Griesemer 1989).7 Today, environmental

health sciences are linked to molecular biology and genomics via “high sensitivity,

rapid throughput technologies” that are being designed to allow researchers to

“identify toxic substances in the environment and those populations at the

greatest risk of environmental diseases” (National Center for Toxicogenomics

2003:2, iii). If interdisciplinarity has intensified under this high-tech scenario,

the fundamental dynamics underlying those interactions continue to closely

parallel the past.

Today, of course, talk about hybrid knowledge and collaborations that span

public- and private-sector science is as commonplace among those who con-

duct, administer, and finance research as it is among those who study these inter-

actions. But the comparison serves as a reminder that, in 1970, the arc between

industry and university laboratories was wider and often more harrowing to

cross. For better and for worse, the scientists’ movement to establish genetic

toxicology was, if nothing else, prescient in inviting industry into the EMS and

in encouraging research biologists to take seriously the public health implica-

tions of their laboratory bench work. 

Environmental Values

Still another gauge for assessing the movement’s success is whether the environ-

mental values that initially transformed the logic of bioassay design in chemical

mutagenesis have continued to influence the trajectory of research on environ-

mental mutagenesis. Since the field’s formation, genetic toxicologists have ap-
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proached the problem of environmental mutagenesis through two basic strate-

gies that gained popularity sequentially, both of which have informed regula-

tory policy and risk assessment (Samson 2003). The first, which dominated

genetic toxicology research through the 1980s, emphasized hazard identification.

During this period, a dynamic genetic toxicology testing economy emerged, and

state-sponsored review panels evaluated the mutagenicity literature and sum-

marized the cumulative findings in published research reports.8 The second

strategy, which became dominant during the 1990s and remains so today, empha-

sizes the molecular mechanisms of mutation. Spurred in part by technological

advances in molecular imaging, DNA replication, and transgenic systems, sci-

entists have gained a much more complex and nuanced understanding of the

genotoxic effects of chemical agents and how that knowledge translates into

quantitative risk assessment (Preston and Hoffman 2001). In each of these

approaches, the enduring role of environmental values in shaping genetic tox-

icology seems to be apparent.

But there is also room for a more critical interpretation. As Daniel Sarewitz

(1996) points out in discussing what he calls “the myth of infinite progress,”

more knowledge does not automatically produce social or environmental ben-

efits. Instead, he argues, the notion that “more is better” is often used as a legit-

imating ideology by those with vested interests in growing the R&D economy,

whether or not the resulting knowledge leads to healthier communities and

environments. If the infusion of environmental values into scientific discourse

on mutation research once directed concerned attention to the long-term

impacts of environmental mutagens on human populations, there is less evi-

dence that those arguments retained their rhetorical influence as genetic toxi-

cology institutions and practices stabilized. 

Although the scientists’ movement initially drew moral, political, and sci-

entific legitimacy from the urgent need to prevent what James Crow called a

“genetic emergency” (1968:113), the intensity of geneticists’ concern over the

long-term implications of chemical germ-cell mutagenesis has been gradually

but steadily nudged aside by other concerns. One of these concerns has been

cancer. In the decade or so following the genetic toxicology movement’s early

institutionalizing successes, its discursive center of gravity shifted to somatic-

cell mutations in the wake of Berkeley biochemist Bruce Ames’s (Ames et al.

1973) provocative claim that “carcinogens are mutagens.” While the predictive

value of mutagenesis was initially overplayed, the fast, simple, and cost-effec-

tive short-term tests for mutagenicity that Ames and others developed have

been enshrined in regulatory requirements and in biomedical research more

generally as carcinogenicity screens.9 Environmental mutagenesis has gained

lasting importance not as an environmental science in its own right but as the

field that carries the canary into the coal mine of cancer science.

Mutagenesis’s subordination to carcinogenesis was not a new one. As H. J.
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Muller complained to Joshua Lederberg in 1950, in a letter that is uncanny in its

predictive accuracy, 

My own work is dependent on cancer grants and, as I expected, the can-

cer people are pulling the purse strings tighter when it comes to giving

money for genetics. It is not right that mutation work should have to be

a tail to the cancer kite. I think the time has come when it ought to be

recognized in its own right and that we ought to make an effort to get a

movement to support it started by the NRC, unless some more suitable

agency can be found. (Lederberg 1997:7)

The more recent canonization of carcinogenicity as the biological end point of

central significance in genetic toxicology research is in some ways emblematic

of a more general trend away from the evolutionary and environmental uncer-

tainties that drove Muller’s and Lederberg’s earlier concerns. 

In broad terms, a series of subtle and not-so-subtle shifts in emphasis seem

to have weakened genetic toxicology’s initial environmentalist thrust. Although

there are a number of ways one may parse the issue, dominant trends in con-

temporary genetic toxicology, while by no means definitive or linear, seem to

move in a common ideological direction: from germ-cell to somatic-cell dam-

age; from populations to individuals; from future generations to those now liv-

ing; from ultimate to proximate causes. For example, there is little talk today

about mutational loads in populations but loads of talk about genetic therapies

to treat individuals. Scientists’ early concerns about unintended exposures to

mutagens in pollution, pesticides, and food additives have taken a backseat to

concerns about prescribed exposures from pharmaceutical drugs. Where scientist-

activists once decried the federal government’s lack of regulation of potential

genetic hazards, today the NIEHS is at least as concerned about preventing

“needless and expensive over-regulation” (National Center for Toxicogenomics

2003:6). 

The consequences for environmental health are real enough, even if we

have only the unsettling absences of knowledge to use as a meter. Uncertainty

reigns in environmental effects research, no less in genetic toxicology than in

climate science. Although three decades have now passed, “very few of the pub-

lished studies of cytogenetic population monitoring for individuals have ana-

lyzed the appropriate endpoint for detecting the genetic effects of long-term

exposure to chemicals” (Preston and Hoffman 2001:344). While the lack of cred-

ible longitudinal biomonitoring data can be explained away by methodological

difficulties involving long lists of potential “confounding factors” in selecting

experimental and control groups, it is also clear that preserving the genetic

integrity of future generations has not been a research priority for most genetic

toxicologists or for those who finance their work.10 The problem of extrapolat-

ing results from mutagenicity tests in submammalian systems to human beings,
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as the epigraph for this chapter suggests, also remains vexing. NCT promoters

see the new genomic sciences’ focus on gene-environment interaction as the

way to finally solve this problem and increase the predictive value of genotoxi-

city risk assessments. Others caution that while genomic technologies hold “great

promise for establishing a cell’s response to exposure to chemical or physical

agents in the context of normal cellular patterns of gene expression, it remains

to be established how to analyze the vast amounts of data that can and are

being obtained and what magnitude of change in gene expression constitutes

an adverse effect. . . . Extrapolating the responses to organs and whole animals

represents a challenge still to be addressed” (Preston and Hoffman 2001:345).

Rethinking Science Activism

The rise of genetic toxicology and the retrenchment of the environmentalist

impulses that first ignited it provide an opportunity to reconsider the social

significance of activism in environmental science. The scientists’ movement that

established genetic toxicology is sociologically interesting precisely because sci-

entist collective action was so unlike the more familiar forms of radical science

activism emanating from the socialist movements of the 1920s and 1930s, the

student movements of the 1960s and 1970s, or the antinuclear movements of

the 1980s. The movement to create genetic toxicology was not led by students

politicized by the war in Vietnam or by Earth Day protests but by seasoned pro-

fessionals—geneticists mostly, along with a few biochemists, toxicologists, and

pharmacologists whose reputations and careers were firmly established. These

scientists did not form unions or march with workers (Kuznick 1987; McGucken

1984). They did not all oppose the war in Southeast Asia, nor were they partic-

ularly inclined toward the more radical views promoted by domestic environ-

mentalists.11 They certainly did not disrupt professional conferences or demand

fundamental changes in scientists’ relationship to machineries of state-

sponsored violence (Moore forthcoming). Their goals were more modest and

their actions far less confrontational. 

This was a reform movement. Scientists argued for the importance of put-

ting existing knowledge to new uses, for identifying new problems by prioritiz-

ing public health over basic research, and for reorganizing the disciplinary bound-

aries of science to accommodate research on complex environmental problems

whose solutions required multidisciplinary approaches. These modest goals

had deceptively profound impacts. The movement helped change the way

knowledge was produced, by whom, and for what purposes. It created the legal,

organizational, and technological foundations for a new public-service genetics.

Although these scientists did not take their protest to the streets, and even

though many of the people I have referred to throughout this study as “scientist-

activists” would probably not recognize themselves in that label, the movement
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to establish genetic toxicology clearly embodied and expressed a politics of envi-

ronmental knowledge. Their collective actions in the name of environmental

health demonstrate that there are less visible and less direct ways that scien-

tists’ movements can transform scientific knowledge, practices, and institu-

tions. Too often, discussions of the relationship between science and social

movements are based on undertheorized perceptions of the two as organiza-

tionally and epistemologically distinct phenomena. It is only recently that sci-

ence studies scholars have begun to examine systematically how social

movements and science interconnect, and to date there are very few studies

that take scientist activism itself as a topic for serious analysis.

Common images of environmental science activism are those popularizers

of environmental ideas that Rae Goodell (1977) has called “the visible scien-

tists.” Barry Commoner, Paul Ehrlich, E. O. Wilson, and Steven Schneider are

among those relatively few scientists who have played important roles in trans-

lating the technical details of ecological disruption into the metaphors that the

media carries into contemporary popular culture. They have brought environ-

mental crisis, the population bomb, biodiversity loss, and global warming (to

name but a few) onto the public square (Hannigan 1995; Mazur and Lee 1993).

That most environmental scientists are not culturally visible as icons of environ-

mentalism does not mean that environmental advocacy of one sort or another

in science is uncommon; recent reports suggest just the opposite (Brown 2000).

For their part, genetic toxicology activists did most of their organizational

and promotional work within their scientific communities and networks and,

as often as not, inside their own laboratories and in classrooms, where it cru-

cially mattered. Their actions may have presaged by twenty years the dominant

environmental slogan of the 1990s to “think globally, act locally,” but that in

essence describes the movement’s general approach to reshaping the form and

content of mutation research. Among other things, this undercover approach

to environmental politics suggests that science activism is not ephemeral to sci-

entific practice. Rather, it reinforces science studies scholars’ contention that

environmental knowledge politics and practices are mutually constituted. 

It also demonstrates that scientist activism can take many unexpected

forms. There is a sense in which activism in genetic toxicology is counterintu-

itive because much of what these scientists actually did was in many ways iden-

tical to what most scientists typically do in professional life: they tinkered,

puzzled, innovated, shared and promoted their ideas, and competed with one

another for grants and status. Students of knowledge politics impose unneces-

sary constraints on analyses that begin with rigid assumptions about what

kinds of social actions properly count as science activism. This study demon-

strates that under specific conditions, normative actions can generate transfor-

mative change in science. Here, context is critical. As in social protest more

generally, scientist-activists tailor strategies, tactics, and modes of collective
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action in relation to the structural conditions of their work. In the case of genetic

toxicology, conventional behavior motivated by environmental values bore con-

tentious outcomes. One of those outcomes was a new interdiscipline. Another

was the politicization of scientists’ identities. 

Collective identities are constructed through collective action; regular

folks are politicized in the heat of protest (Morris and Mueller 1992). Following

their participation in the movement to build genetic toxicology, at least some

of the core activists have gained lasting reputations as political activists of one

sort or another. Sam Epstein, for example, has devoted much of his time and

energy during the last thirty years waging war on the “war on cancer.” He has

been a vocal critic of the cancer research establishment’s prioritization of

mechanisms research and the private interests of the pharmaceutical industry

over public health and disease prevention (Epstein 1979; Epstein et al. 1982; see

also Proctor 1995:ch. 3).12 Epstein’s continuous attacks on the National Cancer

Institute, the American Cancer Society, and the pharmaceutical drug industry

have won him ire in government and industry circles, but his ongoing efforts to

link environmental pollution to cancer rates have tendered awards from the

National Wildlife Federation, the Citizen’s Clearinghouse for Hazardous Waste,

and the National Coalition Against the Misuse of Pesticides, in addition to var-

ious awards from universities and scientific and medical societies.

If Epstein’s strategy for fomenting change in health science has been to

publicly confront the major institutional actors in an effort to expose the

underlying economic interests that shape research agendas and knowledge out-

comes in environmental health sciences, former EMS treasurer Marvin Legator

has taken his political convictions onto the streets. Legator is well known among

environmental justice groups along the Texas and Louisiana Gulf Coast.13 After

leaving the FDA in the early 1970s and following a short stint at Brown Univer-

sity, Legator helped establish an environmental toxicology program at the Uni-

versity of Texas Medical Branch in Galveston. For years, Legator has worked with

local communities, helping them document evidence of health impacts from

toxic exposures. He has conducted community health surveys in minority and

working-class communities bordering petrochemical plants and oil refineries

and has served as an expert witness in legal suits against industrial polluters

(e.g., Morris 1997). Legator has also trained community activists to design, col-

lect, and analyze health survey data and to collect air, soil, and water samples

to document exposure to chemical hazards (Legator et al. 1985). 

Other core activists have pursued less radical tactics for putting their

knowledge and skills as scientists to political use. Bruce Ames was for many

years at the forefront of efforts to publicize the potential hazards of mutagens

in food and consumer products. Since the 1990s, Ames has become an equally

vocal antienvironmentalist, at times lining up opposite Sam Epstein in debates

conducted through science journals. Much of Ames’s more recent research has
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focused on naturally occurring mutagens, research which he uses to downplay

the role of environmental chemicals in causing cancer (Proctor 1995:ch. 6).

Although Ames’s environmental message is a reactionary one, his tactics, by

and large, are not. Another rather more conventional approach is illustrated by

Matthew Meselson’s longtime efforts to shape chemical and biological weapons

(CBW) policy. Described recently as an activist who works mostly “behind the

scenes” (Brickley 2002), Meselson codirects the Harvard-Sussex Program on

CBW Armament and Arms Limitation, a program that seeks “to promote the

global elimination of CBW weapons and to strengthen the constraints against

hostile use of biomedical technologies.”14 He has investigated releases of anthrax

in the Soviet Union during the 1980s (Guillemin 1999) and in the U.S. postal system

since 2001.

The political biographies of these four former genetic toxicology scientist-

activists describe different points along intersecting continua of scientist

activism that range from conventional to confrontational and from radical to

reactionary. The institutions they target and the impacts of their tactics also

differ. Importantly, however, none has been forced to sacrifice scientific creden-

tials for political convictions.

Others have continued to influence environmental health and science pol-

icy through traditional advisory channels. James Crow, for example, has been a

regular member on National Academy of Sciences advisory committees shaping

federal policy on low-level radiation exposures, nuclear and alternative energy,

chemical environmental mutagens, and DNA technology in forensics.15 James

Neel supplied congressional testimony in support of the International Biologi-

cal Program (in 1970), criticizing Department of Defense assumptions on the

extent of effects of limited nuclear war (in 1975), and against a House bill pro-

viding that life begins at conception (in 1981).16

For still others, the values and social networks generated and nurtured

circa 1969 continue to shape modest and diverse efforts to build from the legacy

of the genetic toxicology movement. Many examples emerged from my conver-

sations with EMS members. One scientist admitted to channeling funds from

grants for mainstream mutagenesis research “under the table” for environ-

mental research he could not otherwise finance. Another has devoted much of

his career promoting simple-to-use plant bioassays as biomonitors of environ-

mental stressors in grassroots education programs in developing countries (Ma

1995). Others have argued for extending genetic toxicology tools and assessment

practices from human health to ecological health.17 Efforts by genetic toxicolo-

gists at the EPA have recently begun to re-ignite interest in human germ-cell

mutations and population risk.18

Of course, not all of the people involved in the early development of

genetic toxicology continued their enthusiasm for this new approach to genet-

ics research or its representative organization. Several scientists I interviewed
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expressed discontent with the early emphasis on hazard identification as not

constituting “real science.” Others complained that the EMS did not grow in

parallel with the expansion of genetic toxicology because the organization was

slow to embrace molecular biology and because leaders resisted calls to shed

the “environmental” label from the organization’s name. This study suggests

that such complaints are misplaced. Drawing sharp dichotomies that separate

science from politics, basic research from applied, or research from activism

misses the point. Molecular biology is no less political for its attention to ques-

tions about how mutagenesis and carcinogenesis occur. And environmental

mutagenesis is no less scientific for linking mutational phenomena to broader

questions about human exposure to chemical agents and the health of future

generations. Sylvia Tesh (2000) has recently described the continuing need for

an “environmentalist” science—one that can accommodate the tension

between facts and values. An environmentalist genetic toxicology is one that

seriously attends to basic questions of biology but also maintains an activist ori-

entation toward environmental health research. Such a science will recognize

that answers to the questions that molecular biology asks are not in themselves

solutions to environmental problems and that conflating the two is often a

recipe for political inaction—an environmental hazard of a different sort.

Conclusion

The environmental writer Bill McKibben (1990:90) has argued that we live in a

“post-natural” world in which all nature now contains a social imprint. If he is

correct, synthetic chemicals are the main reason why. At the dawn of the

twenty-first century, human-made chemicals are globally ubiquitous in the

products that industry creates, markets, and sells and that consumers the world

over buy, use, and throw away. Chemicals are “always everywhere,” constantly

intermeshing with our daily lives. A curious aspect of our postnatural condition

is that synthetic chemicals are also, in important respects, nowhere. As mate-

rial entities, chemicals themselves are largely invisible. We do not see the sub-

stances that preserve our food, green our lawns, whiten our clothes, or thin

atmospheric ozone. Unless one works in a factory that produces or uses chem-

icals or lives near places where chemicals are stored or dumped as waste, most

people, most of the time, tend not to notice our chemical environment outside

the polemic abstractions of industrialists who celebrate, and environmentalists

who vilify, “the chemical age.” We take the things themselves—as they exist now—

largely for granted. 

The future impacts of those same chemicals on individual bodies, on com-

munities, and on ecosystems come wrapped in still more layers of abstraction.

Concern for “the children of our grandchildren” and “ecological sustainability”

may deepen fears about the unintended consequences of our increasingly
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chemical lives, but the moralistic rhetoric of global environmentalism also

ensures that political action that addresses those fears will have to rely on

answers to questions that are essentially unknowable. How do we in the twenty-

first century govern chemical effects in human populations of the twenty-

second? This question, among others, shapes ongoing debate about society’s

relationship to nature and to the synthetic chemicals that now infuse nature,

including us. The scientist-activists who created genetic toxicology transformed

the institutions that made and ordered environmental knowledge through col-

lective action that was vigilant, coordinated, and sustained. Today, confronting

the chemical consequences of a postnatural world may require much more but

certainly demands nothing less.
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APPENDIX A

Scientists Interviewed

Interview 

Name Employer/Position at Time of Interview Date

Seymour Abrahamson Department of Zoology (Emeritus), Apr. 15, 1997
University of Wisconsin–Madison

Bruce Ames Department of Molecular and Cell Biology, Nov. 13, 1997
University of California–Berkeley

Herman Brockman Department of Biology (Emeritus), Nov. 7, 1997
Illinois State University

David Brusick Covance Laboratories, Vice President, Apr. 18, 1998
Toxicology Division 

Larry Claxton National Health and Environmental Mar. 23, 1998
Effects Lab, EPA 

Donald G. Crosby Department of Environmental Toxicology, Mar. 6, 1998
University of California–Davis 

James F. Crow Department of Genetics (Emeritus), Apr. 18, 1997
University of Wisconsin–Madison 

Frederick J. de Serres Technology Planning and Management Apr. 20, 1997
Corp. (Research Consultant) 

John W. Drake Laboratory of Molecular Genetics Mar. 1, 1998
(Chief), NIEHS

Samuel S. Epstein School of Public Health, University July 14, 1997
of Illinois Medical Center 

James M. Gentile New Hope College (Dean of Biology) Mar. 25, 1997

James W. Gillett Superfund Basic Research and Education June 18, 1997
Program (Director), Cornell University

William F. Grant Department of Plant Science, Apr. 21, 1997
McGill University

Philip Hartman Department of Biology (Emeritus), Dec. 22, 1997
Johns Hopkins University 
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David S. Hinton Environmental Toxicology Program, Mar. 31, 1998
University of California–Riverside 

Eugene Kenega Dow Chemical Corporation (retired) Oct. 19, 1998

Te-Hsiu Ma Department of Biological Sciences, Mar. 24, 1998
Western Illinois University 

Heinrich Malling Laboratory of Molecular Genetics, NIEHS Apr. 22, 1997

Mortimer Mendelson Biology and Biotechnology Research Mar. 25, 1998
Program, Lawrence Livermore Laboratory

Kristien Mortelmans Stanford Research Institute, Mar. 25, 1998
International

James V. Neel Department of Human Genetics Apr. 22, 1997
(Emeritus), University of Michigan

Tong-man Ong Toxicology and Molecular Biology Apr. 18, 1998
Branch, Health Evaluation Research 
Division, NIOSH

Michael J. Plewa Department of Crop Sciences, Mar. 24, 1998
University of Illinois 

R. Julian Preston Chemical Industry Institute of Sept. 29, 1997
Toxicology

Liane B. Russell Oak Ridge National Laboratory Sept. 26, 1997
Biology Division

Michael Shelby Laboratory of Toxicology, Environmental Oct. 2, 1997
Toxicology Program, NIEHS

Raymond W. Tennant Laboratory of Environmental Oct. 2, 1997
Carcinogenesis and Mutagenesis 
(Chief), NIEHS

Larry Valcovic U.S. EPA Apr. 21, 1997

John Wassom Human Genome and Toxicology Group, Apr. 21, 1997; 
Oak Ridge National Laboratory Sept. 25, 1997

Michael Waters National Health and Environmental Sept. 29, 1997
Effects Lab, EPA 

Errol Zeiger Environmental Toxicology Program, Oct. 1, 1997
NIEHS

Interview 

Name Employer/Position at Time of Interview Date



149

APPENDIX B

Institutionalizing Events in Environmental Mutagenesis/
Genetic Toxicology, 1964–1976

Year Event Place

1964 Symposium, “Molecular Action of Mutagenic and Gatlinburg, Tenn.
Carcinogenic Agents” (sponsored by ORNLBD)

1965 Brookhaven Symposium in Biology, no. 18, Upton, N.Y.
“Genetic Control of Differentiation”

1966 Genetics Study Section (NAS) conference on Woods Hole, Mass.
chemical mutagens

1967 Panel discussion on “radiation and chemical Oak Ridge Biology 
mutagenesis” at Habrobracon-Mormoniella Division, 
Conference (parasitic wasps) Oak Ridge, Tenn.

Conference on “mutation research on Edinburgh, Scotland
microorganisms”

1968 Genetics Study Section report published in 
Scientist and Citizen

International symposium, “Genetic Effects of Kyoto, Japan
Radiation and Radiomimetic Chemicals”

“Roundtable on Mutagenesis” Gaithersburg, Md.

1969 Environmental Mutagen Society (EMS) formed Washington, D.C.

Ciba Foundation symposium, “Mutation as a London, England
Cellular Process”

Panel, “Interactions between the Genetic Hanover, N.H.
Apparatus and Exogenous Agents,” 23rd Annual 
Symposium on Fundamental Cancer Research 
(Dartmouth College)

1st issue of EMS Newsletter published Oak Ridge, Tenn.

EMIC formally established Oak Ridge, Tenn.

Symposium,“Drugs of Abuse: Their Genetic and San Francisco, Calif.
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Other Chronic Nonpsychiatric Hazards” 
(cosponsored by the Center for Studies of 
Narcotic and Drug Abuse, NIMH, and EMS)

Environmental mutagenesis program established Oak Ridge, Tenn. 
at ORNLBD (de Serres coordinates)

Roundtable discussion on environmental Madison, Wis.
mutagens at Genetics Society annual meeting

Symposium, “Chemical Mutagenesis in Mainz, W. Germany
Mammals”

Inauguration of the Central Laboratory for Freiburg, Germany
Mutagenicity Testing

Mutagenesis workshop (NIEHS) Bethesda, Md.

1970 1st annual meeting of U.S. EMS Washington, D.C.

Meetings between EMS and National Academy Washington, D.C.
of Sciences members

Informal conference, “Repair and Mutation Pisa, Italy
in Microorganisms” (Pisan Lab. for Mutagenesis 
and Differentiation), 23 papers presented

Symposium, “Fundamentals of Mutagenicity Woods Hole, Mass.
Testing”

Symposium, “Mammalian Radiation Genetics” Neuherberg, Germany

European Environmental Mutagen Society Neuherberg, Germany
(EEMS) formed

Molecular Basis of Mutation published (Drake) 

Chemical Mutagenesis in Mammals and Man
published (Vogel and Röhrborn, eds.)

Chemical Mutagens in Man’s Environment
published (Fishbein et al., eds.) 

Cell Mutation Unit established at University Brighton, Sussex, 
of Sussex Great Britain

Conference, “Evaluating Mutagenicity of Drugs Washington, D.C.
and Other Chemical Agents” (Drug Research Board)

International symposium, “Chemical Mutagenesis Basle, Switzerland
as a Problem in Medicine” (Ciba Geigy)

1971 1st annual meeting of EEMS Leiden, Netherlands

Gesellschaft fur Strahlen- und Fed. Rep. of Germany
Umweltmutationsforschung (GUM) 
(Environmental Mutagen Research Society) formed

“Workshop on Mutagenicity,” Brown University Providence, R.I.

Year Event Place



(EMS, FDA, NIEHS, Pharmaceutical Manufacturers
Association, Drug Research Board)

Roundtable session, “Genetic Hazards from the Paris, France
Environment,” Fourth International Congress of 
Human Genetics

Gruppo Italiano Mutageni Ambientali (GIMA) Pisa, Italy
organized as a national section of the EEMS

Chemical Mutagens: Principles and Methods for 
Their Detection, vols. 1–2, published 
(Hollaender, ed.)

1972 NIEHS Mutagenesis Branch organized Research Triangle 
Park, N.C.

Joint Industry–Government–University Study on 
Dominant Lethal Cytogenetic Methods completed 

5-week training course on “chemical mutagenesis” 
in Latin America (Organization of American States)

Conference, “Detection of Somatic Mutations 
in Humans” 

Fogarty Center workshop, “Mutagenic 
Contaminants in the Environment”

3rd annual EMS meeting; includes a symposium Cherry Hill, N.J.
on “new techniques in mutagenicity testing” 
and papers on techniques for evaluating 
mutagenicity of atomic bomb survivors and of 
industrial mutagenic hazards

Symposium, “Mutagenic Hazards from the Amsterdam, 
Environment,” Medical and Biological Holland
Federation meetings

2nd annual EEMS meeting Pilsen, Czech.

Symposium, “Chemical Mutagenesis in Ibaraki-ken, Japan
Microorganisms and Plants”

Japanese Environmental Mutagen Society (JEMS) Mishima, Japan
formed and 1st annual JEMS meeting held

Environmental Mutagenicity Workshop; Edinburgh, Scotland
demonstrations to members of British Chemical 
and Pharmaceutical Industry (University 
of Edinburgh)

International Workshop on Mutagenicity Testing Zurich, Switzerland
of Drugs and Other Chemicals
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Last issue of EMS Newsletter published Oak Ridge, Tenn.
(no. 6)

GUM joins EEMS as a national section of 
W. Germany 

Section on Environmental Mutagenesis of the Prague, Czech.
Czechoslovak Biological Society formed as a 
national section of the EEMS

1973 “Environmental Mutagenesis and Related  Oak Ridge, Tenn.
Subjects,” a new section of Mutation Research, 
begins publication (de Serres, ed.)

The Testing of Chemicals for Carcinogenicity, 
Mutagenicity, and Teratogenicity published by the
Ministry of National Health and Welfare (Canada)

Workshop, “Problems and Perspectives in  Noordwijkerhout, 
Mutation Research” (org’d. by Sobels) Netherlands

3rd annual EEMS meeting; Symposium, “Caffeine Uppsala, Sweden
as an Environmental Mutagen and the Problem  
of Synergistic Effects”

1st International Conference on Environmental Asilomar, Calif.
Mutagenesis

International Association of Environmental Asilomar, Calif.
Mutagen Societies formed

2nd annual JEMS meeting Mishima, Japan

Conference, “Dose and Effect of Mutagenic Bad Kruzingen, 
Chemicals” Germany

International symposium, “Testing Mutagenic Prague, Czech.
Effects of Environmental Contaminants”

“1971 survey of literature reporting chemical 
mutagenesis” (EMIC report) 

“The mutagenicity and teratogenicity of a selected
number of food additives” (EMIC report)

“Panel on environmental mutagenesis and 
carcinogenesis” formed (U.S.-Japan Cooperative
Medical Science Program) 

“Panel on mutagenesis” formed (U.S.-USSR 
agreement on cooperation in the field of 
environmental protection) 

Interagency Panel on Environmental Mutagenesis 
(U.S. Department of Health, Education, and 
Welfare) formed 

TIMELINE152

Year Event Place



Workshop, “Evaluation of Mutagenicity Data and 
Extrapolation to Man” 

Workshop, “DNA Repair Systems in Fungi” 

Chemical Mutagens: Principles and Methods for 
Their Detection, vol. 3, published (Hollaender, ed.)

“Molecular and environmental aspects of New York, N.Y.
mutagenesis,” 6th Rochester International 
Conferences on Environmental Toxicity  
(University of Rochester)

“Chemical mutagenesis in laboratory mammals: Oak Ridge, Tenn. 
A bibliography on the effects of chemicals on 
germ cells” (EMIC report)

“The mutagenicity and teratogenicity of a Oak Ridge, Tenn.
selected number of food additives: EMIC/GRAS
literature review” (EMIC report)

“Chemical mutagenesis, a survey of the 1971 Oak Ridge, Tenn.
literature” (EMIC report)

1974 4th annual EMS meeting; “Mutagenesis” 
symposium, held jointly with Society of Toxicology

4th annual EEMS meeting Heidelberg, 
Germany

3rd annual JEMS meeting Tokyo, Japan

Workshop, “Mutagenicity of Chemical Honolulu, Hawaii
Carcinogens”

Conference, “Monitoring the Problem of Tokyo, Japan
Mutagenesis and Carcinogenesis in Man”

Workshop, “Long-term Toxicity of 
Antischistosomal Drugs” 

Workshop, “Mechanisms of Chemical 
Carcinogenesis”

“Chemical mutagenesis: a survey of the 1972 Oak Ridge, Tenn.
literature” (EMIC report)

1975 “Reviews in Genetic Toxicology” begins as special
section of Mutation Research

“Committee 17” report published in Science

Handbook of Mutation Testing Procedures
(Legator et al., eds.) begins publication 
“article-wise” in Mutation Research

Workshop, “Basic and Practical Approaches to New York, N.Y.
Environmental Mutagenesis and Carcinogenesis”
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Workshop, “Chemical Mutagens in Leiden, 
the Netherlands” Netherlands

6th annual EMS meeting Miami Beach, Fla.

Workshop, “International Coordination of Miami Beach, Fla.
Environmental and Chemical Mutagenesis Studies”

International Symposium, “Genetic Hazards to Man Toronto, Canada
from Environmental Chemicals” (York University)

Conference, “In Vitro Mutagenicity and Seattle, Wash.
Carcinogenicity Tests”

Department of Radiation Genetics (State Univ. Leiden, 
Leiden) changed to Department of Radiation Netherlands
Genetics and Chemical Mutagenesis

4th annual JEMS meeting Kyoto, Japan

Section on Environmental Mutagens formed Budapest, 
within the Hungarian Society for Human Hungary
Genetics (26 founding members)

5th annual EEMS meeting; panel discussion on Florence, Italy
“legal aspects for the safety evaluation of 
chemicals by mutagenicity tests”

International School of General Genetics, 1st Florence, Italy
course: “Environmental Mutagenesis” (NATO 
Advanced Study Institute)

International Symposium on New Developments Zinkovy Castle, 
in Mutagenicity Testing of Environmental Czechoslovakia
Chemicals

International course on environmental Erice, Italy
mutagenesis

Training course on mutagenicity testing Bombay, India

“Chemical mutagenesis: A survey of the 1973 Oak Ridge, Tenn.
literature” (EMIC report)

1976 Conference, “Birth Defects: Detection and Martinique
Prevention”

“Genetic Toxicology Testing” begins as special 
section of Mutation Research, published quarterly

7th annual EMS meeting Atlanta, Ga.

Workshop, “Basic and Practical Approaches to Dushanbe, 
Environmental Mutagenesis and Carcinogenesis” Tajikstan (USSR)

Symposium, “Standarization and Development Neuherberg, W. 
of Mammalian Test Methods” Germany
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Workshop, “Design of New Methods for 
Assessing Mutations in Mammalian Systems” 
(proceedings published in Genetics) 

East Asia workshop, “Mutagenicity Testing of Mishima, Japan
Chemicals” (U.S.-Japan Cooperative Medical 
Science Program)

DHEW Subcommittee on Environmental 
Mutagenesis formed 

Workshop, “In Vitro Metabolic Activation in Research Triangle 
Mutagenesis Testing” Park, N.C.

Symposium, “The Role of Metabolic Activation Research Triangle 
in Producing Mutagenic and Carcinogenic Park, N.C.
Environmental Chemicals,” February 9–11

“Chemical mutagenesis: A survey of the 1974/1975 Oak Ridge, Tenn.
literature” (EMIC report)

Mutation Research: Problems, Results, and 
Perspectives published (Auerbach) 

Indian Environmental Mutagen Society formed 

Mutagenesis published (Drake) 

Chemical Mutagens: Principles and Methods for
Their Detection, vol. 4, published (Hollaender, ed.)

Congress passes Toxic Substances 
Control Act of 1976 (October 11) 

Sources: Most of the data for this table were collected through a systematic search
of announcements and news items in key journals, newsletters, and annual 
reports. Monographs were located by searching the WorldCat electronic database
(keywords: mutagens, mutagenesis). A smaller proportion of the data was collected at
random, as I came across relevant information in the normal course of historical
research. Although all source documents are in my possession, I have not listed them
here individually. 

Main Sources: Mutation Research, vols. 1–32 (1964–1976); EMS Newsletter, nos. 1–6
(1969–1972); Environmental Mutagenesis and Related Subjects (1973–1976); Reviews
in Genetic Toxicology (1975–1976); Genetic Toxicology Testing (1976); National
Institute of Environmental Health Sciences, Annual Report, “Environmental
Mutagenesis Branch–Summary Statement”(1972–1976); ORNLBD, Annual and Semi-
Annual Progress Reports (1965–1969); WorldCat electronic bibliographic database,
http://newfirstsearch.oclc.org.

TIMELINE 155

Year Event Place





157

NOTES

CHAPTER 1 SITUATING GENETIC TOXICOLOGY

1. Minutes, Meeting of the Ad Hoc Committee of the Environmental Mutagen Society
(January 8, 1969), EMS.

2. Original research on chemical mutagenesis increased 200–500 percent per year
between 1968 and 1972 (Wassom 1973).

3. “Membership list,” EMS Newsletter, 1969 (2):74–85, EMS.

4. Important federal-level developments included the National Institute of Environ-
mental Health Science (NIEHS), established in 1969 to direct basic research on “the
effects of environmental factors, singly and in the aggregate, upon the health of man”
(Research Triangle Institute 1965), and expert panels convened at the behest of sev-
eral federal government agencies and departments to address the biological impacts
of synthetic environmental chemicals. These included a major report, “Pesticides and
Their Relationship to Environmental Health,” published by the Department of
Health, Education, and Welfare in conjunction with the Department of Agriculture,
and a report on food safety standards issued by the Food and Drug Administration
(FDA) advisory committee panel on “Safety Evaluation of Food Additives and Pesticide
Residues” (Food and Drug Administration Advisory Committee on Protocols for Safety
Evaluation 1970; U.S. Congress 1969; U.S. Department of Health, Education, and Wel-
fare 1969). For a history of U.S. environmental regulatory policy, see Andrews (1999).

5. The history of contemporary genomic-based environmental health sciences is just
beginning to be written (Shostak 2003b). On industrial hygiene and occupational dis-
ease research and politics, see, for example, Corn (1992), Sellers (1997), Gottlieb
(1993), Rosner and Markowitz (1987), and Markowitz and Rosner (2002). On environ-
mental theories and politics of cancer, see Epstein (1979) and Proctor (1995). 

6. Elizabeth S. Von Halle, former membership director, EMS. Personal correspondence
(November 24, 1996).

7. Elizabeth S. Von Halle, 1997. EMS Membership Report, EMS, Oak Ridge, Tennessee.
Author’s files.

8. While much of this literature maintains a realist position toward the content of sci-
entific knowledge, some work promotes a relativist or social constructionist episte-
mology through arguments about how scientific facts and theories are influenced by
social processes (e.g., Knorr 1977). 

9. Factors identified in this body of work range from the character of colleague rela-
tionships within research networks (Mullins 1976) and the structure of the research
process (Knorr 1977) to broader institutional reforms in education and academic
labor markets (Ben-David and Collins 1966) and the emergence of new consumer
knowledge markets (Groenewegen 1987).



10. A powerful recent example of this style of analysis is Clark et al. (2003).

11. For empirical analyses of interdisciplines and interdisciplinary research, see Barmark
and Wallen (1980); Bechtel (1986); Weingart and Stehr, eds. (2000); Gibbons et al.
(1994); Lattuca (2001); and Abir-Am (1987, 1988, 1993). Most of the literature on
“interdisciplinarity” derives from cultural and literary studies. In addition to Julie
Klein’s work and the edited volume by Messer-Davidow et al. cited earlier in the
chapter, Moran’s (2002) study is broadly representative of this much larger body of
work. 

12. Ceteris paribus, a cultural studies program, is more likely to hire faculty with Ph.D.s
in geography or history or literature than from some other cultural studies program. 

13. As in studies of trading zones (Galison 1996), standardized packages (Fujimura 1996),
and boundary objects (Star and Griesemer 1989). Research on the “boundaries of sci-
ence” owes much to Thomas Gieryn (1983, 1994, 1999). For studies of boundary mak-
ing in explicitly interdisciplinary contexts, see Frickel (2004a) and Small (1999).

14. Minutes, EMS Council Meeting (September 18–19 and March 22, 1970), EMS.

15. On the social authority of scientists more broadly, see Rosenberg (1997) and Walters
(1997).

16. Studies of biology, American or otherwise, that cover this period include Appel
(2000), de Chadarevian and Kamminga (1998), Kay (2000), and Morange (2000).

17. On the role of biologists as Cold War public intellectuals, see Wolfe (2002).

18. Hollaender served as director of the Oak Ridge National Laboratory Biology Division
from 1946 to 1966 and remained on in a consulting capacity until 1972. He made reg-
ular trips to Washington during this period and, according to my interviews, spent
considerable time at the Cosmos Club, the city’s elite and historic social club located
near Dupont Circle. Daniel Greenberg (1999 [1967]:3) once described the Cosmos
Club as the scientific community’s cultural and intellectual equivalent to ancient
Athens’s Athenaeum. 

19. As Kleinman and Vallas (2001) note, however, basic research in American universi-
ties was never the autonomous “ivory tower” policy makers, science boosters, and
some historians and sociologists of science have maintained. On this and other
“myths” of science policy, see Sarewitz (1996). 

20. A few scientists I interviewed used exactly this phrase to describe the culture at Oak
Ridge during the mid–1960s. Interview data. 

21. Interview data.

22. Some of these same genetics students carried Mother Nature’s coffin in their town’s
Earth Day parade. Interview data.

23. The National Environmental Policy Act (NEPA), passed by Congress on December 24,
1969, and signed into law by President Nixon on January 1, 1970, mandated the cre-
ation of the U.S. Environmental Protection Agency and the Council on Environmen-
tal Quality. Congressional environmental protection legislation subsequent to NEPA
included the Clean Air Act (1970), the Resource Recovery Act (1970), the Water Pollu-
tion Control Act (1972), the Federal Insecticide, Fungicide, and Rodenticide Act
Amendments (1972), and others.

24. More recently, for example, “risk society” theorists (Beck 1999) have expressed simi-
lar concerns. 

25. Victor McCusick, a clinical geneticist appointed head of a new Division of Medical
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Genetics at Johns Hopkins Medical School in 1957, and James V. Neel, a radiation and
population geneticist who in 1956 founded and chaired the Department of Human
Genetics at the University of Michigan, were important figures whose laboratories
“loomed particularly large on the landscape” of human genetics in 1959 (Kevles
1985:ch. 15, quote from 233). In biochemistry, new chromatographic and elec-
trophoretic methods facilitated research on biochemical variants among large popu-
lations, and in cytology, new techniques made for improved karyotype analysis
(Kevles 1985:235, 249).

26. On the legitimating function of disciplinary origin accounts, see Abir Am (1985).

27. For more and less sympathetic critiques, respectively, see Lenoir (1997) and Mulkay
(1979).

28. See also Clarke (1998:ch. 6). Other studies are less specific. Latour’s (1988) analysis of
“the Pasteurization of France” is set amid a backdrop of a hygienics movement that
never quite comes into full view. Similarly, Fujimura (1996) counts cancer research
advocacy groups among the many and varied institutional actors that contributed to
the development of an “oncogene bandwagon” in cancer science, although we never
see the movement, its organizations, or its activists.

29. Woodhouse and Breyman (2004) take a similar approach in their study of green
chemistry. For related discussions of how medical and scientist activism is organized
toward environmental justice, see McCally (2002) and Frickel (2004b).

30. My understanding of social movement dynamics owes much to the variously termed
but basically similar “resource mobilization,” “political process,” and “contentious
politics” perspectives. See McAdam et al. (1996), McAdam et al. (2001), and Tarrow
(1998).

31. Kuznick (1987) describes scientists’ mobilizations for social and political reform dur-
ing the interwar period; however, most historiography on scientist political activism
is set during the Cold War. For studies of scientist activism in reaction to the bomb
and radiation fallout, see Smith (1965), Rotblat (1972), Kevles (1978), Boyer (1985),
and Divine (1978). Jessica Wang (1999) examines scientists’ retrenchment against
anti-Communism. Jan Sapp (1987) and Audra Wolfe (2002) treat American biologists’
opposition to Lysenkoism. Key sources for the relationship between American genet-
ics and eugenics movements are Kevles (1985) and Paul (1995). On scientists’ antiwar
activism during the Vietnam War, see Moore (forthcoming). Interesting case studies
of scientist activists in the policy arena and in the public sphere are found, respec-
tively, in Primack and von Hippel (1974) and Goodell (1977). 

CHAPTER 2 WORKING ON MUTATIONS

1. Other historians of genetics have raised similar sentiments, as in Ana Echeverria’s
(1995:89) more subtle observation that the challenge for geneticists historically has
been “not so much to accept mutation as the generating process of variation, but
rather to attempt to define its limits.”

2. A recent text uses this analogy: “What a gene does . . . reveals its presence much as
odors, sounds, and slight disturbances of its surroundings reveal the presence of a
field mouse to an alert cat” (Wallace and Falkinham 1997:1).

3. Kohler (1994:20) argues that Drosophila first entered biologists’ laboratories not as
experimental material for genetics but as a pedagogical tool. 
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4. Each generation of progeny was also crossed with untreated flies.

5. As noted in the previous chapter, these projects still do not exhaust Muller’s cur-
riculum vitae for political activism, a political biography that earned him an enig-
matic reputation among his colleagues then and historians now.

6. Carlson (1981:144–147) describes these experiments in greater detail.

7. Hessenbruch (2000) examines the economic history of x-ray science and technology.

8. A Jew, Auerbach immigrated to Edinburgh from Germany in 1935 and received her
Ph.D. in 1937, studying developmental genetics under F.A.E. Crew. Crew assigned
Auerbach to be a research associate to H. J. Muller during his time in Edinburgh in
the late 1930s, and it was in conversation with Muller that Auerbach became inter-
ested in mutagenesis (Carlson 1981:246–247). Their correspondence in later life
remained regular, if not close, and upon Muller’s death Auerbach contributed a seven-
page obituary “note” that was published in Mutation Research (Auerbach 1968).

9. Like radiation, mustard gas creates burns that tend to heal slowly, often breaking
down again after healing. It was these characteristics that first suggested to the phar-
macologist Robson that mustard gas might, like x rays, “inhibit cell division through
direct action on the chromosome” (Auerbach et al. 1947:244).

10. During the war, the British government imposed a security ban on all information
relating to “war gases” (Auerbach et al. 1947:244).

11. Beale (1993) notes that Auerbach and Robson experienced difficulty applying mustard
gas to flies in nonlethal doses.

12. Lethal mutations prevent the development of individuals. “Sex-linked” lethals are
lethal mutations on the X chromosome. “Crossing over” is a process whereby homol-
ogous chromosomes exchange corresponding parts. A “rearrangement” occurs when
a chromosome segment is inverted (thus preventing crossing over). 

13. Auerbach (1962a) reviews standard methods in Drosophila, the mouse, wasps, flow-
ering plants, and various microorganisms.

14. Loveless (1966:v) describes alkylating agents as those compounds possessing the
“capacity to alkylate biologically functional chemical groups in vivo under normal
physiological conditions.”

15. A few examples include the mouse specific-locus test for germ-cell mutagenesis (Rus-
sell 1994; Russell 1989), tests for forward and reverse mutations in the ad–3 region of
Neurospora crassa (de Serres and Kolmark 1958), the Tradescantia stamen-hair sys-
tem (Underbrink et al. 1973), and the rII locus test for bacteriophage T4 (Drake 1963).
Many others could be noted. 

16. At least one new method with great potential for finding mutagens was not incorpo-
rated into standard practice in chemical mutagenesis. The “chemostat” method,
developed in 1950, warrants only brief mention in Auerbach’s methodology textbook
(1962b:109–110), nor is there a chapter devoted to this method in Hollaender and de
Serres’s ten-volume series, Chemical Mutagens: Principles and Methods for Their
Detection. Nevertheless, the chemostat “offered not only an enormous increase in
precision but a built-in test of many of the assumptions. Very small changes in the
mutation rate could be measured, and therefore mild mutagens could be detected”
(Crow 1989:9). In an interview, James Crow told me that he thought the reason the
chemostat was not used for mutagenicity testing was economic: other sensitive sys-
tems were cheaper to run (James F. Crow, interview, Madison, Wisconsin, April 18,
1997). It is worth noting that the other methods Crow refers to were also easier for
geneticists to make work.

NOTES TO PAGES 25–32160



17. As a woman working in a male-dominated profession, as an employee in a university
agricultural research laboratory, as the author of a key discovery in genetics, and as
a vocal proponent of a more holistic understanding of molecular biology than the one
that has carried the day, Auerbach’s life and research certainly invite close compari-
son to Cornell University geneticist Barbara McClintock (Comfort 2001; Keller 1983).

18. The term “chemosterilant” was coined by USDA entomologists in 1960 (LaBreque et
al. 1960).

19. Even more appealing to the USDA entomologists and chemists than finding chemical
means to sterilize laboratory flies was the possibility of identifying ecologically safe
chemicals that could be administered directly to a natural insect population. Such
compounds would eliminate the need for insect-rearing facilities altogether and sig-
nificantly lessen the economic burden that accompanied the sterile-male release
method (Knipling 1962).

20. In the United States, the Radiation Research Society was formed in 1952, its first
annual meeting was held in 1953, and its journal began publication in 1954 (Failla
1954). The federal government’s interest in radiation genetics was manifest mainly
through research supported by the AEC and by a series of reports commissioned by
the National Research Council (National Academy of Sciences–National Research
Council 1956, 1960, 1972). International concern is illustrated by a series of United
Nations reports published around the same time (e.g., United Nations 1958). On the
political history of postwar radiation genetics in the United States, see Beatty (1988,
1993) and Lindee (1994). 

21. The molecularization of the life sciences and its consonant reverberations through-
out industry, politics, and culture have received considerable recent attention. See
the book-length treatments on the rise of molecular biology by Kay (1993, 2000), Mor-
ange (2000), and Fujimura (1996), as well as the essays collected in Fortun and
Mendelsohn (1999). On genetic engineering regulation and biotechnology, see Got-
tweis (1998), Wright (1994), and Thackray (1998). 

22. Chemical mutagens did play an indirect role in some microorganism research. Chem-
ical compounds such as acridine dyes were used to sensitize bacteria to ultraviolet
radiation (Crow and Abrahamson 1965:282; see also Drake’s discussion of acridine
mutagens [1970:147]). As Auerbach (1976:8) notes, “It is true that chemical mutagens
were applied to micro-organisms, but almost all important findings on chemical
mutagenesis at that time came from experiments with Drosophila, while most impor-
tant findings on UV-mutagenesis came from experiments on micro-organisms.”

23. Mice were the main exception to this rule. Although research on mouse genetics
didn’t require larger populations, mice were, for obvious reasons, considerably more
expensive than bacteria or yeast to breed, house, and study (Russell 1994).

24. Several scientists I interviewed expressed this opinion. Crow’s remarks are represen-
tative:

SF: If one had a laboratory set up for radiation genetics and one decided to study

chemical mutagens, what kind of changes would have to take place?

JC: Very little. You have to have an x-ray machine to do radiation. Chemicals are

much simpler to study. You can take something off the shelf and the techniques

to test it—growing bacteria or flies or whatever test system you’re using—that

didn’t change. So it wasn’t a big step in a research sense. (Crow, interview) 

25. Despite the important influence of European scientists, the United States clearly
dominated the field in terms of national output. U.S. scientists contributed nearly a
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third (31 percent) of the total number of articles published in Mutation Research
(1964–1968), and U.S. scientists made up 40 percent of the journal’s forty-eight-per-
son editorial board.

26. This is not to suggest that important mutation research was not going on elsewhere
but only that the concentration of mutation research at these three institutions was
at that time unequaled.

27. As Auerbach reminded one audience, “Once the mutant information has been firmly
encoded in DNA, it has to be read, transcribed and put into effect, and a new bio-
chemical pattern has to be evolved in the mutant cell” (1963:282).

28. I refer here primarily to the research and regulatory laboratories in the AEC, NIH,
FDA, and, after 1970, EPA. 

29. “Organization of Research,” October 1965. ORNLBD.

CHAPTER 3 MAKING ROOM FOR ENVIRONMENTAL MUTAGENS

1. The term “mutational load” refers to the average accumulation or decline of delete-
rious germinal mutations in human populations. Because most germ-cell mutations
are not extreme enough to kill or sterilize an individual, and because advances in
hygiene and medical treatment have enabled genetically weakened individuals to
pass those damaged genes along to offspring, Muller argued that mutations are not
being regularly eliminated from the human gene pool as they would have been
among our less technologically advanced ancestors. For the political and cultural con-
text of Muller’s arguments, see Paul (1987). 

2. This interesting and prescient exchange is reprinted in Lederberg (1997). The quote
is from page 6. 

3. Lederberg shared more than a Nobel Prize (awarded in 1958 for work in bacterial
genetics) with his older colleague Muller. A consummate disciplinary entrepreneur,
Lederberg founded two university departments (the Department of Medical Genetics
at the University of Wisconsin–Madison and the Department of Genetics at Stanford
University) and worked to establish a new discipline for the scientific study of extra-
terrestrial life, or “exobiology” (Dick 1996). He was also a public intellectual who
wrote a weekly column for the Washington Post from 1966 to 1971, “Science and Man,”
that explored various issues of concern to Lederberg involving science’s relationship
to society and social policy. Nearly 22 percent of his 231 columns addressed topics
involving consumer protection and the environment, some specifically focused on
radiation and chemical mutagens. A similar fraction addressed human genetics and repro-
duction, including several with eugenics-oriented themes (Wolfe 2002:80). Lederberg’s
columns can be found online at http://profiles.nlm.nih.gov/BB/Views/ AlphaChron/
alpha/10035/10000/.

4. My thanks to Audra Wolfe for suggesting the phrase “bully pulpit.” 

5. Neel and Schull were architects of the Atomic Bomb Casualty Commission study of
survivor populations at Hiroshima and Nagasaki (Beatty 1988; Lindee 1994). Other
notables among the twenty-three attendees included Curt Stern from UC-Berkeley and
Milislav Demerec from Brookhaven National Laboratory. The conference proceedings
are published in Schull (1962).

6. The three categories involved drugs and other substances to which (1) large popula-
tions are exposed to only occasionally, (2) smaller subpopulations are chronically
exposed, and (3) large populations are chronically exposed. The first category could
be assumed not to pose a genetic hazard; the second could be assumed to pose a
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genetic hazard to only a small proportion of the population, and therefore “the
genetic hazard to the race would be minimal.” Substances in the third category rep-
resented the most immediate and significant concern. These included ethyl alcohol,
nicotine, water additives (chlorine and fluoride), foods (e.g., mustard seeds) and food
additives (e.g., nitrates and nitrites), insecticides, industrial air pollutants, oral con-
traceptives, contraceptive jellies and creams, theobromine, and caffeine (Goldstein
1962). 

7. Muller’s role in establishing genetic toxicology was indirect. He died in 1967 after a
long period of poor health during which he was not physically capable of the kind of
political and social activism for which he had by then become infamously known
among colleagues and critics. Nevertheless, it seems likely that his personal connec-
tions and influence did play a role in piquing interest in chemical mutagenesis
research at the National Research Council and at Oak Ridge (Lederberg 1997). The talk
Muller gave on the public health implications of chemical mutagens at the FDA also
seems to have had reverberating effects that Muller himself would not have pre-
dicted. Arriving at the FDA to head its Cell Biology Branch a year after Muller deliv-
ered his talk there, Marvin Legator recalled his “delight in discovering Dr. Muller’s
report [in 1963],” admitting in 1970 that “the presentation of Muller’s, and my later
correspondence with him greatly influenced the activities of the Cell Biology Branch
at FDA” (1970:240). Those activities involved research on what Legator would in 1967
term “genetic toxicology.”

8. Alexander Hollaender, interview by Ida C. Miller (February 2, 1982), RRS, MS 1709,
Folder 2.

9. Ibid.

10. Alexander Hollaender, Acceptance Speech for the Distinguished Contribution Award,
Society for Risk Analysis (1985), RRS, MS 1709, Folder 19; Hollaender to Harvey Pratt,
School of Medicine, Laboratory of Radiobiology, University of California at San Fran-
cisco (May 14, 1976), RRS, MS 1261, Box 3, Folder 13; Hollaender to David Perkins,
Department of Biological Science, Stanford University (January 3, 1978), RRS, MS 1709,
Folder 18.

11. Interview data.

12. “He [Meselson] was quite an activist,” Crow told me in our interview. “So much of
what I wrote and what the group agreed with was based on what Meselson had said.
He should get a lot of credit for this.” Other interviewees confirmed this view of the
important activist role that Meselson played in promoting chemical mutagenesis
research in science policy and administration circles during the 1960s. Meselson’s
work in chemical and biological weapons (CBW) policy and his opposition to U.S. mil-
itary chemical weapons use in Vietnam are summarized in Primack and von Hippel
(1974:ch. 11). Meselson’s comparatively modest involvement in the genetic toxicology
movement is explained by the fact that between 1969 and 1971 he spent half his time
on “anti-CBW activities” (148). 

13. For his published account of this episode, see Crow (1989).

14. Crow described the journal to me as an “out of the way place” that arguably was not
the most visible outlet for the report. “Science would have liked to have had it but by
that time [1968]—I didn’t realize that it would attract the kind of attention that it
did—and I’d already committed to [Scientist and Citizen] and I thought that I should
stay by that commitment.” One wonders whether and how things might have hap-
pened differently had either NIH or a journal with the international prestige of Sci-
ence published the report.
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15. Interview data.

16. One scientist I interviewed advanced the theory that Roger Tory Peterson’s Field
Guide to Birds of North America (1934) was more integral to raising awareness of the
ecological connections between wildlife habitat and pollution among scientists and
naturalists than Silent Spring. 

17. Examples include the Agricultural Research Service, Entomology Division; the Fish
and Wildlife Service; the AEC; and the Public Health Service Water Quality Laboratories.

18. Nonnuclear work at Oak Ridge during the 1960s involved, for example, the develop-
ment of a desalination plant, research on viruses and vaccines, the construction of a
facility to study the relationship between aquatic and terrestrial ecosystems, and a lead-
ing role in the National Science Foundation’s International Biological Program (John-
son and Schaffer 1994:123–124). On the latter, see Kwa (1987) and Bocking (1995). 

19. Among the more significant mutagenicity bioassays originating in the Biology Divi-
sion was a reverse-mutation system in Neurospora (associated with Frederick J. de
Serres), the mouse specific-locus test (developed by William Russell), an in vitro Chi-
nese hamster cell bioassay (developed by Ernest Chu), and the “S–9” metabolizing
agent (developed by Heinrich Malling) incorporated into a number of in vitro bioas-
says, most notably the Salmonella/microsome bioassay commonly known as the Ames
test.

20. Internal report, no date (probably 1976), 3, EMS.

21. The other information centers were the Accelerator Information Center, Actinide
Research Information Center, Atomic and Molecular Processes Information Center, Bio-
geochemical Ecology Research Center, Charged Particle Cross Section Data Center, Civil
Defense Research Collection, Engineering Data Collection, Information Center for
Internal Exposure, Isotopes Information Center, Nuclear Desalination Information Cen-
ter, Nuclear Safety Information Center, Office of Saline Water Materials Information
Center, Photographic Research Collection, Radiation Shielding and Monitoring Infor-
mation Center, and Research Materials Information Center. “Environmental Mutagen
Information Center of the Environmental Mutagen Society” (June 4, 1970), John Was-
som files, Oak Ridge, Tennessee.

22. Congress first allocated monies to fund a planning study for an “Environmental Health
Sciences Center” in 1961. 

23. In its earliest years, de Serres’s branch was staffed mainly by scientists accompanying
him from the Oak Ridge Biology Division’s Fungal Genetics Section. The migration
from Tennessee’s Oak Ridge to North Carolina’s newly christened Research Triangle
was explained to me in terms of the “pull” of new opportunities to advance environmen-
tal mutagenesis at NIH in combination with the “push” of administrative politics at
Oak Ridge following Alexander Hollaender’s departure. Interview data.

24. For example, during 1975 EMB initiated contracts with geneticists at the Universities
of Washington and Wisconsin, the Jackson Laboratory, and the Miles Laboratory, and
it negotiated interagency agreements with the EPA (for base-line studies of the muta-
genicity of airborne industrial chemicals) and with the Oak Ridge National Labora-
tory (to support data collection at EMIC) (NIEHS 1975b:151). In-house research was
organized into four laboratory sections: microbial and plant genetics, biochemical
genetics, somatic cell genetics, mammalian genetics, and population monitoring and
epidemiology.

25. For example, through the U.S.-Japan Cooperative Medical Sciences Program, the U.S.-
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USSR Environmental Protection and Environmental Health Agreements, and the U.S.-
Germany Life Sciences Program and with the International Agency for Research on
Carcinogenesis (IARC) in Lyon, France. 

26. Mimeographed copy of William D. Ruckelshaus, “An Address to the American Society
of Toxicology” (March 9, 1971), RRS, MS 1261, Box 3, Folder 15. A note affixed to the
speech, from an EPA Office of Public Affairs staffer to FDA geneticist Marvin Legator
reads, “I hear that Mr. Ruckelshaus’ speech was not warmly accepted by the audience.
I judge from that, that we did not miss the mark by far.” Thomas F. Williams to Mar-
vin Legator (March 10, 1971), RRS, MS 1261, Box 3, Folder 15.

27. Ribicoff to Hollaender (June 24, 1971); Hollaender to EMS Council (July 2, 1971); Min-
utes, EMS Council Meeting (July 27, 1971); Lindsay to Hollaender (June 22, 1971), EMS.
Dale R. Lindsay was the associate commissioner for science and acting director of
NCTR. That center’s initial research focus was on large-scale animal studies of the
effects of low-dose, long-term exposure to potentially toxic chemicals that were to be
selected “according to man’s exposure in foods and other aspects of his environ-
ment.” NCTR Task Force, Working Group F, “Mutagenesis Protocols,” RRS, MS 1261,
Box 3, Folder 2. Both Flamm and Fishbein later took jobs at NCTR. 

28. Minutes, Joint Meeting, EMS Executive and NAS ad hoc Subcommittee on Problems of
Mutagenicity, Committee on Problems of Drug Safety (March 23, 1970); Minutes, EMS
Council Meetings (March 24, 26, 1970); Minutes, EMIC Register Meeting (March 25,
1970); Minutes, EMS “Training” Meeting (March 28, 1970); Memo, Samuel S. Epstein
to EMS Council (September 20, 1970); “Fundamentals of Mutagenicity Testing, Woods
Hole, Massachusetts, July 12–18, 1970,” EMS, Heinrich Malling Papers. The quoted pas-
sage is from an untitled statement by Alexander Hollaender (June 12, 1970), RRS, MS
1261, Box 3, Folder 10.

29. Minutes, EMS Council Meeting (March 24, 1970), EMS, Malling Papers; Alexander Hol-
laender (June 12, 1970), RRS, MS 1261, Box 3, Folder 10; Minutes, EMS Council Meeting
(July 8, 1972), EMS, Malling Papers.

30. The Drug Research Board, for example, refused to sponsor a mutagenicity workshop
at UC-Berkeley organized by Bruce Ames in 1972, arguing that the EMS should bear
major responsibility for financing the workshop. Minutes, EMS Council Meeting (July
8, 1972), EMS, Malling Papers.

31. Samuel S. Epstein, telephone interview with author, July 14, 1999. Although Epstein’s
original draft of the bill was critically important in that it included the section on
genetic effects and mutagenicity testing, he states that geneticists had little to do with
pushing the act through Congress.

CHAPTER 4 A WAVE OF SCIENTIST COLLECTIVE ACTION

1. Epstein, interview.

2. News release (March 1, 1969), EMS.

3. This exponential growth was a general phenomena characterizing science during the
1950s and 1960s (Price 1963).

4. Classic illustrations of this approach are found in Hobsbawm and Rudé (1968) and
Tilly (1978).

5. In cases of reoccurring phenomena such as the annual meetings of professional soci-
eties, I counted only the inaugural event. See Appendix B for details and sources.
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6. The first genetic toxicology textbook did not appear until 1980 (Brusick 1980). 

7. Interview data.

8. Sax was a retired professor of genetics at the University of Pittsburgh, where he con-
ducted experimental research in chromosome cytology. In 1969 he was seventy-six
years old.

9. Di Luzio had been an assistant secretary of the interior for water pollution control. In
1969 he worked in the private sector as the president of an electrical engineering firm
in Las Vegas. “F. Di Luzio to S. Epstein” (April 10, 1969), RRS, MS 1167, Box 2, Folder 3.

10. The decision to make membership in EMS open to a concerned public was made in
the first meeting of the Ad Hoc Committee. “Minutes, Meeting of the Ad Hoc Com-
mittee of the Environmental Mutagen Society” (January 8, 1969), EMS.

CHAPTER 5 FRAMING SCIENTIST ACTIVISM

1. At the time his article was published in 1968, Crow was serving on the editorial board
of Scientist and Citizen, the journal of Barry Commoner’s St. Louis–based organization
Committee for Nuclear Information, and had previously contributed another article
to the journal, on the ecological dangers of chemical pest control methods (Crow
1966). In 1971 Joshua Lederberg began service on the Natural Resources Defense
Council original board of directors. And Sam Epstein (at Harvard Medical School) and
Marvin Legator (at FDA) both were involved in consumer safety research and policy
reform efforts. 

2. Frederick J. de Serres, mimeographed lecture (no date) 4, RRS, MS 1261, Box 3, Folder 15.

3. Alexander Hollaender. “Thoughts on pollution” (March 11, 1970), RRS, MS 1261, Box 3,
Folder 16.

4. “Not too many years ago,” Joshua Lederberg (1969) wrote in the same “Science and
Man” column cited above, “I was able to compartmentalize my own thinking to such
a degree that I did not immediately grasp the relationship between an abstraction,
like the statistics of ‘lethal mutations’ in fruit flies, and the human impact of malfor-
mation in the new-born.”

5. “1. Only germ cell mutations affect subsequent generations. 2. Most mutations are
harmful. 3. Any increase in the mutation rate is by its nature difficult to detect. 4.
Mild genetic effects are more numerous than severe effects. 5. Recessive mutations
may remain in a population for hundreds of generations” (Crow 1971a:22–23). 

6. Alexander Hollaender, “Opening Remarks, Symposium on Environmental Pollutants.”
Annual Meetings of the Radiation Research Society, Dallas, Texas (March 2, 1970),
RRS, MS 1261, Box 3, Folder 16. 

7. de Serres, mimeographed lecture.

8. Alexander Hollaender, no title (1969), RRS, MS 1261, Box 3, Folder 15. 

9. Alexander Hollaender, “Genetic implications of pollutants” (April 1970), RRS, MS 1261,
Box 3, Folder 2. The four-page paper was included in an Office of Science and Tech-
nology report on the need for a World Health Organization environmental health pro-
gram. See “Known and suspected effects of environmental exposures on human
health and well-being” (July 13, 1970), RRS, MS 1261, Box 3, Folder 15. This was a com-
mon theme in Hollaender’s writing during this period. See also his “Aspects of envi-
ronmental health planning” (January 16, 1970), RRS, MS 1261, Box 3, Folder 15, and
“Draft thoughts on environmental studies” (January 16, 1970), RRS, MS 1261, Box 3,
Folder 16.
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10. Nearly every document I examined mentioned this gap between research and regula-
tory policy. 

11. Samuel S. Epstein, “The role of the university in relation to consumer, occupational
and environmental problems,” 5. Transcript of talk given at Case Western University
(January 15, 1971), RRS, MS 1261, Box 3, Folder 15.

12. Epstein, “The role of the university,” 8.

13. Ibid., 2.

14. This claim is based on my review of course catalogs at the University of Wiscon-

sin–Madison, Cornell University, University of California—Riverside, and University

of California—Davis. Toxicology courses at these universities during the 1960s did not

list genetics as a prerequisite for enrollment.

15. Alexander Hollaender, “General discussion” (January 28, 1974), RRS, MS 1261, Box 1,

Folder 4. 

16. This critique was a common one during the 1960s (Winner 1977). Carson’s anticorpo-

rate version of environmentalist critique was not, however, generally shared by

genetic toxicology scientist-activists. As Hollaender and others recognized early on,

the participation of industry scientists was crucial to their cause, and alienating them

with inflammatory rhetoric would serve few if any useful short-term goals. See Hol-

laender, “General discussion.” 

17. de Serres, mimeographed lecture.

18. Legator, untitled manuscript.

19. de Serres, mimeographed lecture. See also the exchange published in the letters sec-

tion of the EMS Newsletter (Legator and Epstein 1970; Zbinden 1970).

20. Carson was not protesting the destruction of agricultural pests per se but rather the

ecological imbalances brought on by industrial monoculture crop production. “All

this is not to say there is no insect problem and no need of control. I am saying,

rather, that control must be geared to realities, not to mythical situations, and that

the methods employed must be such that they do not destroy us along with the

insects” (Carson 1962:19).

21. Others were honored guests. Charlotte Auerbach suffered serious burns and rashes

from the mustard compounds she used in her mutagenesis experiments in the 1940s

(Beale 1993). 

22. The 1960 Macy Conference on Genetics (Schull 1962), the 1966 NIH Genetics Study

Section symposium (Crow 1968), and the 1969 Public Health Services report, Pesti-
cides and Their Relationship to Environmental Health (U.S. Department of Health

1969), were the most frequently mentioned sources for these reviews. 

23. For specific genetic disorders, mutations occur once in roughly 10,000 to 100,000

births. A controlled study that generated statistically significant results might have

involved upward of twenty million people (Sanders 1969a:57).

24. Epstein, “The role of the university,” 9–10; Hollaender, “Aspects of environmental

health planning.”

25. “Euphenics” is a term coined by Lederberg to refer to the application of molecular

biology in progress toward “man’s control of his own development,” through manip-

ulation during infancy or in utero of body organs such as the brain or, more practi-

cally, through advances in organ transplantation technologies (Lederberg 1963b). 

26. Muller, Lederberg, and Crow (among many others) argued that the development of
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suitable gene manipulation technologies, while foreseeable, remained a long way off.
Muller urged the extensive use of available technologies and practices, namely the
establishment of sperm banks, artificial insemination programs, and public educa-
tion (“genetic counseling”) as the most immediately feasible way to prevent genetic
disease (1965). Lederberg argued that organ transplant technologies provided an
alternative route to diminishing the effect of genetic disease (1963a). Crow supported
both of these strategies (1965).

27. “Positive” eugenics refers to the selection of desired characteristics or traits (through,
for example, artificial insemination). “Negative” eugenics refers to the elimination of
undesired characteristics or traits (through, for example, forced sterilization) (Paul
1984:568, n. 3).

28. The first quote is from Gary Flamm’s testimony at the Senate hearings on “Chemicals
and the Future of Man” (U.S. Senate 1971:27); the second quote is from de Serres,
mimeographed lecture.

CHAPTER 6 ORGANIZING A SCIENTISTS’ MOVEMENT

1. This is the phrase Hollaender often used in writing about the origins of the EMS. As
far as I have been able to ascertain, however, no one in this small group had gradu-
ate training in toxicology per se. It is doubtful whether the bench research that any
of them regularly engaged in was toxicological in the common sense of measuring
acute toxicity in higher-order animal systems. On the other hand, the research of
almost all of these scientists could reasonably be called genetics.

2. In an interview, Hollaender named Epstein, Legator, and Nichols as “the only ones
who backed me” in his early efforts to promote environmental mutagenesis. Hol-
laender, interview. Hollaender, Meselson, Legator, de Serres, Freese, Malling, and
Epstein were present at the founding meeting held in New York City in early January
1969. Minutes, “Ad hoc committee of the Environmental Mutagen Society (January 8,
1969), EMS, Malling Papers. The Institute for Medical Research was a private biomed-
ical laboratory located in Camden, New Jersey.

3. This sentiment seems to be ubiquitous among those who knew and worked with Hol-
laender. Descriptions of his personality traits are recited time and again in articles on
the history of genetic toxicology (Wassom 1989), in published tributes to Hollaender
(e.g., Setlow 1968; von Borstel and Steinberg 1996), and in numerous interviews that
I conducted. The characterization offered on the occasion of Hollaender’s reception
of the Enrico Fermi Award by Alvin Weinberg, who was director of the Oak Ridge
National Laboratory during Hollaender’s tenure as Biology Division director, is not
atypical: “He could cajole, he could threaten, he could implore, he could serve as role-
model—he was both a kindly and a stern father figure—fiercely protective of his flock
in dealing with rather superfluous administrators (like the laboratory director),
fiercely demanding of the people around him.” Alvin Weinberg, “A tribute to Alexan-
der Hollaender” (May 3, 1984), RRS, MS 1709, Folder 19.

4. RRS, MS 1261, Box 3, Folders 21–30. These files contain detailed records of Hollaen-
der’s foreign travel in his capacity as director of the Biology Division from 1961 to 1972.

5. Between 1961 and 1983, Hollaender organized sixteen international symposiums on a
range of topics in modern biology that convened in various Latin American countries.
Richard Setlow, unpublished speech nominating Alexander Hollaender for the Enrico
Fermi Award (May 11, 1983), RRS, MS 1709, Folder 18. 
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6. Alvin Weinberg later noted that Hollaender was “the first administrator of the new

style of biological research—Big Biology. Hollaender alone had the vision to recognize

that a great biology laboratory could be set up in the hills of East Tennessee . . . and

would become the world’s foremost center for radiation biology—and one of the

world’s great laboratories for basic and applied biological research.” Weinberg, “A

tribute.”

7. Daniel Billen, “A history of the University of Tennessee—Oak Ridge Graduate School

of Biomedical Sciences,” unpublished manuscript (February 1990) 1, ORNLBD.

8. Hollaender to Philip Handler (July 27, 1965), RRS, MS 1261, Box 1, Folder 24.

9. These projects are briefly enumerated in a letter from Hollaender to Philip Slater,

then president of the Anderson Foundation. Hollaender to Slater (April 13, 1970), RRS,

MS 1709, Folder 18.

10. Hollaender to D. B. Dill (January 5, 1966), RRS, MS 1261, Box 1, Folder 23.

11. Hollaender’s career in science administration continued throughout his working life.

In 1973 he left Oak Ridge, moving to Washington, D.C., to work as a research consult-

ant for Brookhaven National Laboratory under the auspices of Associated Universi-

ties, a consortium of nine prominent research universities in the northeastern

United States. Hollaender to Auerbach (January 29, 1975), RRS, MS 1261, Box 1, Folder

20. In 1973 Hollaender founded the Council for Research Planning in the Biological

Sciences, serving as that organization’s president until his death in 1986.

12. The questionnaire was distributed to ninety-five scientists. Sixty-three responded. Of

those, twenty-nine favored “a formal and independent group,” fourteen favored “a

formal and independent Society,” and thirteen favored “a formal Society sponsored

by an agency.” Interestingly, there was no option for not forming some type of organ-

ization. Questionnaire (January 21, 1969), EMS, Malling Papers.

13. At the time of transfer, the stock was valued at $10,000. Hollaender to Joseph Slater

(May 28, 1969), RRS, MS 1261, Box 3, Folder 3; Minutes, EMS Council Meeting (Sep-

tember 18–19, 1970), EMS, Malling Papers; Hollaender, interview.

14. To date, most studies of boundary organizations have examined national or interna-

tional governmental organizations, such as those involved in technology transfer

(Guston 1999, 2000) or global climate change (Miller 2001), or quasi-independent

organizations involved directly in science policy, such as the International Research

Institute for Climate Prediction at Columbia University (Agrawala et al. 2001). Kelly

Moore’s (1996) study of “public interest science organizations” and Abbey Kinchy’s

and David Kleinman’s (Kinchy and Kleinman 2003; forthcoming) research on the

Ecological Society of America are two key exceptions.

15. Minutes, EMS Council Meeting (March 22, 1970); Minutes, EMS Business Meeting

(March 23, 1970); and Minutes, EMS Council Meeting (September 18–19, 1970), EMS,

Malling Papers. Six years later expansion into other closely related areas of research

interest remained a contested issue. “I strongly believe that, while we should keep an

eye on developments [in environmental teratogenicity], we should not contemplate

making a major investment of time and energy here. . . . I am impressed by the rather

poor correlation between mutagenicity and teratogenicity, and see no need for us to

get in the birth defects arena per se.” Memo, John Drake to Frederick J. de Serres (Feb-

ruary 6, 1976), EMS, Malling Papers. John Drake was president of the EMS at the time

he wrote this memo to de Serres, who served as chair of an EMS “Long-Range Plan-

ning Committee.”
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16. Alexander Hollaender, “Thoughts on environmental studies,” RRS, MS 1261, Box 3,
Folder 16.

17. Interview data. Several scientists I interviewed made essentially the same point.

18. News release (March 1, 1969), EMS, Malling Papers (emphasis added).

19. Minutes, EMS (February 8, 1969), EMS, Folder “EMIC Archives.”

20. Hollaender to Epstein (March 4, 1969), RRS, MS 1261, Box 3, Folder 9. This letter con-
tains a preliminary list of fifteen journals in which Hollaender thought EMS
announcements should be published. It does not reflect all of the journals contacted
but does indicate the range of audiences Hollaender hoped to attract.

21. Minutes, EMS Council Meeting (March 22, 1970), EMS, Malling Papers.

22. Malling to Walne (September 24, 1970), EMS, Malling Papers. This sort of local pub-
licity (Malling worked in the Biology Division at Oak Ridge) was not insignificant. At
least two people I interviewed had come to genetic toxicology and the EMS directly
through the University of Tennessee.

23. Alexander Hollaender (December 6, 1970), RRS, MS 1261, Box 3, Folder 10.

24. Program, Second Annual Meeting of the Environmental Mutagen Society, RRS, MS
1261, Box 3, Folder 6. See also Minutes, EMS Council Meeting (September 18, 1970),
EMS, Malling Papers.

25. Program, Fifth Annual Meeting of the Environmental Mutagen Society (March 8–11,
1974), RRS, MS 1261, Box 3, Folder 6.

26. Radiation Research Society Meeting Program (March 2–5, 1970), MS 1167, Box 2, Folder
3. See also Hollaender to Laughlin (November 14, 1969), Hollaender to Haagen-Smit
(November 21, 1969), Hollaender to Epstein (November 11, 1969), RRS, MS 1105, Box 3,
Folder “Radiation Research Society March 2–5, 1970, Dallas.”

27. Minutes, EMS Council Meeting (July 27, 1971), EMS, Malling Papers. See also Chu to de
Nova, Chu to Hollaender, Chu to de Serres (all October 24, 1975), RRS, MS 1261, Box 1,
Folder 18.

28. Hoffman-LaRoche, Abbott Labs, and Squibb each donated $500 toward the expenses
incurred at the first EMS meeting. Minutes, EMS Council Meeting (March 22, 1970).
Legator to Hollaender (October 22, 1971), typed list containing thirty-nine chemical
companies and handwritten note from Hollaender’s secretary that reads: “This is
apparently a list of chemical companies from Legator.” RRS, MS 1261, Box 3, Folder 7.
Minutes, EMS Council Meeting (March 26, 1972), EMS, Malling Papers.

29. Hollaender, interview. 

30. Kinchy and Kleinman (forthcoming) find a similar dynamic in a historical analysis 
of the Ecological Society of America’s environmental policy positions (see also Nel-
kin 1977). Their study does not, however, examine internal documents that may 
have revealed considerable conflict and negotiation within the organization. Conse-
quently, their conclusion that professional scientific societies are unlikely sources for
progressive political change in science, while intuitive, may be premature. For a sug-
gestive counterexample, see Woodhouse and Breyman (forthcoming).

31. EMS report to IRS (draft, no date), RRS, MS 1261, Box 3, Folder 9 “EMS Legal Corre-
spondence (1969).”

32. As an EMS lawyer explained to Samuel Epstein, tax law at the time precluded organi-
zations with tax-exempt status from “utilizing a ‘substantial part’ of its activities in
‘attempting to influence legislation,’” but that “an organization will not fail to qualify
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[for tax exemption] ‘merely because it advocates, as an insubstantial part of its activ-
ities, the adoption or rejection of legislation.’” The lawyer cautioned Epstein to “be
wary of any participation in a public campaign during the adoption or rejection of
specific legislation.” Blinkoff to Epstein (October 2, 1969), RRS, MS 1261, Box 3, Folder
9 “EMS Legal Correspondence (1969).” 

33. Minutes, EMS Council Meeting (July 27, 1971), EMS, Malling Papers.

34. Hollaender to Sobels (April 29, 1976), RRS, MS 1261, Box 3, Folder 13.

35. Individual EMS members could and did. Lederberg, for example, was on the board of
directors of the National Resources Defense Council. Because he was not formally
among the EMS leadership, his opinion about whether he favored an action plan was
not recorded in the EMS Council Meeting minutes. 

36. Minutes, EMS Council Meeting (October 17, 1972), EMS, Malling Papers.

37. Zeiger to Drake (November 5, 1976), EMS.

38. The survey administered by the ad hoc committee (see note 12 in this chapter) indi-
cated that respondents considered the creation of a chemical registry of highest pri-
ority—considerably more important than the formation of a new society. EMIC was
governed via two overlapping advisory committees that set goals and approved
EMIC’s annual budget. One was composed of EMS members from different discipli-
nary backgrounds, and the other was composed of representatives of the various gov-
ernment agencies that provided funding for EMIC. “Answers to SEQUIP questionnaire”
(March 27, 1970), John Wassom, personal files. 

39. EMIC Annual Report to EMS Council (March 22, 1971), John Wassom, personal files. 

40. Minutes, EMS Council Meeting (March 26, 1972), EMS, Malling Papers.

41. “Answers to SEQUIP questionnaire” (March 27, 1970), John Wassom, personal files. 

42. EMIC Annual Report to EMS Council (March 22, 1971), John Wassom, personal files.

43. In one letter, written in June 1970, Malling mentions that he has been answering
questions on mutagenicity at “a rate of one per day,” even though EMIC was not slated
to begin official operations until the following September. Malling to Peters (June 4,
1970), EMS, Malling Papers.

44. Minutes, EMIC Register Meeting (March 25, 1970); Minutes, EMS Council Meeting
(March 26, 1972), EMS, Malling Papers; and Minutes, EMIC Program Committee
(December 18, 1970), John Wassom, personal files.

45. Disinterestedness has been a common theme for geneticists, for example, in their
movements to oppose Lysenko, radiation fallout, and even racism. 

46. Malling to Sobels (October 1, 1970), EMS. Ethyl methanesulfonate and methyl methane-
sulfonate were standard alkylating agents used in routine chemical mutagenesis research.
Cyclophosphamide, a known teratogen, was a compound used in cancer chemotherapy.

47. For fiscal year 1971, for example, EMIC was funded with a total budget of $40,000, with
the NIEHS, FDA, NSF, and AEC each contributing $10,000. Minutes, EMS Council Meet-
ing (September 18–19, 1970), EMS, Malling Papers.

48. Minutes, EMS Council Meeting (July 8, 1972), EMS, Malling Papers.

49. Minutes, EMS Council Meeting (March 26, 1972), EMS, Malling Papers. A budget
shortage in 1971 forced EMIC to curtail many of its data-collection efforts and sent
EMS officers scrambling to locate additional “emergency” funds to keep the center
running through the year. See Hollaender to Ruckelshaus (January 4, 1971); Kissman
to Davis (January 11, 1971); Memo, Malling to EMIC Staff (February 11, 1971), all in John
Wassom, personal files.

NOTES TO PAGES 122–125 171



50. My interpretation here runs counter to Latour’s general theory of interest translation
(Latour 1987:108–121; 1988:65–67). In this case, interested groups like the Environ-
mental Defense Fund and the Association of Analytical Chemists were purposefully
not translated. Here we see how the absence of an association in this particular con-
text became the mechanism that funneled power into the EMS “actor-network.” 

51. Minutes, EMS (February 8, 1969), EMS, “EMIC Archives.”

52. Ibid. Cyclamate was an artificial sweetener banned by the FDA in 1969; hycanthone
was a drug used to combat the tropical disease schistosomias; nitrosamines were
found in food preservatives.

53. Minutes, EMS Council Meeting (September 18–19, 1970), EMS, Malling Papers; Nichols
to Sparrow (October 2, 1971), RRS, MS 1261, Box 4, Folder 12; Nichols to Mooreland
(October 2, 1971), RRS, MS 982, Folder “Environmental Mutagen Society.”

54. Minutes, EMS Council Meeting (October 17, 1972), EMS, Malling Papers. The Delaney
Clause, passed in 1958 as part of an amendment to the Food and Drug Act, banned
food additives that tested positive in human or animal carcinogenicity tests. Chu to
de Serres (October 24, 1975), RRS, MS 1261, Box 1, Folder 18.

55. Not surprisingly, there were committees created for this as well. In 1972 EMS formed
a subcommittee to plan “for training workshops on a regular, ongoing basis” that
were to be “directed at the bench scientist level” and which would “concern them-
selves with problems of interpretation besides techniques.” Minutes, EMS Council
Meeting (March 28, 1972), EMS, Malling Papers.

56. Marvin Legator, “Workshop at Brown University for testing and evaluating chemicals
for mutagenicity” (no date) 3. RRS, MS 1261, Box 3, Folder 2. 

57. Representative data on genetics departments and graduate-level genetics curricula
are difficult to track down. Graduate-level textbooks published during the 1960s and early
1970s do, however, support the contention that while mutagenesis as a set of basic
phenomena was an important part of a genetics course work, the environmental and/
or public health implications of chronic exposure to chemical mutagens were not.

58. In 1977 the NIEHS instituted extramural training programs in environmental toxicol-
ogy, environmental pathology, environmental epidemiology and biostatistics, and
environmental mutagenesis. The latter program, the smallest of the group, involved
“minor parts” of several institutional awards in environmental toxicology at univer-
sities and medical schools receiving NIEHS training grants and two postdoctoral fel-
lowships (NIEHS 1977:13). 

59. Program, “Workshop on Mutagenicity” (July 26–28, 1971), Brown University; Program,
“International Workshop on Mutagenicity Testing of Drugs and Other Chemicals”
(October 2–5, 1972), University of Zurich. Both in RRS, MS 1261, Box 3, Folder 2.

60. Legator, “Workshop at Brown University.”

61. Hollaender to Garin (May 11, 1976), RRS, MS 1261, Box 3, Folder 13.

62. Ibid. See also Hollaender to Legator (March 23, 1976), Hollaender to Brown (February
23, 1976), Hollaender to Tazima (April 28, 1976), all in RRS, MS 1261, Box 3, Folder 13.

63. This situation provides a wonderful opportunity for a comparative analysis of knowledge
production systems, which, unfortunately, is beyond the scope of the present study.

64. Interview data.
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CHAPTER 7 CONCLUSION

1. The assay is the 7-locus specific locus assay in mice developed by William Russell at
Oak Ridge. David DeMarini, personal communication, August 9, 2003.

2. EMS-related societies in the United States are the Genotoxicity and Environmental
Mutagen Society, the Genetic Toxicology Association, and the Genetic and Environ-
mental Toxicology Association (http://www.ems-us.org/, accessed August 4, 2003).

3. www.iaems.org.nz/members, accessed August 5, 2003.

4. Interview data.

5. For example, a rudimentary search for graduate programs featuring genetic toxicol-
ogy conducted in the online Peterson’s Guide to Graduate Programs (keyword phrase:
“genetic toxicology”) resulted in 202 hits (http://www.petersons.com/, accessed August 4,
2003). The online database Proquest Digital Dissertations contains listings for eighty-
five dissertations containing the phrase “chemical mutagenesis” in the title or abstract
and sixteen containing the phrase “genetic toxicology” (http://wwwlib.umi.com/disser-
tations/gateway, accessed August 4, 2003).

6. DeMarini, personal communication.

7. As Star and Griesemer (1989:393) describe them, “boundary objects are objects which
are both plastic enough to adapt to local needs and constraints of the several parties
employing them, yet robust enough to maintain a common identity across sites.” In
genetic toxicology, mutagenicity bioassays became a means of translation among
geneticists, pharmacologists and toxicologists, and regulatory agencies.

8. A Genetic Toxicology Testing Program began at NIEHS in 1978. The EPA-sponsored
Gene-Tox program, which ran for much of the 1980s, can be credited as the first major
effort to systematically evaluate and organize the mutagenicity data that EMIC col-
lected (Waters 1979).

9. Later research showed that the predictive correspondence was closer to 70 percent
than the near-perfect correlation Ames initially estimated (Tennant et al. 1987). 

10. The authors list as examples of “confounding factors” age, diet, sex, smoking status,
illness, recent medication, and radiation exposure.

11. The role of academic professors in environmental radicalism is not well understood,
but some did not shy away from contentious politics. Norman Sanders, an assistant
professor of geography at the University of California—Santa Barbara, taught courses
on “environmental defense” that clearly went beyond the reach of environmental pol-
icy debate. The book Sanders (1972) wrote in conjunction with the course is titled
Stop It! A Guide to Defense of the Environment and includes chapters titled “Forming
a Group,” “Getting the Message Out,” and “Offensive and Defensive Environmental
Law (including what to do when arrested).”

12. In many respects, Epstein is a consummate activist in science, with a curriculum vitae
that lists press releases, membership in public interest organizations, media inter-
views, and congressional and agency testimony, in addition to more than 250 scien-
tific publications (http://www.preventcancer.com/curriculum.pdf, accessed August 8,
2003).

13. Denny Larson, coordinator of the National Refinery Reform Campaign and Anne Rolfes,
director of the Louisiana Bucket Brigade, personal communication, June 7, 2003.

14. http://www.fas.harvard.edu/%7Ehsp/.
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15. James F. Crow, curriculum vitae. Author’s files.

16. NexisLexis Congressional database; http://web.lexis-nexiscom/congcomp/.

17. Herman Brockman, “Role of genetic toxicology in environmental toxicology.” Invited
lecture, University of Wisconsin–Madison (February 2, 1983), Herman Brockman, per-
sonal files.

18. DeMarini, personal communication.
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