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Preface

This is the first volume in a series of books on selected topics in nanoscale science
and technology, based on lectures given at the well-known Italian Institute for
Nuclear Physics (Instituto Nazionale di Fisica Nucleare, or in short INFN) schools
of the same name (Nanoscience & Nanotechnology 2006, Nanosceience & Nan-
otechnology 2007). The aim of this collection is to provide a reference corpus of
suitable, introductory material to relevant subfields, as they mature over time, by
gathering the significantly expanded and edited versions of tutorial lectures, given
over the years by internationally known experts.

The field of nanoscience has witnessed a rapid growth in the last decade. Re-
cently, the attention of the community of nanoscientists has been focusing more
and more on technological applications. Nanotechnology is an enabling technology,
with a high potential impact on virtually all fields of human activity (industrial,
health-related, biomedical, environmental, economy, politics, etc.). Its potential
yields high expectations for solutions to the main needs of society, although it issues
of sustainability and compatibility need to be addressed. The fields of research ap-
plication in nanoscience include aerospace, defence, national security, electronics,
biology, and medicine.

A strong interest in assessing the current state of the art of the fast-growing fields
of nanoscience and nanotechnology, as well as the need of stimulating research col-
laboration, prompted me to promote and direct the International School and work-
shop, “Nanoscience & Nanotechnology (n&n 2006)” on November 6-9, 2006 un-
der the patronage of INFN, the University of Rome Tor Vergata, and the Catholic
University of Rome, with generous sponsorship by 3M, 2M Strumenti, Physik In-
strumente, and RS Components. The aims of this event were manifold:

e To foster the concrete planning of future devices based on innovative (nano)
materials, involving both industrial entities and public research institutes

e To allow the presentation by sponsoring firms of their instrumentation and suc-
cess stories based on current use by significant customers

e To lend an opportunity for preparing and presenting joint projects, involving both
industry and public research (see e.g., the EU Framework Programs)

e To explore the possibility of integrating nanodevices from their concept into sys-
tem projects
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In this context, tutorial lectures were delivered at the school, addressing general and
basic questions about nanotechnology, such as what it is, how does one go about it,
and what purposes can it serve. In these tutorial sessions, the nature of nanotechnol-
ogy, the instruments of current use in its characterizations, and the possible applica-
tive uses were described at an introductory level. Given the great success and broad
range of these lectures, it was decided to publish them over time as a collection of
well-edited topical volumes.

The present set of notes results, in particular, from the participation and dedica-
tion of many prestigious lecturers and colleagues. As usual, the lectures were care-
fully edited and reworked, taking into account the extensive follow-up discussions.

A tutorial lecture by Vincenzo Balzani and collaborators (Univ. Bologna, Italy)
introduces the reader to the topic of molecular devices and machines, seen as a jour-
ney into the nano world. The Santina Carnazza (Univ. of Messina, Italy) contribu-
tion deals with surface biofunctionalization (by controlled ion implantation and fi-
bronectin adsorption) aimed to enhance promonocytic cell adhesion and spatial con-
finement, and micropatterning of polymer surfaces (by controlled ion irradiation on
stripes of given dimensions) to obtain alignment and controlled positioning of adher-
ent fibroblasts. The former may be important for biosensing, and the latter in prepar-
ing cell-based integrated circuits; hence having an impact both in biomedicine, par-
ticularly in regenerative medicine (including tissue engineering), and in BloMEMS
applications. Andrea Salis and coworkers (Univ. Cagliari, Italy) go about biotech-
nological applications of lipases immobilized onto porous materials—i.e., biodiesel
production and biosensors. For biosensing use, the immobilization of the lipases
was performed by the Cagliari group on porous silicon.

Cellular interactions with engineered nanoparticles are dependent on many
variables—some inherent to the nanoparticle (size, shape, surface reactivity, degra-
dation, agglomeration/dispersal, and charge), and some due to the inherent prop-
erties of the cells or tissues responding to the nanoparticle (cell type; cell surface
interactions with the nanoparticle; whether cellular membranes have pores that al-
low or block passage of nanoparticles, cellular enzyme degradation of the outer
protective surface revealing a toxic nanoparticle core; cellular storage of nanopar-
ticles or degradation products (bioaccumulation), within the cell ultimately causing
the cell’s death). Functionalization and shorter exposure times increased biocompat-
ibility; however, nanoparticle size and reactivity in relation to the type of cells and
organs to be targeted seemed to be equally important. Understanding the biological
effects of nanoparticles at the gross (microPET) and microscopic levels (light and
electron microscopy) is essential in predicting nanoparticle processing, degradation
and excretion in cells, and mammalian systems in general. In this respect, in her lec-
ture, Barbara Panessa-Warren (BNL, USA) provides the reader with an overview of
the types of phenomena that have been reported in the literature with living cells and
tissues exposed to nanoparticles, as well as new experimental data on the biological
cell and tissue responses in vitro (using human lung and colon epithelial monolay-
ers) and in vivo (in mice) to nanoparticles designed for biomedical use (prepared
with and without surface functionalization); with specific attention directed to how
dose, exposure time, and surface reactivity affect biocompatibility and cytotoxicity.
A contribution that reviews recent results about the toxicity of nanomaterials, con-
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centrating in particular on carbon nanotubes, is the subject of the tutorial by Stefano
Bellucci (INFN-LNF, Italy).

I wish to thank all lecturers, and especially those who contributed to the first vol-
ume in this series, for the time and effort put into this book project. I am confident
that this first set of lecture, will, in turn, provide an opportunity for those who are
just now beginning to get involved with nanoscience and nanotechnology, allowing
them to get contacts and prime, up-to-date information from the experts. I wish to
especially thank Mrs. Silvia Colasanti for precious help in carrying out organiza-
tional and secretarial work.

Total love and gratitude go to my wife Gloria, and our fantastic daughters
Costanza, Eleonora, Annalisa, and Erica for providing me relentlessly with en-
durance, energy, enthusiasm, and patience.

Frascati, Stefano Bellucci
April 2008
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Nanoparticle Interactions with Living Systems:
In Vivo and In Vitro Biocompatibility

Barbara J. Panessa-Warren, John B. Warrren, Mathew M. Maye
and Wynne Schiffer

1 Introduction

Multiple factors must be considered to predict how specific nanoparticles will react
with living biological material. In the current literature, a great deal of attention has
been focused on the role of nanoparticle structure in determining biocompatibility
and predicting cellular responses. This lecture presents some of the basic concepts
and data demonstrating how nanoparticle interactions with biological cells and or-
ganisms require an understanding, not only of the physicochemical characteristics
and reactive-potential of the nanoparticle, but also knowledge about biological pro-
cesses and how different cells may respond to specific nanoparticle characteristics.
Biological processes and cell structure must be considered when attempting to inter-
pret viability data following nanoparticle exposure, and incorporation and cellular
transport of nanoparticles in vivo and in vitro, in order to correctly interpret biocom-
patibility. Such factors as cell type (blood macrophages, epithelial cells, connective
tissue cells, neurons, histiocytes, muscle cells, etc.), cell and tissue function, cell age
(neonatal, aged and dedifferentiated cells respond very differently), and the interac-
tions of nanoparticles with cells/tissues lining different physiologic compartments
through which the nanoparticle must pass to arrive at the target organ or cells (inter-
actions with endothelial cells lining blood vessels, passing through slits and ducts
in the kidney, and pores and fenestrations in capillaries, etc.) must all be considered
and factored into the interpretation of the results. For an engineered nanoparticle to
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Upton, NY 11973, USA

John B. Warren

Division of Instrumentation, and Center for Functional Nanomaterials Brookhaven National
Laboratory Upton, NY, USA 11973-5000

Mathew M. Maye

Center for Functional Nanomaterials Brookhaven National Laboratory Upton, NY USA
11973-5000

Wynne Schiffer

Medical Department Brookhaven National Laboratory Upton, NY USA 11973-5000

S. Bellucci (ed.), Nanoparticles and Nanodevices in Biological Applications. Lecture 1
Notes in Nanoscale Science and Technology 7, © Springer-Verlag Berlin Heidelberg 2009



2 B.J. Panessa-Warren et al.

be used successfully in a biomedical application for diagnostic imaging, drug deliv-
ery or facilitated radiotherapy, specific factors must be considered that are unique to
working with living cells, such as the:

(a) Characteristics of the targeted cells;

(b) Types of cells and tissues that the engineered nanoparticles will encounter on
the way to the targeted cells, and how they will interact with the nanoparticles
at each site;

(c) Loss of the calculated nanoparticle dose to the targeted cells, due to nanopar-
ticle (i) engulfment by blood macrophages, (ii) accumulation and storage by
tissue histiocytes (macrophage-type cells localized within specific tissues), or
(iii) binding with antibodies and/or complement protein triggering aggregation
and attachment of the engineered nanoparticles to blood vessel walls and fibrin
clots; and

(d) Alterations in the very physicochemical characteristics of the nanoparticle
surface in vivo and in vitro due to adsorption, wrapping or entanglement in car-
bohydrates, proteins or DNA (including biomolecules like serum proteins, dif-
ferent cell surface mucopolysaccharides, proteoglycans), or intracellular attack
from lysosomal enzymes and micro-environments at low pH (as in phagocytic
vacuoles and during lysosomal degradation of endosomal vesicles).

Sometimes engineered nanoparticles perform beautifully with the proposed tar-
get cells, but may interact with blood cells, blood proteins, phagocytic tissue bound
cells (histiocytes)which are part of the reticuloendothelial system (RES) found in
the liver (Kupffer cells), lung (lung macrophages), skin (Langerhans cells), brain
(microglia), and the macrophage type cells within the spleen, thymus and lymph
nodes [1]. Nanoparticles often become entangled or coated with mucus produced
by epithelial cells, or extracellular matrix structures on the apical surfaces of cells
adjacent to the target cells, reducing the number of nanoparticles that could be lo-
calized at the desired site. These interactions with phagocytic cells are facilitated by
nanoparticle adsorption or wrapping with biological elaborated materials, as well as
nanoparticle agglomeration, which in turn initiates:

e Phagocytic attack and engulfment by cells of the reticuloendothelial system
(RES) or blood macrophages following antibody/complement binding (opsoniza-
tion).

e In the case of biomaterial-coated nanoparticles bound to cell surfaces via receptor
proteins, the nanoparticles can be transported into the cells by endocytosis, which
can cause degradation of the nanoparticle, and possible cellular bioaccumulation
with or without possible cytotoxicity.

e Or, complement fixation of the nanoparticles can lead to activation of cellular in-
flammatory responses, interference in the blood clotting cascade and subsequent
fibrin formation and anaphylaxis [2]

This lecture surveys some of the documented responses in the current scien-
tific literature and original data of living biological systems following exposure to
different types of nanoparticles, and how both biological factors, and nanoparticle
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compositional characteristics, as well as dose, exposure time and nanoparticle sur-
face reactivity & functionalization collectively impact biocompatibility [3-5].

2 Biocompatibility Depends on Nanoparticle Characteristics
and Biological Factors

In general, cellular interactions with engineered nanoparticles are strongly depen-
dent on variables inherent to the engineered nanoparticles. Such factors as size, mor-
phology, surface charge & reactivity, defects in the nanoparticle surface, elemental
composition (core composition), and surface functionalization are the most obvious
nanoparticle factors that directly impact biocompatibility.

2.1 In Vivo Evidence

Once in contact with biological cells and tissues, nanoparticles have the ability to
further interact with biomolecules producing nanoparticle aggregates, or agglomera-
tions of nanoparticles with proteins, components of the extracellular matrix (ECM),
carbohydrates, salts and fragments of the cells themselves (pieces of membrane
or cytoplasm). This in turn alters the characteristics of the engineered nanoparti-
cle creating a virtually new ‘nanoparticle-biological material’. These bio-altered
nanoparticles wrapped or enveloped with biological substances such as glycopro-
teins, complement proteins, other serum proteins, glycocalyx material, cellular com-
ponents etc. . .) are capable of producing responses quite different from the intended
function (of the engineered nanoparticle) in organisms, as well as in tissue culture
in vitro systems. Nels et al. [3] stated that the biological and biokinetic properties
of nanoparticles such as chemical composition, size, surface structure, solubility,
shape and aggregation directly affect biological toxicity through interactions such
as protein binding, cell uptake, and transport from the portal of entry to a target site.
The binding of nanoparticles in vivo to host proteins (serum proteins, glycoproteins
of the extracellular matrix, receptor proteins expressed on the cell surface, etc.), can
make the nanoparticles aggregate triggering activation of the complement system
resulting in phagocytic cell capture of the aggregates, as well as adherence of ag-
gregated material to blood vessel walls followed by platelet and thrombin activation
which could lead to tissue injury due to clot formation and inflammatory damage,
as well as anaphylaxis and death [2]. Proteins coming in contact with the highly
reactive nanoparticle surface could also undergo denaturation, inducing structural
changes in the proteins [6], which may activate phagocytic attack. Salvador-Morales
et al. [7] demonstrated that carbon nanotubes activated human complement and
bound Clq. Although many different proteins are found in plasma, the nanotubes
selectively bound fibrinogen and apolipoproteins in the greatest quantity. Similarly,
P. Cherukuri et al. [8] observed that blood proteins displaced surfactant coatings
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on single-walled carbon nanotubes (SWCNTs) within seconds in the blood. These
serum protein-coated SWCNTs at low doses produced no acute signs of toxicity in
adult rabbits behaviorally, nor were there signs of cytotoxicity or acute inflammation
seen in tissue sections following necropsy. Therefore, surface binding of biological
proteins to nanoparticles in some cases can facilitate nanoparticle biocompatibility
for a specified time period, yet in other situations, this surface binding of blood pro-
teins such as antibodies and complement can initiate acute and chronic inflammatory
processes in vivo. Only experimental testing of each type of engineered nanoparticle
with an appropriate in vivo biological model can reveal what modifications of the
nanoparticle will improve and facilitate safe and optimized biological implemen-
tation. This tutorial will present an overview of the biological responses to specific
nanoparticles and how these factors can affect the interpretation of nanoparticle bio-
compatibility/toxicity results.

2.2 In Vitro Evidence

Some of the same nanoparticle/bio phenomena are found when nanoparticles are
incubated with tissue culture cells. Although there is no circulatory system nor
complex immune and inflammatory systems to respond to the presence of the
nanoparticles in vitro, nanoparticles are capable of binding to cell surfaces, ECM
glycoproteins, serum proteins in the culture media [4,7,9]. Cells exposed to nanopar-
ticles in vitro have been used to measure the changes in the up and down regulation
of specific cellular proteins (fibronectin, E-cadherin, specific enzymes), changes in
cell cycle and the appearance of inflammatory and apoptotic markers [3, 10-13].
Tissue culture cells can have extensive extracellular matrices in culture composed
of simple glycoproteins, DNA, proteoglycans and various cellular proteins that are
expressed at the apical cell surface in response to the presence of foreign mate-
rial. Nanoparticles can become bound to these cell-elaborated materials at the cell
surface, and subsequently bind to cell surface receptors that facilitate entry of the
nanomaterial into the cell (via endocytosis). This can result in the lysosomal diges-
tion and processing of the nanoparticle within the cell with recycling of the adsorbed
protein and the attached fragments of the plasma membrane (back to the cell), and
the eventual expulsion from the cell of the intact or degraded nanoparticle [4, 5].
Nanoparticles may also remain stored within phagocytic vacuoles or endosomal
vesicles for indeterminate periods of time [14]. Endocytosis by epithelial cells,
fibroblasts and neuronal cells should not be confused with phagocytosis by spe-
cialized cells called macrophages. Macrophages are found within the blood stream
and serve to identify and rid the blood of foreign microbial and non-living materi-
als. There are macrophages associated with specific tissues (lung, brain, liver, skin,
spleen, thymus, lymph nodes, etc.) called histiocytes mentioned earlier in this lec-
ture, that specifically function to rid those tissues of debris, dead tissue, microorgan-
isms and particulates by engulfing them into phagocytic vacuoles. Phagocytic cells
attempt to digest and degrade engulfed materials within the phagocytic vacuole;
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however, when this fails, the phagocyte will retain the material within the vacuole
preventing it from reentering the blood or tissue. Both endocytosis and phagocy-
tosis can produce significant amounts of cell sequestered nanoparticles resulting in
nanoparticle bioaccumulation all of which may or may not cause the cells harm.
In the case of quantum dots sequestered for long periods of time within phagocytic
vacuoles or endocytic vesicles, there is a risk of the protective capping material
(such as ZnS or PEG) deteriorating with time and allowing the release of Cd or Se
ions directly into the cells, both of which are toxic to specific enzyme systems and
mitochondrial function. This phenomenon of sequestered nanoparticles within in-
tracellular phagocytic compartments and endosomal vesicles plays a major role in
decreasing nanoparticle excretion in vitro, as well as following injection of nanopar-
ticles used in biodistribution studies in vivo.

Many investigators have found that direct contact between nanoparticles and cell
surfaces, whether in vivo or in vitro can cause cell damage through lipid peroxida-
tion of cellular membranes [3-5, 9, 11, 12, 15], the formation of reactive oxygen
species (ROS) [3, 15-17], increased production of specific cytokines [3, 16, 18],
and the genetic up- and down- regulation of specific proteins involved in inflam-
matory processes, and abnormalities in cell-adhesion [10]. Yet other investigators
have found that specifically engineered nanoparticles can be designed that cause
no apparent or significant permanent damage to biological cells or tissues studied
following exposure [4, 12, 19, 20]. The key in developing an engineered nanoparti-
cle for maximum biocompatibility (for the desired application) is ‘testing’. The in
vitro approach for investigating cell interactions with specific nanoparticles offers
a quick and less expensive way to study cellular responses to specific nanoparti-
cle doses, exposure times, intracellular nanoparticle fate with specific cell types,
and the ability to limit extraneous environmental variables as needed. Many inves-
tigators use this form of testing because it permits biochemical, ultrastructural, and
molecular genetic/ proteomic analysis of specific types of cells during and following
nanoparticle exposure, which is simply not possible with the complexity and vari-
ables inherent with living organisms. The obvious drawback to this approach is that
it only provides data for one or a few types of cells, when in reality, nanoparticles
in vivo will interact with many tissues and types of cells. Therefore, in vitro test-
ing is more accurate and appropriately used to study specific variables and cellular
responses in detail.

3 Carbon-Based Nanomaterials

Carbon nanoparticles and carbon nanomaterials are currently being utilized com-
mercially for numerous applications in electronics, reinforced structural materi-
als, sports and camping equipment, microfabricating conjugated polymer activa-
tors, biosensors, ultrasensitive chemical and physical sensors, solar cell and hydro-
gen storage technologies, cosmetics, paint, tires and more recently in biomedical
imaging and therapeutic treatment modalities [4, 17,21]. With the millions of tons
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of carbon nanotubes, nanohorns, nano-rings/loops, graphene sheets, fullerenes and
carbon black that collectively have been, and are currently being, manufactured in
academia and industry, there is a great need to understand how these uniquely adapt-
able nanoparticles that have such unique characteristics for utilization [22] in so
many applications, may impact those who manufacture and study them, as well as
impact the consumer, and the environment; where disposal may affect the ground-
water, presenting risks to human and animal health and safety.

Because of the numerous types of carbon nanoparticles, this tutorial will focus
on the responses of cells and organisms to manufactured ‘as prepared’ carbon nan-
otubes and purified carbon nanotubes following acid cleaning to remove metal cata-
lyst particles. For industrial, medical and research purposes, these are the two most
widely used forms of carbon nanoparticles, with fullerenes following close behind.
“As produced” carbon nanotube (CNT) material is a complex mix of carbon nan-
otubes, bundles of single walled nanotubes (SWCNTs), thick nanoropes, nontubular
carbon (graphene sheets, carbon black) and metal catalyst particles [23,24]. Most of-
ten for research and commercial uses, these carbon nanotubes are cleaned by various
methods to reduce the metal catalyst, amorphous carbon and unwanted components
from the “as prepared” material (Fig. 1).

Manufacturers of carbon nanoparticles produce carbon nanotubes with different
combinations of metal catalyst particles (Ni, Y, Co, Al, Fe, etc.). It is also possible
to get purified carbon nanotubes devoid of metal catalyst, other forms of carbon as
well as the residual graphene sheets, carbon black, and amorphous carbon found in
the ‘as prepared’ material. Metal-free nanotubes can be cleanly produced using an

TEM of
g5 acid/H,04

Foe. -3 2
e e Carbolex

Fig. 1 Both FESEM and TEM images of the same Carbolex material treated for 97 minutes to
remove debris, Ni and Y metal catalyst particles (arrows show remaining small amounts of metal
catalyst in unstained TEM image). Some SWCNTs (thinner filaments in both images) can be seen
associated with thicker nanoropes and some remaining globular material
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arc discharge synthesis method [22]. Or alternatively, ‘as prepared’ nanotube prepa-
rations can be cleaned using chemical protocols which may also involve oxidation
with Oy, Hy or air [25].

To fully assess the scope of biological interactions, and assess the risks that these
materials may pose to manufacturers, researchers and those handling or working
with nanotubes in the biomedical fields (for diagnostic or treatment purposes), as
well as the implications for environmental contamination and human health and
safety, it is necessary to study the cell-nanoparticle interactions with the ‘as pre-
pared’ and highly purified carbon nanotube preparations. Multiwalled carbon nan-
otubes have been found in culture to invade cells and become associated with cellu-
lar organelles and nuclei, suggesting a high probability of cytotoxicity [3,4,13,17].
Here, we will focus in this tutorial on the SWCNT, rather than MWCNTs, fullerenes
and other carbon nanoparticles. To date, there have been many studies that have
demonstrated that SWCNTs under specific conditions, both in vitro and in vivo, can
be biocompatible, and can also cause cytotoxicity.

3.1 Experimental Methods

I developed a human epithelial cell model for studying ‘cell-nanoparticle’ interac-
tions in vitro, in which human lung and human colon cell monolayers (Caco-2 and
NCI-H292 cells) were grown to confluency and incubated with Carbolex carbon
nanotubes (Carbolex Inc., Lexington, KY). Carbon nanoparticles were suspended
in sterile phosphate buffered saline (PBS) to produce pH 6.8 solutions of 10 uM
and 100 uM concentration (based on the carbon content). Cell monolayers were
grown on 12 mm coverslips to 95-98% confluency (incubation at 36°C) in individ-
ual shell vials with 1.5ml of low serum culture medium, and to each vial was added
2 ul of a carbon nanoparticle solution (eaither at 10 or 100 u M contraction). The
vials were swirled during nanoparticle exposure to assure mixing and distribution
of the nanoparticles during the incubation period of 2—4 hr (Fig. 2). Control cell
monolayers were incubated in the same low serum culture medium for the same
time periods without any pretreatment, or they were given 2 ul of sterile PBS prior
to incubation.

Viability measurements were made using 0.4% erythrosin B vital stain (1:5 dilu-
tion with PBS) to identify necrotic cells following incubation. This stain was used
rather than Trypan blue or other viability stains because it reacted rapidly (within
a few seconds), was very selective for only necrotic cells, was easily photographed
for counting statistics, and had been found to produce no cell toxicity (allowing for
continued growth of cells following use) [26]. Cell monolayers were washed two
times with warm PBS, and the cells stained with erythrosin B for several seconds,
followed by a PBS rinse to remove residual stain and photographed for statistical
counting. Following incubation, the medium was removed from each shell vial and
the cell monolayers were washed two times with warm PBS. The wash solution and
medium were then centrifuged for 20 minutes at 3400 rpm. When centrifugation
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Human Cell Cytotoxicity Model for Testing Nanomaterials
Cell Monolayers

Grown on coverslips in
shel s to confluency

Nanoparticles
added to vials

Vials incubated with rotary
4 = | mixing

Removed
media & 2 PBS
washes

Analyzed for cells, /

nanopamcles & debris

LM Histochemistry:
immunostaining, vital
staining (apoptosis,
necrosis...)

Fig. 2 Flow diagram of cytotoxicity model. Human cells grown on coverslips in individual dram
vials were given 1 or 211 of nanoparticle suspension. The cells were then incubated at 36°C with
continual mixing. Following incubation, the culture medium from each vial was analyzed, and cell
monolayers prepared for viability testing, TEM and SEM imaging

produced a visible pellet, this material was prepared for light microscopy (slides) to
identify whether the pellet contained contaminants, debris, nanoparticle aggregates
or detached cells from the monolayer. Two slides were made from the pellet mate-
rial, and one was stained with methylene blue/azure II to identify cellular debris and
detached cells, and the second slide stained with Gram stain to screen for microbial
contaminants. The supernatants of the media and buffer washes were analyzed by
UV-vis and TEM to screen for nanoparticles.

TEM: Cell monolayers prepared for TEM were fixed in 3% glutaraldehyde in
0.1 M cacodylate buffer with added CaClyand 10% sucrose (pH 7.2). Cell mono-
layers were rinsed two times in 0.1 M cacodylate buffer with 10% sucrose and post
fixed in 1-2% osmium tetroxide in 0.1 M cacodylate buffer. The coverslips with
attached cell monolayers were then dehydrated incrementally in acetone and in-
filtrated with epoxy resin and polymerized at 56°C for 2 days. The tissue was thin-
sectioned for TEM imaging using serial sectioned unstained, and uranyl acetate/lead
citrate stained sections. We imaged the stained sections, and compared these im-
ages to the companion unstained sections to clearly differentiate between carbon
nanoparticles, electron dense stained intracellular membranes and organelles, and
possible staining artifacts.

FESEM: For field emission scanning electron microscopy (FESEM) using a
JSM-6500F microscope equipped with an x-ray detector, cell monolayers were fixed
in glutaraldehyde and post-fixed with osmium tetroxide as previously described
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Fig. 3 TEM image of Pt
coating used to coat our
FESEM samples. These
sputter coated 3—4 nm Pt
coatings were uniform,
continuous and
polycrystalline, providing us
with a virtually structureless
coating for imaging the
human cells and
nanoparticles. Pt coating on
SiN3film imaged at 300 kV

to insure optimum preparation of the membranes and cellular fine structure. Cell
monolayers were dehydrated in acetone and dried by the critical point method with
liquid CO;. Monolayers were attached to specimen holders with silver paint and the
samples were given a 3—4 nm thick platinum (Pt) coating with an Emitech K575XD
Turbo sputter coater (Emitech Products, Inc., Houston, TX) with a peltier cooled
stage to protect the specimen from heat damage and decoration artifacts. We found
that this type of plasma coating produced a Pt coating of the specimen surface (and
sides) that was a continuous uniform crystalline coating (Fig. 3).

To examine nanoparticles on human cell surfaces, we needed a virtually struc-
tureless coating that provided a continuous surface for heat and electron conduction,
and sufficient secondary electron production for imaging at very high magnifica-
tions. We analyzed the continuity of the Pt coating produced by our turbo-pumped
plasma coater by placing a silicon nitride film next to our FESEM samples within
the sputter coater, and delivered the same Pt coating to the cell preparations and
the SiN3 film. We then imaged the Pt coated SiNj film using a JEOL 300 TEM
at 300kV and found that the Pt coating was polycrystalline and continuous. The
electron diffraction patterns obtained from these films were face centered cubic.
Therefore, the small structures seen in the FESEM images in both this section and
the section on gold nanoparticles are not due to coating artifacts, but represent ei-
ther cellular material (proteins, mucus or subcellular fine structure) or nanoparticles.
Since all samples were studied by TEM and FESEM, we were also able to compare
our FESEM images with the sectioned material of identically prepared cells for ver-
ification of structures.

3.2 Viability and Microscopy Results

Viability Studies: The ‘as prepared’ Carbolex (Carbolex Inc., Lexington, KY) that
was used in these experiments had predominately SWCNTSs with some nontubular
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graphene, Carbon black, amorphous carbon, and metal catalyst (Ni and Y) parti-
cles. This Carbolex material was air oxidized to remove much of the metal catalyst
(by x-ray microanalysis, this procedure removed all Y and most but not all of the
Ni metal) and all but the amorphous carbon and nanotubes. Into each dram vial
containing a 12 mm coverslip (with either Caco-2 cells or NCI-H292 cells grown to
95-98% confluency), 2 ul of either 10uM or 100 uM of carbon nanoparticle suspen-
sion in PBS was added. Compared to the control values, lung cells incubated with
the 10uM ‘as prepared’ Carbolex and air oxidized Carbolex showed no increase in
cellular necrosis at 2 hour incubation (Fig. 4). Even the 100uM ‘as prepared’ Car-
bolex showed no increase in lung cell necrosis at 2 hour incubation compared to
control values, and only the 100 uM air oxidized Carbolex showed a small increase
in cell necrosis. At 3 hour incubation, however, both 100uM carbon nanoparticle
solutions caused significant cell death (Fig. 4), but the lower 10uM dose produced
no significant cytotoxicity.

Colon cells incubated for 3 hours with either the 10uM or the 100uM ‘as pre-
pared’ Carbolex solution showed the same high number of dead cells compared
to Control values. Although at 2 hour incubation the 10uM concentration of air
oxidized Carbolex produced no increase in cell death, the ‘as prepared’ Carbolex
caused cell necrosis similar to the 100 UM concentration. The air oxidized Carbolex
preparation (which contained significantly less metal catalyst), also revealed a sig-
nificant increase in cytotoxicity for both the 10 and 100 uM nanoparticle concentra-
tion at 3 hour incubation. Colon cells seemed to be more sensitive to these carbon
nanoparticle preparations, even at the lower concentrations. Although the 10 UM air
‘oxidized Carbolex was not cytotoxic at 2 hours incubation, at 3 hr incubation the
air oxidized 10 uM dose produced the same high cytotoxicity (cell death) seen fol-
lowing colon cell exposure to the ‘as prepared’ Carbolex and air oxidized Carbolex
aat the 100 uM doses.’

The lung cells were much more tolerant than the colon cells to both prepara-
tions of Carbolex at the 2 hour exposure time, and at the lower dose at 3 hours.
However, significant cell necrosis occurred in both types of cells following 3-hour
exposure to the 100uM air oxidized Carbolex and ‘as prepared’ Carbolex, indicat-
ing that the toxicity could not be linked to the presence or absence of metal catalyst.
The different responses to nanoparticle exposure of these two different types
of epithelial cells reveals how the different genetic programming of cell func-
tion, receptors, surface coatings and cell responsiveness can alter each type of
the cell’s interaction with specific nanoparticles. Therefore, it is not possible to
assume that a nanoparticle that is very biocompatible with lung cells might be
equally biocompatible with other types of cells. And conversely, it is a mistake
to predict that an acutely cytotoxic response using spleen or thymus cells would
result in the same highly toxic response in keratinocytes cells. At this early stage
in studying nanoparticle biocompatibility, experimentation with many cell types in
vitro, and subsequent further testing in vivo are necessary to understand how specific
nanoparticles will interact with any given type of cell or tissue. This biological com-
ponent to nanoparticle biocompatibility is often not considered adequately, leading
to assumptions that may not be true in all cases.
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Fig. 4 NCI-H292 Lung and Caco-2 colon cells were incubated for 2h or 3h with 2ul of
eitherlOpuM or 100uM of ‘as prepared’ Carbolex, or Air Oxidized Carbolex solutions (pH 6.8).
Following exposure, the cell monolayers were rinsed with warm PBS and stained with erythrosin B
vital stain, photographed and necrotic cells counted in several fields from each monolayer. N =16
to 19. Standard deviation +

Microscopy: By FESEM, the cells incubated with 10uM Carbolex showed
some loss of adherence of cells and some increased cytoskeletal activity indica-
tive of stress (Fig. 5). At 3 hour incubation, the damage was only slightly worse
in the 100 uM exposed cell monolayers than the 10um exposed monolayers, which
matched the viability results for 3-hour colon cells. The monolayers exposed to
the higher concentration of ‘as prepared’ Carbolex showed disrupted cells with
damaged nuclei and segments of the cells missing, and many detached cells with
large open areas of the coverslip bare(Fig. SA). Although the 10um exposed cell
monolayers retained more of their individual cell morphology with many cells still
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Fig. 5 Human colon cells grown on glass coverslips and incubated for 3 hours with 10 or 100 uM
solutions of ‘as prepared’ Carbolex in PBS (pH 6.8) showed missing cells in the 10uM exposed
cell monolayers as well as some cell damage. The 100uM Carbolex exposed monolayers showed
cell fragmentation, loss of almost all cell-to-cell adhesion and the loss of cell-to-substrate adhesion

intact, many of the cells were missing (loss of cell adhesion) and the cells no longer
displayed cell-to-cell contact, suggesting decreased E-cadherin and adhesin produc-
tion (Fig. 5B). This loss of cell adhesion to the coverslip and to adjacent cells in the
monolayer has been described as indicative of nanoparticle cytotoxicity [3,5, 10].
The Caco-2 colon cells produced a mucous-like material on the apical surface
when incubated with the Carbolex nanoparticles. Carbon nanotubes that initially at-
tached to the apical mucus within the 2-hour incubation period did not initially seem
to cause any problems for the cells (Fig. 7). However, once the carbon nanopar-
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Fig. 6 Caco-2 colon cell surface with numerous microvilli and a large aggregation of carbon nan-
otubes, nanoropes (arrows) and catalyst entrapped in surface mucus. The initial response of these
human colon cells when incubated with the Carbolex preparations was to produce clusters of mu-
coid material on the apical cell surface. However, at this time period, the microvilli and the api-
cal plasma membrane appear normal with smooth surface membranes. Nanotubes and nanoropes
trapped in mucus (arrows)
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Fig. 7 Colon cells incubated with 100uM Carbolex for 2 h (A) and 5.5 h (B). SWCNTs and
nanoropes (A, arrows) entangled in surface mucoid material were trapped against the apical plasma
membrane and microvilli at 2 h (A). Later at 5.5 h exposure (B), those cells with attached carbon
nanoparticles exhibited membrane blebbing and openings in the surface apical membrane revealing
the underlying cell cytoplasm

ticles made contact directly with the plasmalemmal surface (Fig. 6), the surface
microvilli and plasma membranes showed eventual signs of damage. Since these
experiments were all done with the nanoparticles being continually swirled in the
culture media over the cell monolayers (to increase nanoparticle distribution over the
entire monolayer surface), most areas of the monolayers surveyed using microscopy
showed an even distribution of SWCNTs over the monolayer surface. We feel that
gently swirling the media containing the nanoparticles more closely simulates the
conditions that naturally occur in the gut and lung, where peristalsis and respiratory
movements produce a constant mixing and dispersion of materials in vivo.

Contact between the Carbolex nanoropes and carbon nanotubes (seen in Fig. 7,
arrows) directly with the cell surface caused severe damage to the plasma mem-
brane producing holes and tears suggestive of lipid peroxidation damage, and ROS
damage, reported in the literature. Where the Carbolex material touched microvillar
membranes during the 3—4 hour exposure time, the microvilli revealed swelling of
the distal portion of their plasma membranes (Figs. 8, 9). Exposure (5.5 h) to 100 uM
‘as prepared’ Carbolex caused the plasma membrane with the attached microvilli to
peel away from the underlying connective fibers, thus separating the plasma mem-
brane from the underlying cytoplasm (Figs. 7 and 8). Cellular damage was so severe
at 5.5 hour exposure to 100uM Carbolex (and viability measurements difficult to
calculate with so many detached and fragmented cells), that we did not use this
extended time period further for these experiments.

We also found that areas with carbon nanotubes or aggregates of carbon nan-
otubes touching the apical plasma membrane of the colon cells had small breaks
in the surface membrane where electron dense carbon and SWCNT particulates
entered the cells, passed directly through the cytoplasm and often were lodged in the
nucleus of the cell (Fig. 10). At this time, it is not clear if these carbon nanoparticles
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Fig. 8 Colon cells incubated for 5.5 h with 100uM Carbolex in PBS showed a peeling away
(arrows) of the plasma membrane (with attached microvilli), from the underlying cytoplasm due to
prolonged contact between Carbolex nanoparticles and the plasma membrane. This could represent
membrane damage from ROS and lipid peroxidation [10-12]

passed into the cells because the cells had contact damage to the apical plasma mem-
brane producing small open holes, and were in the process of dying, or, if these cells
could have repaired the membrane, recovered and lived with carbon nanoparticles
within their nuclei.

Fig. 9 TEM imaging of
colon cells following 100 uM
Carbolex incubation revealed
that CNT-microvillar contact
with aggregates, as well as

individual carbon nanotubes, et } G
produced the dissolution of ( A 250nm
the microvillar membranes ¥ .,“\;tb“'

Plasma ™

(top arrows)
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Fig. 10 A. TEM of colon cell
exposed to 100 uM Carbolex
showing intact nucleus (N)
with carbon nanomaterial
(arrows) free within the cell
cytoplasm, adjacent to the
nuclear membrane. Plasma
membrane (PM). Figure 10B.
These cells showed electron
dense surface performations
of the apical plasma
membranes (PM) and also the
occassional electron dense
nanotube bundles (largest
arrows) within the nucleus of
the cells. At very high
magnification, these nuclear
inclusions revealed delicate
bundles of SWCNTs

3.3 Carbon Nanoparticles Residing Within Living Biological Cells

Shvedova et al. [27] demonstrated that Fe enriched SWCNTs had a significantly
more cytotoxic effect on cultured keratinocytes and bronchoalveolar epithelial cells
than SWCNTSs treated with iron chelators. They found that the presence of nanome-
ter diameter Fe particles in commercial ‘as prepared’ HiPco carbon nanotube prepa-
rations produced Fenton-type reactions and the release of reactive oxygen species
(ROS) when incubated with primary keratinocytes in vitro. When similar ‘as pre-
pared” HiPco SWCNTs (comprised of 99.7% carbon and 2.3% iron) and purified
non-functionalized HiPco SWCNTSs were incubated with macrophages, the phago-
cytic cells did not effectively engulf and incorporate the purified SWCNTs [17].
Using RAW 264.7 macrophages, the same HiPco ‘as prepared’ (containing Fe), and
purified (lacking metal catalyst) SWCNTs did not stimulate intracellular production
of superoxide radicals or nitric oxide [28]. These macrophages had poor recogni-
tion of the non-functionalized SWCNTs, and consequently did not actively target
them for engulfment or phagocytosis, which was dissimilar to the response of the
keratinocytes exposed to the ‘as prepared” SWCNTs. Not only do living cells seem
to suffer cytotoxicity when exposed to carbon nanotubes with metal catalyst, but
different cells were shown to respond very differently to the same carbon nanoparti-
cles. The macrophages did not actively engulf or respond cytotoxically to the carbon
nanotubes, but the keratinocytes showed stress and release of ROS.
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More recently Shvedova et al. [17] described two types of responses in mouse
lung following exposure to SWCNTSs dependent on nanoparticle aggregation or dis-
persion. When HiPco SWCNTs (containing iron) were dispersed during adminis-
tration in mouse lung, the SWCNTs caused interstitial fibrosis in the lung. This
occurred without the typical inflammatory chronic infiltration of inflammatory cells
and focal granulomas seen when SWCNTs were allowed to enter the lung as ag-
gregates using an in vivo tracheal instillation protocol [29,30]. With the dispersed
SWCNTs, the aspiration of the dispersed nanotubes did cause a rapid increase
in BAL levels of inflammatory cells, inflammatory cytokines and protein, but the
response resolved quickly and did not persist for the 2-month post-exposure pe-
riod [17]. This was consistent with the findings of Kagan et al. [28] who demon-
strated low reactivity of these SWCNTSs with lung macrophages (sparse macrophage
uptake of SWCNTs), and the low cytokine and superoxide generation. In vivo, not
only did SWCNT exposure time and dose significantly affect lung damage [29, 30],
but the amount of metal catalyst present from the SWCNTSs and the dispersion
or aggregation of those SWCNTs all contributed to cytotoxic responses. Shvedova
et al.’s work also [17] revealed that SWCNTSs could penetrate interstitial tissue and
that the possibility of CNT translocation in vivo into the systemic circulation with
ultrafine carbon particles reported in 2002 by Oberdorster et al. [31], was a very real
consideration in mammalian lung as well.

Wick et al. [32] found that ‘agglomeration’ affected CNT cytotoxicity with
human SSTO-211H cells and produced pronounced cytotoxic effects to the cells
following exposure to rope-like CNT agglomerates, when compared to cell expo-
sure with dispersed CNT preparations. However, Pulskamp et al. [33] found that
rat NR8383 macrophages and lung A549 cells incubated with commercial ‘as pre-
pared” SWCNTs, carbon black and MWCNTs, as well as acid cleaned SWCNTs,
showed no acute cell cytotoxicity (viability) with all CNT samples, nor produced in-
flammatory mediators (no increase in TNF alpha, IL-8 or nitric oxide). They found a
dose/time dependent increase of intracellular reactive oxygen species and a decrease
of mitochondrial membrane potential with commercial CNTs in both cell types. The
purified CNTs had no deleterious effects on the cells, and their overall conclusion
was that the metal catalyst traces in the commercial CNTs were responsible for ad-
verse biological effects. In contrast, Tian et al. [34] reported that the surface area
of refined carbon nanomaterials predicted the potential for cellular toxicity, and that
refined SWCNTs (with metal catalyst removed) induced the strongest cellular apop-
tosis/necrosis responses in human fibroblast cells in vitro, and were more toxic than
their unrefined comparable SWCNTSs.

3.4 Carbon Nanotube Summary

In summary, SWCNT interactions with cells are not simple, nor are they easily pre-
dicted. There are many factors that contribute to cytotoxic responses, and the bio-
compatibility of a SWCNT is very different depending on the type of cell exposed,
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the length of exposure, dose, and nanoparticle used (was the SWCNT in the ‘as pre-
pared’ condition, functionalized, oxidized, or cleaned & cut producing more surface
reactive sites). Carbon nanotube incorporation into some cells seems to be a size-
dependent phenomenon as demonstrated by Becker et al. [35] using human lung pri-
mary IMR-90 cells in vitro. The latter primary (non-cancerous) fibroblast cells were
observed to incorporate DNA wrapped SWCNTs only when they were below 189 +
17 nm in length. Identical DNA-wrapped SWCNTs measuring 335 + 27 and 253 +
26 nm did not enter the cells after 16-hour incubation, but remained in the media and
did not produce cytotoxic effects. The shorter DNA-wrapped nanotubes that did en-
ter the IMR-90 human lung fibroblasts by TEM were found within the cytoplasm of
the cells and produced cytotoxic effects compared to the longer nanotubes. Chiral-
ity of the nanotubes was also found to play no role in cellular uptake. When Becker
et al. tested different cell lines (human alveolar basal epithelial cells, A549; clonal
murine calvarial cells, MC3T3-El; and embryonic rat thoracic aorta cells, A10),
the cells were similarly tested and showed the same cytotoxicity and uptake of the
smaller (>189 +17 nm) DNA-wrapped SWCNTs, as that seen with the lung fibrob-
last cells. The size of the DNA-wrapped nanotubes played a major role in uptake
and apparently cytotoxicity. The DNA-wrapping of the nanotubes may have facil-
itated cellular uptake of the smaller SWCNTs as well. Our own work with DNA-
functionalized gold nanoparticles revealed that nanoparticles were rapidly bound
to the plasma membrane and incorporated into both human colon and lung cells
following 2-hour exposure. However, there was no visible evidence of endocytic
vesicle formation, or some form of phagocytosis. These DNA functionalized gold
nanoparticles were found in the apical cytoplasm, or localized within endoplasmic
(ER) reticulum-like tubular channels at the apical surface [5]. They were later seen
within the Golgi and finally within vacuoles in the central and basal portions of the
cells. This may represent some form of DNA-facilitated transport that bypassed the
usual endocytic pathway.

We found that SWCNTSs, as well as other components of ‘as prepared’ Car-
bolex material, attached to both lung (NCI-H292) and colon (Caco-2) cells via cell
elaborated material on the apical epithelial cell surface. Once attached to the api-
cal cell surface, the SWCNTSs only produced damage when they came in contact
with the plasma membrane. When the SWCNTSs or nanoropes touched the plasma
membrane, or the microvillar membranes, they caused severe damage to the mem-
brane structure producing areas of dissolution suggestive of the lipid peroxidation
described by Sayes et al. [12] and others in regard to fullerene damage to cell mem-
branes. Small carbon nanotubes and nanotube bundles also entered the cells through
these breeches of the plasma membrane. By TEM, the carbon nanoparticles entered
the cell cytoplasm directly and were not surrounded by a vesicular membrane, in-
dicating a similar type of incorporation to that described for uptake DNA-wrapped
SWCNTs reported by Becker et al. [35]. We also found very small bundles of carbon
nanotubes and other carbon nanoparticles at the nuclear membrane and within the
nucleus proper, with concomitant increased cell mortality in these samples, similar
to Becker et al.’s findings.
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Porter et al. [36] studied the uptake of HiPco SWCNTSs in human monocyte-
derived macrophages treated for 2—4 days with 0—10pugml~! SWCNTs dispersed in
tetrahydrofuran. They found that the majority of SWCNTs were located in phago-
somes and lysosomes suggesting phagocytosis. From 4 days’ incubation, SWCNT's
were seen in the cytoplasm which they felt indicated “passive uptake through the
lipid bilayer” and they observed both apoptotic and necrotic cell death, with cell
mortality corresponding to areas of high SWCNT density. Nanotubes were seen
within cell nuclei after 3 days, and SWCNTSs touching the lysosomal membrane
were reported to cause membrane disruption. It should be noted here that monocyte-
derived macrophages are professional phagocytes, and that they are specialized cells
that engulf cell debris, foreign and microbial material, in organs and the blood
stream. Materials can remain within phagocytic vacuoles intracellularly for quite
some time without rupture or transport out of the vacuole. Therefore, the loss of
cellular compartmental integrity within these cells from day 4 on, by the passage
of nanoparticles through intact intracellular membranes via damage to those mem-
branes, suggests a very toxic response. It may also be that the cells were already
dying at this time (since cell death was reported from day 4 on), and consequently
the membranes were no longer functioning, allowing breaks to appear at regions
with accumulated SWCNTs. Because the authors also used HIPco nanotubes which
are known to be more toxic to cells [17], it is not clear if the carbon nanotubes had
adherent Fe particles associated with them which could have increased cytotoxic
effects.

4 Radiolabeled Quantum Dots and Shell Cross-Linked
Nanoparticles

4.1 Quantum Dots (QDs)

Studies using various types of quantum dots in vivo (amphibians, rodents) have
shown that QDs can be well tolerated and produce clear imaging for biodistribu-
tion studies and targeting of specific organs [19,20,35-39]. Ballou et al. [37] found
that circulating half lives of the CdSe QDs with a zinc sulfide shell (CdSe/ZnS)
varied with the surface coating, with less than 12 minutes for amphilphilic poly
(acrylic acid), short-chain (750 Da) methoxy-PEG or long-chain (3400Da) carboxy-
PEG coated quantum dots; and ~70 minutes for long chain (5000Da) methoxy-PEG
quantum dots. The surface coating on the QD also determined the in vivo localiza-
tion and increased biocompatibility of the nanoparticles. Cadmium/Se quantum dots
coated with PEG-750 injected into mice were imaged at 15 minutes, 1, 3, 7 and 28
days. Even at 1 month post-injection, these QDs were found at necropsy in liver,
lymph nodes and bone marrow. At 4 months post-injection, QDs were still evident
in lymph nodes, spleen and liver, but they had produced no apparent pathology in the
day-to-day life of the test animals [37]. Similarly, Jaiswal et al. [40] reported that
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tissue culture cells containing QDs showed no diminished cell growth or altered
cell division during weeks of incubation. In in vivo studies using mice, CdSe/ZnS
polymer-coated QDs produced no deleterious effects to the treated mice even af-
ter months post-injection [9]. In Venous embryos, Dubertret et al. [41] were able
to image QD-phospholipid micelles throughout embryo development without any
apparent alteration in the animals’ phenotype. Although these findings suggest that
these QDs are biocompatible, the fact remains that not all of the quantum dots were
excreted from the organisms or cells even after many months post-injection.

This phenomenon of bioaccumulation can produce significant problems to cells
if the biocompatible coating and/or the ZnS shell of the QD breaks down from cellu-
lar enzyme or acid degradation (lysosomal attack), and the cadmium and selenium
are released into the cells and tissues. Cadmium and Selenium are both toxic to
cells in sufficient concentrations, and even low levels of Cd ions (100—400uM) have
been shown to decrease viability of hepatocytes in vitro [42]. Intracellularly, even
small amounts of Cadmium will bind to sulfhydryl groups of mitochondrial proteins
causing thiol group inactivation which leads to oxidative stress and mitochondrial
dysfunction [42,43]. Using hepatic primary cells in vitro, Derfus et al. [42] demon-
strated that QDs were cytotoxic under certain conditions (exposure to ultraviolet
light and altered or oxidized surface coatings), and that release of free Cd ions cor-
related with cell death (Fig. 11). The stability of the QD outer coating determined
whether free Cd>* ions would escape from the QD core and cause hepatic cytotox-
icity. Their findings verified that the surface coating played an important role in QD
biocompatibility by providing a smooth, continuous outer covering which (a) com-
pletely encapsulated the CdSe core separating it from the biological environment;
(b) reduced the chance of serum proteins and especially immuno-proteins attaching
to the QD surface; and (c) prevented surface oxidation of the QD.

Quantum dots have been found within phagocytic cells in the spleen, lymph
nodes, and the liver of rodents many months post-injection, indicating that clearance
of the QDs may take some time [37,44—46]. The reticuloendothelial system (RES)
has specialized cells called tissue histiocytes in the skin, lung, brain, liver, lymph
nodes, spleen and thymus which screen the blood, lymph and cerebrospinal fluid
for foreign particulates [1]. When foreign materials are found by phagocytic cells,
they are sensed and engulfed and stored in phagocytic vacuoles. If these nanopar-
ticulates were bacteria or parasites, they would be digested by the enzymes within
the phagocytic vacuoles in these cells. However, these enzymes are not designed to
digest polymer coatings, Cd/Se nanocrystals or any nonorganic nanoparticles in gen-
eral. Therefore, the cells of the RES often retain the nanoparticles, releasing them
slowly or not at all. Over time, there is concern that the low pH (pH1-2) and enzyme
bombardment within phagocytic vacuoles or endosomal vesicles may hasten deteri-
oration of the outer coating of the QD and allow Cd and/or Se release into the cell
cytoplasm causing serious damage. In mammals, Cd exposure has been implicated
in the intracellular production of metallothionein, and to zinc substitution, both of
which are linked to pathologic conditions. Prostate, testicular, lung and pancreatic
cancers are believed to be associated with Cd exposure [47,48]. “The biologic half
life of Cd in humans is 15-20 yrs and it bioaccumulates, can cross the blood brain
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Fig. 11 Schematic diagram of ZnS capped CdSe quantum dot, and the process of surface oxidation
leading to the release of Cd ions. Modified from Derfus et al. [42]

barrier, with the liver and kidney being the target organs of toxicity” [49]. See is
also toxic causing death in humans at high doses. However it should also be stated
here that “not all QDs have CdSe cores”. Each type of QD possesses its own unique
physicochemical properties which in turn determines its potential toxicity [49] or
biocompatibility.

4.2 QD Methods and Results

Recent research done at Brookhaven National Laboratory by Wynne Schiffer and
her colleagues [44—46] utilizing 10 nm or 2 nm diameter C!! radiolabeled CdSe/ZnS
[50] for studying nanoparticle biodistribution using MicroPET imaging, revealed
that the size of the QD made a difference in the retention of the nanoparticle within
specific organs in the rodent [44]. Mice were injected (tail vein) with either 2 nm
or 10nm diameter radiolabeled [C'!] CdSe ZnS capped QDs and the QD distri-
bution imaged by MicroPET for 5000 seconds. The 2 nm QDs rapidly entered the
mouse brain, followed by a rapid efflux up to 1000 seconds. Thereafter, the rate of
efflux slowed with some nanoparticles still remaining in the tissue at 5000 seconds.
The 10 nm diameter QDs seemed to be less able to enter the brain from the blood-
stream with less than 2% of the QDs entering. Those QDs that did pass through the
blood brain barrier were not all able to exit the brain tissue at the end of the testing
period (5000 s). Nanoparticle retention within tissues was verified by microscopy
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and quantitative elemental analysis of organs and tissues at necropsy (x-ray micro-
analysis and ICP-AES) [44, 46]. This retention of the larger nanoparticles in brain
tissue may represent ingestion of the nanoparticles by brain phagocytic cells (the mi-
croglia); nanoparticle aggregation and adsorption of serum or immune proteins, trig-
gering their attachment to endothelial cells lining the blood vessels, or macrophage;
or histiocyte phagocytic engulfment of the QDs. Some recent work by Sun et al. [51]
also introduced the possibility that some nanoparticles could become ‘stuck’ in tis-
sues or vessels in vivo due to the lack of flexibility of the nanoparticle core during
passage through pores, fenestrations, sinusoids or cell membranes. (This will be
presented later in this lecture, Sect. 4.3.)

Short-term Cytotoxicity Testing: The initial results obtained by Schiffer et al.
[44-46] indicated that in vivo low doses of QDs over a short period of time seemed
to work well for the MicroPET imaging and the ability of the mice to tolerate
the systemic administration of QDs and the procedure in general. To see if the
CdSe/ZnS quantum dots produced any short-term cytotoxic effects within the 1.5-
hour exposure period (comparable to the mouse exposure during MicroPET imag-
ing); I tested both diluted and stock solution concentrations of QDs with my ep-
ithelial lung and colon cell nanoparticle cytotoxicity model. Because there has been
concern in the literature about deterioration of CdSe lattice with time, and the sub-
sequent toxic release of Cd**cations into cells and tissues, I chose to look at both
freshly prepared QD preparations (labeled N for new) and previously prepared old
QD stock solutions (labeled O for old). The old preparation had been prepared 8-10
months before, and was refrigerated at 4°C during the storage period. By UV-vis,
the New (N) and Old (O) stock preparations were 1.47 UM (2 mg/ml). The response
of the in vitro cells to the same diluted QD preparation used in the mouse in vivo
experiments (at 0.19uM, 0.01 mg/ml) was also tested (Fig. 12).

Cell monolayers were grown on coverslips to 94-98% confluency in 1.5ml of
low serum protein media at 36°C in shell vials. A 1-uL dose of each QD prepara-
tion was added to the individual shell vials, and all of the vials were rotary swirled
during the 1.5 hour incubation to distribute the nanoparticles over the cell surfaces
and reduce the chance of nanoparticle aggregation and areas of the monolayer with-
out any QD distribution. To see if increasing the dose of the new QD preparation
changed the biocompatibility of the cellular response, the QD dose was increased to
2ul, labeled in Fig. 12 as ‘Double Dose’.

The viability results revealed a difference in the responses of the lung cells com-
pared to the colon cells exposed to the diluted (lower) QD dose and the doubled
dose. The colon cells exhibited greater cell death with the diluted QD compared to
the lung cells, but the lung cells showed greater cell death when incubated with the
double QD dose. This disparity in cytotoxic responses between the two cell types
demonstrates the importance and need to experimentally test nanoparticle compati-
bility with specific types of cells.

Schiffer et al. [44,45] also found that QDs remained in kidney, gall bladder, stom-
ach and liver rodent tissues at the end of the 5000-second data collection period.
When we tried to identify where the QDs might be localized within tissue sam-
ples using x-ray microanalysis, we had difficulty getting clear x-ray signal above
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Fig. 12 Lung and Colon cells incubated 1.5 hours with high and low doses of QDs statistically
showed very similar responses to the old (O) and new (N) stock solutions. Colon cells responded
to the diluted QD dose with greater cell death than the lung cells. Exposure to double the dose of
QDs produced the greatest cellular necrosis in the lung cells, with minimal cytotoxicity in colon
cells. N=4 tol1 Standard deviation +

background due to the very low concentrations of the QDs in any given tissue fol-
lowing tail vein injection, and the weaker Lo x-ray lines produced for Cd and Se
(Figs. 13, 14 and 15). The calculated concentration of the diluted injected dose was
0.092uM at 0.01 mg/ml.

X-ray spectra were taken of mouse kidney tissue slices fixed in paraformaldehyde
in phosphate buffer, dehydrated in acetone, dried by the critical point method with
liquid COy, attached to a carbon specimen mount with graphite cement, and carbon
coated (4-5 nm) for x-ray microanalysis (using raster mode to collect the most QD
x-ray signal above background). The calculated concentration of the injected dose of
QDs given to this mouse was 0.29 uM (0.014 mg/ml), which was actually too low to
clearly see Cd and Se x-ray lines in situ with a silicon detector, unless the nanopar-
ticles were aggregated in large groups, or concentrated by biological processes in
the area of electron beam excitation. Therefore, we examined areas of tissue where
QDs would be in the greatest numbers (i.e. in the kidney cortex and collecting ducts
of the kidney medulla, and on dense accumulations of blood cells within capillaries
and arterioles. For the sake of brevity, I am only presenting kidney tissue results in
these lecture notes.

Normally, blood entering the kidney passes through a filtration system in the kid-
ney cortex, where toxins, water and various ions are filtered out of the blood into
the newly formed urine. To conserve water and some electrolytes, the urine is then
concentrated by the tubule cells and in the loop of Henle before it passes into the
collecting ducts. The collecting ducts carry the concentrated urine into the renal
calyx (a large chamber) where it passes out of the kidney via the ureters. When we
looked at arterioles in the kidney cortex, we found numerous aggregates clustered
on red blood cells (RBC) [44-46] (Fig. 14). These aggregations of particles were
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Fig. 13 Shows the SEM image of QDs (from stock solution 2 mg/ml, 1.47uM) on a SiO, wafer.
X-ray Spectrum A shows x-ray signal from QDs (11 x 103 counts full scale) with Zinc Lol and
Ko, Sulfur Ko, Cd Lol and LB1 (little arrows in the top panel on the righthand side). High silicon
x-ray signal has buried the Se L lines. In a QD free area, the Si background spectrum B, showed
no Zn, S or Cd x-ray signal for the same counting period. Analyzed at 15 KV in raster mode-boxes
in SEM image)

not seen on the red blood cells in control tissue or on the RBCs in other tissues nor
in other areas of the kidney. X-ray spectra taken on the RBC aggregated particu-
lates produced iron (Fe) x-ray signal at 6.4 keV (from hemoglobin), but only trace
amounts of Zn, Cd and Se x-ray signal (Fig. 14 spectrum A). Spectra taken within
RBC-filled cortex arterioles produced stronger QD signal. These aggregates may
represent attached QDs on the endothelial wall (by complement fixation), or QDs
passing into the endothelial cells. The tissues analyzed in Figs. 14 and 15 were from
an animal that died shortly after the QDs passed through the kidney and into the
bladder. Although anaphylaxis was suspected at the time, we did not see any platelet
involvement in the blood vessels (clots), or engorged leukocytes with phagocytized
QDs, which would have been characteristic of this type of acute toxicity.

Analysis of the collecting ducts and the renal calyx in the kidney medulla showed
Cd and Zn (Fig. 15, spectrum A) x-ray signal in situ. The background spectrum on
the interstitial tissue of the collecting ducts produced such high Na, P, S, Ca and K
x-ray signal that it was not possible to see any of the characteristic QD x-ray peaks
above background (Fig. 15, spectrum B). MicroPET imaging of the mouse kidney
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Fig. 14 X-ray spectra of carbon coated, critical point dried tissue slices (3 mm thick) of mouse
kidney cortex. Dense clusters of red blood cells (RBC) (Fig. 14 A) were found within cortical kid-
ney arterioles (14B). On the RBC surfaces were ribbons of attached aggregates that produced Zn,
Se and Cd x-ray signal above background (spectrum A). Larger clusters of these aggregates were
found attached to the arteriole wall endothelium, and these areas produced x-ray signal suggestive
of QDs (Spectrum B).

showed that the 10 nm diameter QDs rapidly passed into the kidney medulla, exiting
within 5000 seconds [44,45]. However, the smaller 2 nm diameter QDs exited the
renal medulla more slowly, with particles still retained in the tissue at the end of the
testing period. In the renal cortex, the smaller 2 nm diameter QDs passed rapidly into
and out of the kidney cortex (suggesting excellent clearance through the glomeruli),
whereas the 10 nm diameter QDs passed out of the cortex more slowly with some
retention in the tissue at 5000 seconds. Further work is in progress to identify how
and where these QDs may have lodged within tissues and whether this retention of
QDs is a temporary, or long term, phenomenon which may pose risks to affected
tissues.

Research Summary

Similar to other QD studies in vivo, [44,45] these radiolabeled QDs (injected dose
150 uCi in 0.4 mL solution) produced excellent MicroPET imaging for biodistribu-
tion studies and did not reveal any serious toxicity problems with the mice. Many
mice were maintained after imaging for several months without signs of toxicity, yet
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Fig. 15 X-ray spectrum (A) taken at the entrance of the collecting ducts into the renal calyx (image
A) showed evidence of QDs (spectrum shows Cd, Zn and Se x-ray signal), compared to the control
spectrum B taken at the same KV (15), raster size and time period on none duct tissue. Following
analysis, the carbon coated collecting duct tissue was coated with 3 nm Pt to verify the structural
anatomy of the collecting ducts (seen here at lower magnification)

the data did show that some nanoparticles were retained in various tissues including
the kidney, liver and brain. Schiffer et al. [44,45] also showed that radiolabeled QDs
coated with polysorbate 80 rapidly dispersed to the heart, kidney and brain within
the first 5 minutes post injection, whereas the same QDs without the surfactant coat-
ing were equally well tolerated by the mice, but the QDs did not travel to the brain
within the 5S-minute test period, suggesting that the coating of the nanoparticles with
the polysorbate 80 in this case, altered the biodistribution of the nanoparticles.

The results with cellular cytotoxicity experiments showed that lung cells incu-
bated with the QD diluted and QD stock solutions showed only a slight increase
in cell necrosis compared to control values. However, when the stock solution dose
was doubled to 2ul, cell necrosis more than doubled. The colon cells seemed to
be less sensitive to the QD preparations at this short time period, showing a small
increase in cell death with short term exposure to the diluted and stock solutions but
even less cell death following 1.5 hour exposure to the doubled concentration of the
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freshly prepared stock solution. These results suggested that short term exposure to
these concentrations of old and freshly prepared QDs did not seem to produce acute
cytotoxicity when the concentration of the QD dose was reduced and the time of
exposure was brief. There was no difference in the responses of the lung and colon
cells to the ‘Old’ and freshly ‘New’ stock solutions, suggesting that QD degradation
had not occurred following refrigerated storage for eight months.

4.3 Shell Cross-Linked Nanoparticles (SCKs) with Rigid
and Flexible Cores

Using a different type of nanoparticle with MicroPET analysis to study biodistri-
bution in vivo, Sun et al. [51] found that nanoparticle size, core composition and
surface PEGylation produced different results in nanoparticle retention and bio-
compatibility. Shell cross-linked nanoparticles (SCKs) are amphilphilic core-shell
nanoparticles which achieve stability via cross-links throughout the shell layer of
the micellar precursor. These SCKs were then further derivatized and in this case
radiolabeled with Cu® permitting in vivo biodistribution imaging by MicroPET to
evaluate fate, blood retention and accumulation in liver, spleen, kidney and lungs.
Evaluating the MicroPET biodistribution data from the PEGylated SCK nanoparti-
cles compared to non-PEG derivatized parent nanoparticles in Balb/c mice showed
the same low accumulation in blood throughout the experiment and no significant
differences between the two at any given time period. They found that the more
peptides they used to derivatize the SCK nanoparticles, the greater the serum IgG
activity in the animals. Even though the presence of this antibody indicated an in-
creasing recognition by the animals’ immune systems that foreign material was in
the blood, at all but the highest numbers of peptides, no gross abnormalities in or-
gans were found postmortem. This fact indicates that lower peptide levels would be
better to keep the animal’s immune system from attacking the derivatized nanopar-
ticles. Similar to the findings of Takeoka et al. [52] who used phospholipid vesicles,
Sun et al. [51] also found that flexibility played an important part in biocompatibil-
ity and optimally designed a nanoparticle that would not become ‘stuck’ in vivo in
organs. Nanoparticles having greater degrees of flexibility (flexible core materials)
did not show high sequestration in organs. The larger flexible SCK nanoparticle did
not get sequestered in lung, liver or spleen, whereas the smaller identically made
particle accumulated comparatively more within these organs than its larger coun-
terpart. The SCK nanoparticle with a rigid polystyrene core showed the longest
blood retention and the lowest liver accumulation.

4.4 Summary

In summary, what these studies show about the interactions of these types of core-
derivatized nanoparticles, both quantum dots (QDs), and shell cross-linked nanopar-
ticles (SCKs) for use in in vivo biological studies is that:
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e [t is very important to consider the size of the particle to be engineered, as well
as its flexibility and surface chemistry [51,52];

e The only way to know if a nanoparticle will behave as planned in vivo is to test
it in the living organism to assess if the particle will stay in circulation, become
sequestered in organs or tissues, or trigger an inflammatory or immune response;

e It is essential to collect data on cell and organism responses to engineered
nanoparticles, and redesign the nanoparticle size, core, flexibility, and/or deriva-
tization to optimize its biocompatibility for the desired application;

e Using lower doses of nanoparticles for shorter exposure periods, which have been
coated with known biocompatible materials such as polysorbate 80 or PEG seems
to favor in vivo biocompatibility; and

e Small physicochemical differences in nanoparticle design have very significant
effects on biological cells in different parts of the body (brain, liver, lymph
node, and spleen accumulation; blood inflammatory responses, clotting, anti-
body/immune responses), and therefore, one cannot assume that a nanoparticle
that seems biocompatible in kidney tissue will also be universally biocompatible
in blood, brain, reticuloendothelial tissue or any other organ or tissue in vivo.

e There are also inherent characteristics in each type of cell that determine whether
a specific nanoparticle will be cytotoxic or biocompatible with that cell type.

5 Gold Nanoparticles

The use of gold particles for therapeutic applications for animals and humans is not
new. For many years, intramuscular gold injections (i.e. Myochrysine, a gold sodium
thiomalate) and more recently, orally administered gold preparations (Auranofin),
have been used to reduce inflammation and pain for joint trauma and rheumatic dis-
eases. The colloidal gold in these preparations distributes throughout the body (60%
plasma protein bound), suppressing inflammatory and some immuno-arthritic re-
sponses in the joints of RA patients, and anti-arthritic disease modification in many
mammals. The administration of commercial gold preparations depends on the abil-
ity of the recipient to tolerate the gold itself (some individuals react to gold metal),
or increases in Au dose. Similar to the carbon nanoparticles and quantum dots pre-
viously discussed, the Au nanoparticles have a proclivity in vivo and in vitro to
bioaccumulate within various types of cells with a special affinity for macrophage-
type cells (both histiocytes and blood phagocytic cells), and reticuloendothelial cells
throughout the body), these therapeutic gold preparations also produce varying de-
grees of gold bioaccumulation in such tissues as lymph nodes, bone marrow, spleen,
adrenals, liver and kidneys [53].

Similar to the in vivo findings with quantum dots and carbon nanoparticles,
Hillyer and Albrecht [54] found that following 4 days of colloidal gold (13 nm di-
ameter nanoparticles) administration (by intraperitoneal injection) to BALB/c mice,
the tissues analyzed by instrumental neutron activation analysis (INAA) showed the
highest gold deposition in the spleen and liver. Moderate localization in the lung,
heart, kidney, stomach and intestine was also seen, with the lowest Au content found
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in the brain [54]. Verification of Au deposits in TEM sections by x-ray microanaly-
sis revealed that Au nanoparticles in liver were localized to the Kupffer cells. In the
spleen, Au nanoparticles were found in macrophages of the marginal zone surround-
ing the white and red pulp. In the kidney, gold deposition was in three places: the
intraglomerular mesangial cells; within the filtration phagocytic cells; and within the
urinary space. The Au nanoparticles were also observed in membrane bound vesi-
cles within the proximal and distal convoluted tubules, which indicate specific cellu-
lar uptake and transport by these cells. They [54] observed that in all of these organs
and tissues, the Au nanoparticles were seen as aggregates and as single nanoparti-
cles either free in the urine or blood, or contained within membrane bound vesicles
or phagocytic vacuoles. Animals sacrificed within 3 hours of the last Au treatment
showed Au nanoparticles within blood monocytes, as well as Au nanoparticles in
membrane bound vesicles within the endothelial cells lining the blood vessels. This
indicates that there may be commonalities between Au nanoparticle biodistribution
and cellular localization with other types of nanoparticles, when the nanoparticle
itself does not produce immediate cytotoxicity.

These gold studies, and the previous quantum dot studies did not look at long
term in vivo survival of the treated animals, and there is no assurance that the
cells with Au nanoparticle accumulated in vacuoles and vesicles will remain static
throughout the life of the animals. However, if Kupffer cells in the liver and
macrophages in the spleen, lymph nodes, blood and major organs are engorged with
nanoparticles, those tissues may not be able to remove toxins, foreign particles and
microorganisms from the body as efficiently as in normal tissue. Therefore, exces-
sive bioaccumulation may pose a threat to the organism in terms of survival, even
when the bioaccumulated nanoparticles are benign, because the cells designed for
removal and destruction of foreign materials and toxins, or disease causing organ-
isms become too engorged to function properly (causing problems with cell division
and protein synthesis).

The successful use of gold particulates in veterinary and human therapeutic
treatments suggests some degree of biocompatibility. This has encouraged the de-
velopment of new forms and modifications of Au nanoparticles for biomedical, bio-
logical and treatment/diagnostic applications, as well as the use of these biofriendly
nanoparticles in self assembly paradigms using biomolecules such as DNA, anti-
bodies, various enzymes and other proteins [55-57]. This section will present ex-
perimental data using citrate capped and DNA-functionalized Au nanoparticles with
human cells [5], to evaluate binding uptake and cytotoxicity following exposure.

5.1 Gold Nanoparticle Responses with Specific Cells In Vitro

Li et al. [58] recently reported that incubation of gold nanoparticles (0.5nM and
1.0nM) with MRC-5 embryonic lung fibroblasts produced oxidative damage to
the cells in vitro, and caused down regulated genetic expression. By TEM, they
found that incorporated gold nanoparticles were seen within membrane limited
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cytoplasmic vesicles, as well as within the cytoplasm itself, indicating deteriora-
tion of the vesicular membrane. In 2005, Tsoli et al. [59] demonstrated that 1 nm
diameter spherical Au nanoparticles passed into cells and into their nuclei, with
the Au nanoparticles attaching to the nuclear DNA. Chithrani et al. [60] exam-
ined the interactions of spherical and rod shaped colloidal gold nanoparticles (rang-
ing in size from 14-100 nm) with Hela cells in vitro. Following 6-hour incubation
with various gold particles, they found nanoparticles trapped within Hela cell cy-
toplasmic vesicles, with a maximum nanoparticle size of 50nm [60]. Round Au
nanoparticles (14 and 74 nm spheres) were incorporated into cells preferentially
to rod shaped (74 x 14nm) particles. When citric acid stabilized Au nanoparti-
cles were tested, the overall surface charge of the nanoparticles was negative, and
the citric acid was weakly bound to the nanoparticle. They postulate that the cit-
ric acid could be desorbed from the metal surfaces by proteins (like the serum
proteins in the media), and that this process appeared to be instantaneous. These
serum proteins on the surface of the Au nanoparticles were felt to dictate nanopar-
ticle uptake using multiple surface receptor-mediated endocytosis. This suggested
that in the Hela cell, the Au nanoparticles could be transported into the cells in
larger numbers if the nanoparticles were within a specific size range, had a spher-
ical shape, and were allowed to self-adsorb serum proteins (rather than be coated
with a specific protein ‘transferrin’), to permit multiple receptor-endocytic transport.
In no cases did Chithrani et al. [60] report that the nanoparticles entered the nu-
clei of the cells within the 6-hour incubation period. Pernodet et al. [60] studied
the dose/concentration responses of human dermal fibroblasts in vitro with cit-
rate capped 14nm Au nanoparticles. They found that these nanoparticles easily
crossed the cell membrane and accumulated in vacuoles. After 6 days of incuba-
tion, the fibroblasts were engorged with vacuoles containing Au nanoparticles, and
the cells began to show signs thereafter of alterations in normal actin structure and
metabolism, as well as changes in extracellular matrix (ECM) structure. All of these
studies suggest that gold nanoparticles can produce stress on cells in vitro, as well
as alter genetic expression even when the gold nanoparticles do not enter cell nuclei.

Once again, it seems that gold nanoparticles follow the same general “laws of
nanoparticle engagement” with biological cells that we have previously discussed.
The size, outer surface characteristics (reactive groups, morphology, charge, expo-
sure of the crystalline lattice) and functionalization profoundly affect whether an Au
nanoparticle will interact in a biocompatible or destructive way with a living cell.
These studies have raised several important points that have been discussed earlier
in this lecture in regard to other types of nanoparticles.

e The size and shape of the nanoparticle seems to matter in terms of cell uptake
and localization;

e Smaller nanoparticle size does not always assure maximum cellular incorpora-
tion or cytotoxicity. Specific types of cells have a “preferred nanoparticle size or
shape” for facilitated uptake;

e In biological systems, nanoparticles may spontaneously change their outer sur-
face characteristics via ‘self-functionalization’ with biomolecules- which, in
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turn, affects cell uptake, intracellular processing and bioaccumulation or degrada-
tion/excretion- in other words, the fate of the nanoparticle;

e Nanoparticle incorporation into a cell does not necessarily mean that the nanopar-
ticle will enter organelles. Specific criteria apparently must be met before a
nanoparticle is capable of entering organelles (i.e. mitochondria, nuclei, nucleoli,
Golgi); and

e Nanoparticle entry into cells and storage in vacuoles or endocytic vesicles does
not necessarily cause cytotoxicity, but can overload the cell’s ability to synthe-
size proteins, exhibit normal motility, divide normally and maintain normal cy-
toskeletal / actin function.

6 Methods and Experimental Results

Gold Nanoparticle Synthesis and Characterization: We have been studying the
interactions of different types of Au nanoparticles with human epithelial cells (lung
NCI-H292 cells and Caco2 colon cells). As an engineered nanoparticle, Au nanopar-
ticles are especially adaptable . They can be made in various sizes and functionalized
in many ways to suit myriads of applications. In collaboration with Drs. Oleg Gang,
Daniel van der Lelie, Mathew Maye and Dmytro Nykypanchuk, we have been ex-
amining how human epithelial cells bind and incorporate citrate capped and DNA-
functionalized 10 nm and 2 nm Au nanoparticles, and whether these nanoparticles
induce cytotoxicity [5].

Synthesized citrate capped 10—13 nm diameter (30 nM, 0.18 mg/ml) and 2 nm di-
ameter (6.2nM, 1.01 mg/ml) Au nanoparticles were incubated with human colon
and lung cells in vitro. Au nanoparticles (10-13 nm diam.) were also functional-
ized with single stranded DNA (ssDNA), so that the gold nanoparticle core was
20% ssDNA, or 100% ssDNA, covered. The nanoparticles were analyzed in solu-
tion to measure size, distribution, uniformity, morphology, volume and mass using
transmission electron microscopy, dynamical light scattering/Zeta potential analy-
sis and UV-Vis. Citrate capped Au nanoparticles were resuspended in 0.3 M PBS to
make a final dilution of 0.03 uM (0.2 mg/ml) for the ~10 nm diameter citrate capped
Au nanoparticles and 0.1 uM (0.5 mg/ml) for the 2 nm diameter citrate capped Au
nanoparticles, which permitted a final pH of 6.5-6.8, which was compatible with
the human cell preferred hydrion concentration. A color indicator in the cell culture
medium indicated if the culture medium was at the optimum pH for cell growth.

The 10 nm core Au nanoparticles were functionalized with short ssDNA oligo-
mers of 30 nucleotides with a 3’thiol modification described by Maye et al. [55],
producing a nanoparticle with coiled ssDNA wrapped around the central Au-core.

Using methods for high coverage (~50ssDNA per Au core), Maye et al. [55]
were able to label the gold core with DNA essentially covering it (100% cover-
age seen in Fig. 16. The nanoparticles were stable in high salt concentrations, and
therefore could tolerate the conditions during cell incubation. The 100% covered
DNA-Au nanoparticles were prepared in 0.3 M PBS in a concentration of 125 nM
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Fig. 16 TEM images of uranyl acetate stained 100% ssDNA covered Au nanoparticles. The halo
around the gold core is the lightly stained DNA [55]

(0.75 mg/ml). The 20% DNA covered Au nanoparticles enabled us to study the bio-
logical interactions to the completely covered (100% DNA covered) nanoparticle as
compared to a nanoparticle of the same size and composition but with only 20% ss-
DNA (150 nM, 0.95 mg/ml) and 80% of the gold core surface exposed to the living
cells. All of the DNA-Au nanoparticles were diluted in PBS to a concentration of
13-14uM (0.9 mg/ml). Following monolayer growth to 94-95% confluency, 1l
dose of the citrate capped or DNA-Au nanoparticles was added to 1.5 ml of cell
culture medium in each shell vial.

Cell Culture Experimental Methods: Following 1.5 or 3 hour incubation at
36°C with either the citrate capped or DNA-functionalized nanoparticles (1l
dose/monolayer) with constant swirling, the media was removed from the cell cul-
ture vials (for UV-Vis analysis and/or microscopic analysis to screen for nanoparti-
cles, contaminants and dead cells). The cell monolayers were washed two times in
warm PBS, and the cells prepared for light microscopy vital staining (and photog-
raphy), transmission electron microscopy or field emission scanning electron mi-
croscopy (as described previously). Control monolayers were given 1l of PBS and
identically incubated and analyzed.

Viability Testing: Colon cells incubated with citrate capped- or DNA function-
alized 10nm Au nanoparticles for 1.5 hours showed no significant increase in cell
necrosis compared to control values. At 3-hour incubation, there seemed to be only
a slight increase in cell death compared to control values, even when the dose of
the gold nanoparticles was doubled (Fig. 17). Lung cells similarly showed very lit-
tle cytotoxicity to the Au nanoparticles. However, when 2nm citrate capped Au
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Fig. 17 Human Caco-2 colon cells (left) and human lung NCI-H292 cells(right) incubated with
10 nm citrate capped Au nanoparticles, or incubated with 20% - or 100%-DNA covered 10 nm Au
nanoparticles for 1.5 or 3 hours. In general, even when the 10 nm citrate capped Au nanoparticle
dose was doubled, the colon cells did not show increased necrosis compared to control values. The
lung cells similarly did not show necrosis levels above control values unless they were incubated
with far higher doses of the citrate capped 10 nm Au nanoparticles or the 2 nm citrate capped Au
nanoparticles for 3 hours

nanoparticles were incubated for 3 hours with lung cells, cytotoxicity was seen (not
shown is 1.5-hour 2 nm citrate capped viability data which also was in the con-
trol viability range, but not entered here because only 3 monolayers were counted
compared to the 10-21 monolayers used for the compilation of data for the other
histogram bars). When the dose of the 10 nm citrate capped Au nanoparticles was
increased from a 1l dose to an 8l dose, it too produced an increase in necrosis
at 3-hour incubation (Fig. 17). From these data, it would seem that only the cit-
rate capped nanoparticles seemed to be cytotoxic lung cells, with none of the Au
nanoparticles producing severe necrosis to the colon cells. Further studies are in
progress to see if the viability of the lung and colon cells is altered when the dose of
the 100% DNA- and 20% DNA covered Au nanoparticles are also doubled. After
screening identical samples by TEM and FESEM, we did not see the same cell
normalcy (in terms of ultrastructure and intracellular processing of nanopar-
ticles, Figs. 18-20), suggested by this type of vital staining for necrotic cells,
and we realized how important it was to use multiple methods of analysis for
determining biocompatibility.

Microscopy Results

Citrate capped Au nanoparticles: FESEM imaging of colon and lung cells incu-
bated with 10 nm and 2 nm citrate capped Au nanoparticles showed aggregations
of nanoparticles on the surfaces of the tissue culture cells at 1.5 hour incubation
with little damage to the apical cell membranes although a great deal of surface
membrane activity was visible on many cells (Fig. 18). Membrane blebbing, mem-
brane ruffles and small filiform apical membrane projections were all seen on colon
and lung cells (Fig. 18). In addition, lung cells with Au nanoparticles clustered on
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Fig. 18 Lung cells incubated with 10 nm citrate capped Au nanoparticles showed blebbing and
membrane ruffling following 1.5-2 h exposure (Fig. A). At 3 hour exposure (Fig. B), the membrane
surface revealed small, punctuate holes (arrows) in the plasma membrane, as well as larger patches
of missing plasma membrane

the apical surface also exhibited large cytoskeletal projections of the apical plasma
membrane (Fig. 19) [5]. At 2 and 3 hour incubation with the same nanoparticles,
cells appeared to have small holes in the apical plasma membrane (Fig. 18), which
were not seen in any of the control samples. This was especially true of cells incu-
bated with the 10 nm citrate capped Au nanoparticles, where small patches of apical
membrane were missing (Fig. 18, arrows). Unlike the previously shown carbon nan-
otube interactions with lung and colon cell apical plasma membranes (showing tears
and destruction of the surface membranes), the holes in the membranes following
gold exposure were not tears, and they did not expose the underlying cytoplasm. The
cells remained attached to the coverslips and to one another, suggestive of normal
cell-cell adhesion and cell-substrate adhesion.

TEM of identical preparations revealed gaps or holes in the apical membrane
with Au nanoparticles passing into the cell cytoplasm at these sites [5]. Lung and
colon cells exposed to the 10 nm citrate capped Au nanoparticles appeared plump
and intact by FESEM, however by TEM, Au nanoparticles were seen within large
intracellular vacuoles not typical of these cells. The membranes lining the vacuoles
were torn or partially missing in those areas containing Au nanoparticles, suggest-
ing that lipid peroxidation or ROS focal damage of the internal cellular membranes
had occurred [5]. Vacuoles were also observed within nuclei, which were never seen
in the Controls or in other nanoparticle-treated cells. Individual cells containing sin-
gle or clustered 10 nm Au nanoparticles often lacked intact vacuolar and organel-
lar membranes. Membranes of the nuclei, mitochondria and endoplasmic reticulum
were not visible within the cells, however the cells remained attached to the sub-
strate and did not show signs of apoptosis. Often nanoparticles were seen in small
membrane-limited vesicles in the central and basal cytoplasm of the cells, suggest-
ing endosomal transport of the nanoparticles. The destruction within these cells was
severe, yet by viability testing (vital staining), the cells incubated with 10 nm cit-
rate capped nanoparticles showed no significant necrosis compared to control val-
ues, even after 3-hour incubation. FESEM did not show increases in apoptotic or
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Fig. 19 FESEM of the
surface of a lung cell
following 1.5 h incubation
with 2 nm citrate capped Au
nanoparticles showed
numerous cytoskeletal
projections of varying lengths
on the cell surface, and an
intact apical membrane.

detached cells, yet by TEM, these cells were highly vacuolated and had damaged
intracellular architecture and nuclei.

2nm Citrate Capped Au nanoparticles: Cells incubated with 2nm citrate
capped Au nanoparticles appeared normal by FESEM. Lung cells showed cytoskele-
tal extensions of the apical cell surface similar to those seen with the 10nm Au
nanoparticles when bacteria or particulates were present in the cell culture. By
TEM, aggregations of Au nanoparticles were seen attached to extracellular matrix
material. These clusters of nanoparticles embedded in cell-elaborated apical sur-
face protein or mucous containing material remained attached to the apical surface
membrane or to cytoskeletal projections on the apical cell surface even after tissue
processing (Fig. 19).

The cytoskeletal projections of the lung apical surface seen by FESEM in Fig. 19
were also seen to be continuous extensions of the apical surface by TEM (Fig. 20).
The 2 nm citrate capped Au nanoparticles were never seen as individual nanoparti-
cles, but were always embedded in adsorbed protein/mucus typically produced on
the lung cell surface. These aggregations (seen in Fig. 20A, arrows) passed into the
apical part of the cell. We did not see traditional endocytosis incorporation. Instead,
the nanoparticles seemed to pass into small holes in the plasma membrane that ap-
peared at the time that the Au nanoparticles touched the membrane surface. How-
ever, once within these holes or pits on the cell surface, the nanoparticle aggregates
became enclosed within vesicular membranes and were transported to larger vac-
uoles and vesicles (V) which also contained membrane fragments (Fig. 20A). These
could represent small fragments of plasma membrane that had been attached to the
nanoparticles during entry, and were now undergoing membrane recycling within
the cytoplasmic vesicles. The proteins and membrane components stripped off in
the vesicles could then be recycled to make new membrane. This seems similar to a
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Fig. 20 TEM of lung epithelial cells incubated with 2 nm citrate capped Au nanoparticles. (A).
Cytoskeletal projections can be seen on the apical surface at 1.5 hour incubation (Fig. A). Arrows
point to gold aggregates in the apical region. (M) Mitochondrion, (G) Golgi apparatus, and (V)
intracellular vacuoles. Figure B shows a nucleus containing Au nanoparticle aggregates (white ar-
rows) within the nucleoplasm at 3 hour incubation. The nuclear membrane is intact (black arrows),
and the cell shows no signs of vacuolization or cell stress, but the nucleus lacks heterochromatin.
Excreted Au nanoparticle aggregates (Fig. B, larger arrows) can be seen at the basal membrane
of the cell. Figure C. At high magnification, the Au nanoparticle aggregates (arrow) can be Fig. B
clearly seen excreted from the outside of the basal cell membranes. The double arrows show the
intact membrane of the basal infoldings

type of nanoparticle/membrane recycling we saw and reported [4, 5] in earlier stud-
ies involving carbon nanoloops binding to gClgR-invasion proteins on human colon
and lung cells during microbial attack.

No Au nanoparticles were seen within ER, mitochondria (M) or Golgi (G). After
1.5-hour incubation, Au nanoparticle clusters were seen within cell nuclei (Fig. 20B,
white arrows) of viable cells. Unlike the control cells that had darkly staining
heterochromatin in all cell nuclei, the 2 nm citrate capped Au nanoparticle incu-
bated cells revealed nuclei with intact nuclear membranes, but no heterochromatin.
Although the 3 hour incubated cells seemed viable and had normal mitochondria,
endoplasmic reticulum, Golgi and other ultrastructurally normal appearing intracel-
lular structures, their nuclei lacked visible heterochromatin (the site of condensed
DNA in the nucleus) [5]. Theoretically, 2 nm nanoparticles could enter a human
lung or colon cell nucleus through the nuclear membrane pores [5]. If the 2 nm gold
aggregates adsorbed to protein or mucoid material remained flexible while in the
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cell, they could pass through the 6-9 nm pore opening in the nuclear membrane and
reside in the nucleoplasm.

These 2 nm citrate capped Au nanoparticles may have their citrate cap removed at
the cell surface, and rapidly replaced with glycoproteins from the apical surface. The
2 nm Au nanoparticle core would be highly reactive without the citrate cap, and may
become embedded in mucoid or extracellular matrix macromolecules produced on
the apical surface during incubation. Either, the Au nanoparticles can enter the apical
surface because they are coated with the cells’ own apical surface macromolecular
elaborations and the cells will take this material in for cellular recycling or perhaps
some areas of the Au-core may be exposed to the apical plasmalemma, which could
cause small focal areas of damage to the outer lipid layer of the plasmalemma (by lipid
peroxidation) to gain entry into the cell through small holes at the sites of nanoparticle-
aggregate attachment to the membrane. This process might not be initially lethal to
the cell because the cell membrane is predominately intact. Within the cell cytoplasm,
the gold core may again adsorb protein and reside in a vacuole or vesicle until it is pro-
cessed and excreted at the basal surface, or until the adsorbed protein on the Au-core
surface is recycled and re-used by the cell. This disruption of the vesicular mem-
branes would permit the Au nanoparticles to escape their vesicles and move around
the cell without the benefit of endocytosis, or actin-driven intracellular transport, al-
lowing them to travel to the nuclei. Since there is a continual stream of messenger
molecules being passed into the nucleus and entering through the nuclear pores, Au
nanoparticles attached to appropriate intracellular RNA or proteins may enter the nu-
cleus during normal nuclear-cytoplasmic communication, but become trapped. Once
the Au nanoparticles form sufficiently large aggregates (greater than 9—12 nm diam.),
they can no longer easily pass through the nuclear pores.

DNA-functionalized Au nanoparticles: In some earlier work, we found that
20% ssDNA- covered 10 nm Au nanoparticles produced holes in the apical mem-
branes of both colon and lung cells in vitro [5]. Similarly, the 20% and 100% ssDNA
covered Au nanoparticles also produced holes in the apical surface of cells in vitro
(Figs. 21 and 22).

During the 3-hour incubation period, these cells did not detach from the coverslip
surface, nor show signs of acute cytotoxicity or distress. The 20% DNA covered Au
nanoparticles produced no apical surface damage at 1.5-hour incubation, but as ag-
gregates of nanoparticles accumulated on the apical surface, myriads of holes were
seen in the plasma membranes of the cells (Fig. 21). Individual Au nanoparticles
could be seen in some holes, but the surfaces of the cells revealed increasing damage
to the membranes after 3-hour incubation. The 100% DNA-covered nanoparticles
seemed more benign to the cells producing smaller holes in the surface layer of the
cells (Fig. 22) and a rapid novel form of transport through the cells, with excretion of
the gold at the basal surface. By TEM, the 100% DNA-covered nanoparticles seen
on the apical cell surface (Fig. 23A), appeared to pass through the plasmalemma
without visible endocytic membranes. Nanoparticles were seen within tubular chan-
nels very similar in morphology to endoplasmic reticulum (ER) (Fig. 2 B). Gold
nanoparticles appeared in these channels not as discrete 13—15nm spheres but as
electron dense aggregations which passed from the ER tubular channels to the
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Fig. 21 20% ssDNA covered Au nanoparticle aggregates enmeshed in cell surface protein or mu-
cus, or individual DNA-Au nanoparticles (arrows) were seen on the apical plasma membrane
(Fig. A). Individual holes in the plasma membrane were associated with the sites of attached
nanoparticles, here seen as a larger aggregate (Fig. B), or as single nanoparticles within the mem-
brane holes (white arrows). With the Pt coating, individual DNA-Au nanoparticles averaged 18—
24 nm diameter

Fig. 22 Apical surface of lung cell following incubation with 100% DNA-covered Au nanoparticles
showed typical cytoskeletal filiform extensions on the cell surface and some openings (arrows) in
the plasma membrane. The high magnification (insert) shows joined double 100% DNA covered
Au nanoparticles on the cell surface (arrows), and one Au nanoparticle within an opening in the
plasma membrane surface (white arrow)
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Fig. 23 100% ssDNA covered Au nanoparticles (Au) on the apical colon cell surface were seen
adjacent to the microvilli (M) on the apical plasma membrane (Fig. A). After 1.5 hours (Fig. B),
the nanoparticles (arrows) entered the apical cell surface and passed into intracellular channels
(ER) and were seen within central (V) vacuoles (Fig. B) and later in basal vacuoles at 3-hour
incubation Fig. C). Numerous channels parallel to the basal cell surface (lines point to channels,
Fig. C) contained nanodots, with aggregates excreted at the basal surface (arrows, Fig. C)

Golgi apparatus [5] and into vacuoles located centrally in the cell (Fig. 23B). The
Au nanoparticles could be seen as discrete electron dense dots in the lower basal
vacuoles of the cell. Discrete electron dense nanodots were seen passing into an-
other extensive set of tubular channels parallel to the basal membrane of the cells
(Fig. 23C). Nanoparticles were excreted at the basal plasma membrane.

The highly polarized colon epithelial cells used in this study usually have a basal
surface with numerous basal infoldings of the membrane surface. Following 100%
DNA covered Au nanoparticle exposure, the basal infoldings were gone and had
been replaced by these arrays of ER-like tubular channels containing Au nanopar-
ticle core fragments. The aggregates of gold dots that were ejected from the cells
at the basal membrane (Fig. 23C), were never seen to build up within the cells in
vacuoles, endosome or became associated with organelles such as the nucleus or
mitochondria within the 3-hour incubation period. The incorporation and transport
of the DNA-covered Au nanoparticles did not follow usual cellular mechanisms
for particulate incorporation and intracellular processing in these epithelial cells.
This unique type of nanoparticle cellular processing is summarized in the schematic
Fig. 24. For comparison, Fig. 25 shows the more typical type of cellular incorpora-
tion and intracellular transport of particulates, macromolecules and microorganisms
seen in epithelial and other types of cells, called endocytosis.

Summary Au nanoparticles

Citrate capped Au nanoparticles entered both lung and colon cells within 1.5 hour
exposure. Cells with incorporated 10-13 nm diameter Au nanoparticles seemed
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100%DNA covered Au-nanoparticle
Processingin Human Colon Cells

Tubular
channels

32 gl
Au- V \ Basal
aggregates membrane

Fig. 24 Schematic diagram of 100%DNA covered Au nanoparticle incorporation and transport in
colon cells. DNA covered nanoparticles (red dots) entered at the apical surface and passed into
tubular channels similar in appearance to ER. They traveled through these channels to the Golgi
apparatus and into vacuoles where they no longer had the distinct 10 nm diameter core but appeared
as electron-dense fragments of nanoparticles. Within vacuoles, these fragments became aggregates
which passed into tubular channels at the basal portion of the cell. Clusters of aggregates were
excreted at the basal membrane. No Au nanoaggregates or 10 nm nanoparticles were seen in the
nuclei (N) or mitochondria (M) by TEM

to show no severe necrosis even after 3-hour incubation at the 1ul and 2pul
doses. However, by TEM, these cells showed serious intracellular vacuolization
and damage (dissolution and tears) in intracellular membranes including those of
the mitochondria, Golgi and nuclei. The 2nm Au nanoparticles showed no pro-
duction of abnormal intracellular vacuolization, nor any damage intracellularly to
mitochondria, Golgi or intracellular membranes. However, the nuclei of the lung
cells incubated with 2 nm Au nanoparticles for 3 hours showed nanoparticle aggre-
gates within the nuclei and no nuclear heterochromatin: both of these findings are
not compatible with normal cell function. Viability analysis of lung cells exposed to
2 nm citrate capped Au nanoparticles showed elevated necrosis compared to control
values, and compared to the DNA-covered Au nanoparticles.
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Fig. 25 Endocytosis. Typically non-phagocytic cells will incorporate microorganisms, biomo-
lecules and foreign material by a process called endocytosis. Traditionally, materials attach to
receptor sites (in blue) on the apical plasma membrane. In this diagram, the red nanoparticles ad-
sorb biomolecules (in green) such as serum proteins or surface glycoproteins, which then bind to
the receptor sites on the membrane. The plasma membrane with the attached nanoparticle-receptor
complexes invaginates to form the endosomal vesicle. The nanoparticles, membrane receptor and
adsorbed protein are contained within the membrane bound vesicle and are not free within the
cytoplasm. The vesicle can then break free of the apical surface and travel in the cytoplasm to the
basal surface of the cell

The DNA-covered Au nanoparticles showed much better biocompatibility (via-
bility and TEM analysis) than the citrate covered nanoparticles. The unusual finding
of holes in the plasmalemma of colon and lung cells incubated with these nanopar-
ticles, and possible entry and processing of the nanoparticles by some modified
pathway leave many remaining questions. Whether the entry of these DNA-Au
nanoparticulates into the cell surface was achieved through focal membrane dam-
age, or a different form of transport mediated by the DNA coating is not clear
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without further research. Neither coated nor uncoated endosomal vesicles (Fig. 25)
were evident in any of the TEM images of the apical cell cytoplasm. Cellular Pro-
cessing of the nanoparticle may have been determined by the DNA coating, in much
the same way that microbial DNA is incorporated, processed and neutralized by
non-immune and non-phagocytic biological cells.

Endocytosis versus altered transport: During phagocytosis and endocytosis, lyso-
somes produced by the cell travel to the vacuoles or vesicles containing foreign
material and fuse with the membrane of the phagosomes or endosomes, thereby ini-
tiating enzymatic digestion and recycling of entrapped materials (microorganisms,
proteins, particulates, membranes, etc.). The undigested materials are transported to
the basal surface of the cell, where the endocytic vesicle membrane fuses with the
cell’s basal plasmalemma, and non-digested material is excreted. This allows the
undigested and unused materials to be excreted from the cell. In the case of pro-
fessional phagocytes, materials in phagocytic vacuoles can be retained for extended
periods of time without successful digestion or excretion [62].

Of significance in this process is that the nanoparticles bound to receptors on the
membrane surface during the process of endocytosis never truly cross the plasma
membrane [14]. They are enveloped within a vesicle formed in part by the plasma
membrane [14] which keeps the contents of the endosomal vesicle apart from the
cell cytoplasm and all organelles within the cell. Therefore, nanoparticles do not
cross the plasma membrane and enter the cell cytoplasm under normal conditions.
If a nanoparticle generates ROS and induces lipid peroxidation of the endosomal or
phagocytic membranes during transport within these vesicles and vacuoles, it can
destroy this protective barrier and exit the vesicular membrane. Under these abnor-
mal conditions, nanoparticles can enter the cell cytoplasm and cause further damage
to the cytoplasmic constituents and intracellular membranes, as was seen with the
10nm citrate capped Au nanoparticles. This occurrence is usually the harbinger
of the future demise of the cell. However, if nanoparticles are used as carriers for
proteins or DNA which is meant to be removed by the cell from a biocompatible
nanoparticle during endocytosis or phagocytosis (during lysosomal digestion and
recycling), the resultant protein or DNA can be released into the cell’s cytoplasm,
and the nanoparticles excreted through normal endocytic excretion processing.

7 Conclusions

Currently, there appears to be conflicting results from various investigators on
whether these types of carbon nanoparticles, quantum dots, SCK nanoparticles and
gold nanoparticles are cytotoxic or biocompatible. There does not seem to be any
general mechanism for making these nanoparticles universally ‘non-toxic’ to all liv-
ing cells and all organisms. However, there are important findings that can be applied
for increasing nanoparticle biocompatibility and reducing cytotoxic interactions in
vivo and in vitro. Some of these are:
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The bare surface area of many nanoparticles seems to be highly reactive with bi-
ological cells and biomolecules. Consequently, exposing these reactive nanopar-
ticle surfaces usually increases toxicity —but, in each case, this must be experi-
mentally verified.

Using the lowest nanoparticle dose to get the desired response for the shortest
period of time, in general, seems to promote biocompatibility.

Nanoparticles that have been sufficiently cleaned to remove catalyst (i.e. met-
als) and other debris associated with synthesis appear to produce less cytotoxic
effects.

Coating a nanoparticle can make it more biocompatible if the outer coating com-
pletely covers the nanoparticle reactive surface, and-

1. Cannot be removed and utilized by the living cell, leaving the nanoparticle
surface exposed to cytoplasm and intracellular membranes;

2. It has a uniform continuous covering, lacking any cracks, roughness or inter-
ruptions that could lead to complement or antibody attachment, or dissolution
of the coating by cell digestion.

It is important to test nanoparticle/biological interactions experimentally and
modify the nanoparticles for best biocompatibility with the cells, or the route
of entry to be used in order to eliminate membrane lipid peroxidation; reduce
the generation of reactive oxygen species; prevent acute and chronic release of
inflammatory factors (and ‘complement’ activation); guard against alterations in
genetic cellular function; and reduce the possibility of nanoparticles becoming
‘stuck’ during filtration or passage through pores and fenestrations [51] due to
size, inflexibility of the nanoparticle core, or protein adsorption and agglomera-
tion.

Once nanoparticles are within tissues of an organism, they may translocate to
new areas via cellular or fluid transport and accumulate in new areas that could
challenge cell viability and normal function of the cell, tissue or organism.
Nanoparticles that are highly oxidized, or have very reactive surfaces following
cleaning/cutting or functionalization, usually cause acute and/or chronic cyto-
toxic responses the longer the nanoparticle is in contact with the cells and tissues.
Different cells show different responses to nanoparticles based on characteristics
inherent in their membrane surface reactivity and cellular genetic programming.
Since nanoparticles and especially carbon nanoparticles can selectively bind
blood proteins and cell-elaborated biomolecules, model biological systems need
to be developed and used to test these nanoparticles under various conditions to
insure that unforeseen biomolecular binding at the nanoparticle surface does not
change nanoparticle function in vitro or in vivo.

When interpreting nanoparticle interactions with biological cells and organisms,
it is important to remember that living systems may appear normal and be capable
of growth and function, but they may be genetically altered in subtle ways fol-
lowing nanoparticle exposure, which can produce serious consequences at some
time in the distant future. Conversely, other cells that seem to be damaged may,
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in time, recover from nanoparticle exposure and function normally in the absence
of the nanoparticles.

e Seemingly static deposits of carbon-, gold-, or QD-nanoparticles within liver,
Iymph or other tissues/cells may be benign for some time, but can eventually
degrade due to cellular processes or nanoparticle disaggregation, releasing intra-
cellular toxic material.

Making predictions about nanoparticle biocompatibility that are based on the
physicochemical attributes of that nanoparticle alone, or on limited experimentation
(without looking at cell ultrastructure, cell viability and genetic changes), may re-
sult in conclusions that are not completely correct, but may be selectively true for a
specific type of cell, nanoparticle or experimental design. This could present prob-
lems if the results were to be applied to other cells or to in vivo situations in various
mammals. The answer to safe use and handling of nanoparticles lies in careful test-
ing of nanomaterials under various conditions, using biological models for testing
that represent the cells, tissues or organisms for the intended application, and using
a multidisciplinary approach to examining cell responses so that it is possible to
specifically know the fate of nanoparticles intracellularly, and the cell viability with
any given nanoparticle.

The use of nanoparticles for creating better medical and imaging capabilities,
producing new industrial and electronic components, and improving structural char-
acteristics for many commercial products will provide new and better technological
advances. Understanding their reactive properties and how living cells and organ-
isms may interact with these new materials can eliminate future concerns about
toxic responses to nanoparticles that could result during manufacture, disposal and
utilization by the medical profession, manufacturers, researchers and the general
public. The only weapon that we have to insure that these new materials are well
designed and safely used is to question and test each new nanoparticle to make sure
that it has been designed for safety (with maximum biocompatibility) during han-
dling, use and disposal.
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Carbon Nanotubes Toxicity

Stefano Bellucci

Abstract We describe current and possible future developments in nanotechnology
for biological and medical applications. Nanostructured, composite materials for
drug delivery, biosensors, diagnostics and tumor therapy are reviewed as examples,
placing special emphasis on silica composites. Carbon nanotubes are discussed as a
primary example of emerging nanomaterials for many of the above-mentioned ap-
plications. Toxicity effects of this novel nanomaterial are discussed and the need for
further study of potential hazards for human health, professionally exposed workers
and the environment is motivated.

1 Introduction

The purpose of nanotechnology is not merely creating useful or functional mate-
rials and devices by manipulating matter at the nanometer length scale, but most
importantly exploiting novel properties of materials which arise just owing to the
nanoscale. Simply meeting the length scale criterion of 1-100nm is not really
nanotechnology, rather it is a necessary condition; the corresponding sufficient con-
dition consists in taking advantage of novel (physical, chemical, mechanical, electri-
cal, optical, magnetic, etc.) properties that result solely because of going from bulk
to the nanoscale.

Since 2001, when the U.S. announced a National Nanotechnology Initiative
(NNI) aimed at creating a dedicated program to explore nanotechnology (see
http://www.nano.gov/), many other countries, including the EU (see e.g. http://www.
euronanoforum2007.eu/), Japan (see www.nanonet.go.jp), China (see e.g. http://
www.sipac.gov.cn), followed up with their own nanotechnology research programs.
It is important to recall the special character of nanotechnology as a both pervasive
and enabling technology, with potential impact in all sectors of the economy: Elec-
tronics, computing, data storage, materials and manufacturing, health and medicine,
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energy, transportation, environment, national security, space exploration and others.
In this article, we focus on nanotechnology applications in the biomedical sector.

Carbon nanotubes (CNTs) are an example of a carbon-based nanomaterial [1],
which has won enormous popularity in nanotechnology for its unique properties
and applications [2]. CNTs have physicochemical properties that are highly desir-
able for use within the commercial, environmental, and medical sectors. With the
inclusion of CNTs to improve the quality and performance of many widely used
products, as well as potentially in medicine, it is likely that occupational and pub-
lic exposure to CNT-based nanomaterials will increase dramatically in the near
future. Hence, it is of the utmost importance to explore the yet almost unknown
issue of the toxicity of this new material. Here, we compare the toxicity of pris-
tine and oxidized multi-walled carbon nanotubes on human T cells and find that
the latter are more toxic and induce massive loss of cell viability through pro-
grammed cell death at doses of 400ug/ml, which corresponds to approximately
10 million carbon nanotubes per cell. Pristine, hydrophobic, carbon nanotubes were
less toxic and a ten-fold lower concentration of either carbon nanotube type was
not nearly as toxic. Our results suggest that carbon nanotubes indeed can be very
toxic at sufficiently high concentrations and that careful toxicity studies need to
be undertaken particularly in conjunction with nanomedical applications of carbon
nanotubes.

2 Nanotechnology for Tumor Therapy

Over the past three and a half decades, since the beginning of the U.S. National Can-
cer Initiative in 1971, there have been major advances in the diagnosis and treatment
of cancer. However, the severe toll cancer continues to impose on our society rep-
resents one of the major healthcare concerns of our nations. One out of every two
men and one out of every three women in their lifetime will be confronted with
a cancer diagnosis. Conventional treatments currently rely heavily upon radiation
and chemotherapy, which are extremely invasive and painstakingly plagued by very
serious side effects. Nanotechnology yields the hope for new methods for a nonin-
vasive therapy, capable of minimizing side effects. One of the promising approaches
consists in the targeted destruction of cancerous cells using localized heating.

The use of thermal cancer therapies is beneficial in many respects over the con-
ventional tumor removal by surgery. Indeed, normally, most thermal approaches
have a very small degree of invasiveness; they are relatively simple to perform
and may enable physicians to treat tumors embedded in vital regions where sur-
gical removal is unfeasible. Ideally, the activating energy to heat the tumor would
be targeted on the embedded tumor with minimal effect on surrounding healthy
tissue. Unfortunately, conventional heating techniques such as focused ultrasound,
microwaves, and laser light do not discriminate between tumors and surrounding
healthy tissues. Thus, success has been modest, and typically, treatments result in
some damage to surrounding tissue.
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Recent work suggests that nanostructures designed to attach to cancerous cells
may provide a powerful tool for producing highly localized energy absorption at the
sites of cancerous cells. Indeed, work since 2003 at La Charité Hospital in Berlin [3],
with scientists at the F. Schiller-Universitit Jena, showed that magnetic nanoparti-
cles interstitially injected directly into the tumor, and heated with radio-frequency
radiation [4], can destroy cancer cells in a human brain tumor and are also believed
to enhance the effects of subsequent radiation therapy. Nanoparticles localize on the
tumor due to a special biomolecularly modified outer layer — leaving the surround-
ing healthy tissue with minimum damage.

In this way, it was proven that iron oxide nanoparticles, with diameters 10,000
times smaller than that of a human hair, can be introduced inside cancer cells and
then treated in such a way as to produce a significant damage to tumor cells in order
to fight a particularly aggressive form of brain cancer called glioblastoma, although
the method can be employed to treat other forms of the disease. The procedure
involves coating the iron oxide nanoparticles with an organic substance, such as
the sugar glucose, before injecting them into the tumor. Cancer cells, having a fast
metabolism and correspondingly high energy needs, are much more eager to eat
up the sugar-coated nanoparticles, in comparison with healthy cells, which appear
minimally or not at all affected (Fig. 1).

In this selective procedure, the magnetic field is responsible for the heating up of
the nanoparticles in the cancerous tissue, reaching temperatures up to 45°C (Fig. 2),
with the aim of destroying many of the tumor cells or at least to weaken them to
such an extent that conventional methods, e.g. radiation or chemotherapy, can more
easily and effectively get rid of them.

The treatment, known as magnetic fluid hyperthermia, was successfully used
to prolong the life of laboratory rats which were implanted with malignant brain
tumors (Figs. 3 and 4). Rats receiving nanotherapy lived four times as long as rats
receiving no treatment.

Fig. 1 The image shows nanoparticles surrounding cancer cells. Image source: MFH Hyperther-
miesysteme GmbH and MagForce Applications GmbH, Berlin, Germany
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Fig. 2 The treatment is automatically recorded with the temperature of the tumor (top curve in
the diagram) and other body-temperatures registered. Image source: MFH Hyperthermiesysteme
GmbH and MagForce Applications GmbH, Berlin, Germany

Then, the therapy was given to 15 patients suffering from Glioblastoma mul-
tiforme, the most common primary brain tumor and the most aggressive form of
brain cancer (with a 6-12 months life expectancy prognosis in humans).

The treatment is particularly attractive to doctors working with tumors in the
brain since the nanoparticles can be targeted on the cancerous tissue, so that the
therapy turns out to be ideal for curing tumors that lie outside the reach of conven-
tional surgical treatment, such as those situated deep in the brain or in regions that
are responsible for essential tasks like speech or motor functions.

Fig. 3 In pre-clinical tests, the characteristics of nanoparticles were optimized; shown: accumula-
tion of nanoparticles in tumor tissue (RG-2 glioblastoma of the rat). Image source: MFH Hyper-
thermiesysteme GmbH and MagForce Applications GmbH, Berlin, Germany
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Fig. 4 A precise thermotherapy of target areas in almost every body region is possible (here, ther-
motherapy of the orbita up to a maximum temperature of 49°C). Image source: MFH Hyperther-
miesysteme GmbH and MagForce Applications GmbH, Berlin, Germany

In principle, the hyperthermia therapy is not limited to just various types of brain
cancer. Since breast tumors do not lie in the immediate vicinity of essential organs,
one can hope to apply the treatment, heating the cancerous tissue up to yet higher
temperatures, in order to get a very effective cure of breast tumor, which may even
be combined with parallel treatments relying upon conventional radiation therapy
and chemotherapy.

However, one should bear in mind a caveat: keeping the amount of metal in-
jected into the body stay under a certain level is the way to maintain the danger of
“nanopoisoning” at a relatively low level. N.B.: After all, it should be remembered
that nanoparticles are already used routinely in magnetic resonance therapy for the
diagnosis of liver tumors.

After the therapy, nanoparticles do not have to be removed and are slowly me-
tabolized. Since, so far, no harmful side effects from thermotherapy with magnetic
nanoparticles could be observed, neither on animals nor on human beings, in 2004
nanoparticles have started to be applied for treating human prostate carcinomas at
the Clinic for Urology, Charité — University Medicine, Berlin, Germany.

Moving to countries outside Europe, in order to complete the survey, we observe
that in Japan [5], work at Nagoya University with magnetite cationic liposomes
(MCLs) combined with heat shock proteins has shown great potential in cancer
treatment as well. Using MCLs, one locally generates heat in a tumor by placing test
mice in an alternating magnetic field and not cause the body temperature of the test
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animal to rise. After injection of MCLs and application of a magnetic field, tumor
and body temperature differed by 6°C. The combined treatment strongly inhibited
tumor growth over a 30-day period and complete regression of tumors was observed
in 20% of the mice.

Finally, in the U.S., researchers at Rice University recently reported work on
mice in which gold-coated nanoparticles treated to attach to cancerous cells were
heated using infrared radiation. Sources of infrared radiation can be tuned to trans-
mit at a narrow band of electromagnetic frequencies. Additionally, the “nanoshells”
size can be changed to absorb a particular infrared radiation frequency. Hence, one
can choose a frequency of the infrared radiation that couples with the gold-coated
nanoparticles, while at the same time, does not couple with the tissue of the body,
thus enabling the selective destruction of cancerous cells and tumors [6]. The results
of a preliminary experiment with mice treated with the nanoshells-infrared radiation
therapy have proven to be very encouraging.

In conclusion, we can say that progress in nanotherapy, obtained by several
groups worldwide, using independent techniques, shows the global interest in
nanoscience and its potential application to innovative medical technologies. This
justifies the expectation that nanotechnology will soon yield a powerful tool for
treating cancer.

3 Nanotechnology for Diagnostics and Drug Delivery (The source
for the material contained in this section is: Strem Chemicals)

Magnetic nanoparticles have been used as markers in biomedical diagnostics. In
fact, due to the fact that bound and unbound nanoparticles have different mag-
netic relaxation times, biochemical binding reactions can be detected by means of
a SQUID-high resolution measurement technique (Fig. 5). Magnetic relaxation im-
munoassays were realized by means of this technique. Also, in vivo-applications of
magneto-relaxometry seem possible, e.g. in cancer diagnostics.

However, the use of magnetic nanoparticles is not limited to the abovementioned
applications, but can also be extended for achieving drug or radiation delivery. In
particular, small magnetic particles can be engineered to carry therapeutic chemicals

Fig. 5 Immobilization of magnetic nanoparticles by antibody-antigen coupling (Contact:
Dietmar.Eberbeck @ptb.d)
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or radiation for tumor control. Because they are magnetic, the particles can be
guided by an external magnetic field and can be forced to move with or against
the flow of blood in veins or arteries or held in a fixed position once they have been
conveyed to a target organ, and possibly retrieved when treatment has ended. Work
is in progress at Argonne Nat. Lab. and the University of Chicago.

One is, of course, interested in using biosensors and biolabels to understand liv-
ing cells. Nanotechnology has the potential to increase our ability to understand the
fundamental working of living cells. Many potential applications for nanomaterials
as biosensors and biolabels are under investigation. They have found use in cellular
studies, enhanced spectroscopic techniques, biochips, and protein and enzyme anal-
ysis. Fluorescent nanoparticles can be used for cell labeling and magnetic nanopar-
ticles may be utilized as sensors. Multi-color labeling of both fixed and living cells
with fluorescent nanoparticles conjugated with biological ligands that specifically
bind against certain cellular targets enables the recording of diffusion pathways in
receptor cells.

The uptake of nanoparticles into the vesicular compartments around the nucleus
of cells can be used to label the cells so that their pathway and fate can be followed.
The nanoparticles exhibit reduced photobleaching as compared to traditional dyes
and are passed on to daughter cells during cell division, therefore allowing for much
longer term observation. Magnetic nanoparticles can also act as sensors for assess-
ing how external stresses affect changes in intracellular biochemistry and gene ex-
pression.

We can ask ourselves, how can nanotechnology improve medical diagnostics?
Naturally, the early detection of a disease remains the primary goal of the medical
community. Nanotechnology holds great promises for enabling the achievement of
this goal. Nanoparticles, in particular, have exhibited tremendous potential for de-
tecting fragments of viruses, pre-cancerous cells, disease markers, and indicators of
radiation damage. Biomolecule coated, ultra small, superparamagnetic iron oxide
(USPIO) particles injected in the blood stream recognize target molecular markers
present inside cells and induce a specific signal for detection by magnetic resonance
imaging (MRI). This technology may allow for detection of individual cancer cells
months or years earlier than traditional diagnostic tools, which require the presence
of hundreds of cancer cells.

In this respect, we can also address the issue of how biobarcode amplification
assays (BCA) can use nanoparticles in disease detection. A nanoparticle-based BCA
utilizes gold nanoparticles and magnetic microparticles attached to large numbers
of DNA strands and antibodies for a specific disease marker. The marker binds to
the nano- and microparticles forming a complex that is separated from the sample
using a magnetic field. Heating the complexes releases the DNA barcodes, which
emit an amplified signal due to their large numbers. This BCA technology has been
applied to the detection of markers for Alzheimer’s disease and is being investigated
for numerous others.

There are also stimulating suggestions that nanotechnology can improve targeted
drug delivery. Targeted drug delivery systems can convey drugs more effectively
and/or more conveniently, increase patient compliance, extend the product life cycle,
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provide product differentiation, and reduce health care costs. Drug delivery systems
that rely on nanomaterials also allow for targeted delivery of compounds charac-
terized by low oral bioavailability due to poor water solubility, permeability and/or
instability and provide for longer sustained and controlled release profiles. These
technologies can increase the potency of traditional small molecule drugs in addi-
tion to potentially providing a mechanism for treating previously incurable diseases.

There are many other applications for nanomaterials in the medical and pharma-
ceutical sector, which we only have the possibility, owing to limitations in the length
of these notes, to merely list. Areas currently under investigation include gene ther-
apy, antibacterial/antimicrobial agents for burn and wound dressings, repair of dam-
aged retinas, artificial tissues, prosthetics, enhancing signals for magnetic resonance
imaging examinations, and as radio frequency controlled switching of complex bio-
chemical processes.

4 Carbon Nanotubes

The development of nanomaterials is currently underway in laboratories worldwide
for medical and biotechnological applications including gene delivery [7, 8] drug
delivery [9, 10] enzyme immobilization [11, 12] and biosensing. [13, 14]. The most
commonly used materials are gold [15], silica and semiconductors. Silica nanopar-
ticles have been widely used for biosensing and catalytic applications due to their
large surface area-to-volume ratio, straightforward manufacture, and the compati-
bility of silica chemistry with covalent coupling of biomolecules [16—18].

A key challenge in nanotechnology is the more precise control of nanoparticle
assembly for the engineering of particles with the desired physical and chemical
properties. Much research is currently focused on CNT as a promising material for
the assembly of nanodevices, based upon new CNT-composite materials, such as
CNT with a thin surface cover [19,20] or CNT bound to nanoparticles [21-24], in
order to tailor their properties for specific applications.

In this section, reviewing the results reported in [25], we present the tunable
synthesis of multi-walled CNT-silica nanoparticle composite materials. Instead
of coupling prefabricated silica nanobeads to CNT, we chose to grow the silica
nanobeads directly onto functionalized multi-walled CNT by reaction of tetraethyl-
or tetramethyl-orthosilicate (TEOS or TMOS) with a functionalized CNT precursor,
prepared by coupling aminopropyltriethoxysilane (APTEOS) to a functionalized
multi-walled CNT through a carboxamide bond, using a water-in-oil microemul-
sion to strictly control the nanobead size.

The body of the ideal multi-walled CNT is formed by several nested and straight
cylindrical graphene sheets. In reality, nanotubes usually appear curved and have
topological defects. Under strong oxidizing conditions (conc. HNO3), nanotubes
can be cut into shorter and straighter pieces having carboxylic acid groups at both
their tips and at imperfections on their walls [26]. We oxidized multi-walled CNT
with outer diameters of ca. 20-40nm and lengths of 5-10mm (NanoLab, Inc.,
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Fig. 6 Multi-walled carbon nanotubes before (a) and after (b) oxidation in nitric acid

Newton, MA, USA) (Fig. 6a) by refluxing in concentrated HNO3 for 6 hours, fol-
lowed by several washes with distilled water. The oxidized CNT (CNT-COOH) were
shorter and straighter (Fig. 6b).

Their carboxylic acid groups greatly facilitated their dispersion in aqueous so-
lutions, as well as their further functionalization (Fig. 7a). A detailed description
of the procedure for generating the activated CNT precursor (CNT-APTEOS) to
the composite from CNT-COOH by activation of its carboxylic acid groups can be
found in [25].

Using the procedure described in [25], we obtained new CNT-nanocomposites
consisting of CNT with covalently attached silica nanobeads (Fig. 8). Non-oxidized
CNT (with negligible COOH content) did not support any composite formation (not
shown). The inverse microemulsion system resulted in nanobeads covalently linked
to the CNT only at locations functionalized with triethoxy-silane groups, while the
bare graphitic wall of the pristine CNT did not associate with reverse micelles.
Transmission electron microscopic (TEM) images revealed morphologies indica-
tive of different nanobead diameters. Small nanoparticles were found to decorate the
walls and ends of the CNT prepared using TMOS as precursor (Fig. 8a—c). In many
cases, small nanoparticle aggregates were observed to be associated with the CNT
(Fig. 8c), as expected for the high density of functional groups on the CNT. Under
the conditions used for synthesis of larger nanoparticles, CNT were either deco-
rated by individual nanobeads (Fig. 8d—f) or had a uniform silica coating around the
entire CNT (Fig. 8g and h). We also observed some functionalized CNT that ap-
peared to have silica within their tubes (Fig. 8i). The internal presence of silica was
not observed with the non-treated nanotubes. Further work is in progress to better
understand the filling mechanism.

In summary, we covalently coated carbon nanotubes with silica nanoparticles of
different sizes. Perhaps, the most valuable feature of our work [25] is that the ar-
chitecture of the obtained assemblies can be largely controlled by varying the con-
ditions in the synthesis. Thus, the length of CNT is regulated by the oxidation time
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Fig. 7 Scheme for preparing the CNT-nanoparticle composite. (a) Oxidation and preparation of
the CNT-APTEOS precursor. (b) Formation of silica nanobeads in reverse micelles in a water-
in-oil microemulsion. Inclusion of CNT-APTEOS nucleates the formation of nanobeads on the
covalently linked propyltriethoxysilane groups (dots inside the micelles) by reaction with TEOS or
TMOS

(Fig. 6) and the size of the nanobeads by using microemulsion conditions that yield
micelles of a particular size. Indeed, silica nanobeads were prepared in a water-in-oil
microemulsion system in which the water droplets served as nanoreactors [27,28].
The size of the final nanospheres was mainly regulated by the dimension of the wa-
ter droplets, and therefore, by the molar ratio of water to surfactant (w). Smaller
nanobeads were prepared by reducing w. Furthermore, the dimension of the final
product can be controlled by varying the molar ratio of water to precursor (h), the
molar ratio of precursor to catalyst (n), by choosing the reactivity of the precursor,
and the reaction time and temperature. The values of the variable parameters (w,h,n)
used can be found in Table 1 of [25].

Because the chemical properties of the silica surface are particularly versatile
and silica can be doped with fluorescent [29], magnetic [30] or biological macro-
molecules [31], nanostructures with a wide range of morphologies suitable for differ-
ent applications can be obtained. We anticipate that further refinement of our water-in-
oil microemulsion approach for creating novel nanostructures combined with proce-
dures for isolating discrete products will allow us to combine different nanostructures
into higher order assemblies that could be useful for a variety of applications, including
providing an interface between living cells and biosensor arrays.
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Fig. 8 TEM images of the CNT-nanocomposites prepared using conditions for small (a—c) or
large (d-i) silica nanobeads. The arrow in panel (a) indicates a nanobead at the tip of the CNT.
The arrow in panel (i) indicates a polymerized silica inside a CNT

5 Supramolecular Nanostructures

In [32], we constructed and characterized supramolecular nanostructures consisting
of ruthenium-complex luminophores, which were directly grafted onto short oxi-
dized single-walled carbon nanotubes or physically entrapped in silica nanobeads,
which had been covalently linked to short oxidized single-walled carbon nanotubes
or hydrophobically adsorbed onto full-length multi-walled carbon nanotubes. These
structures were evaluated as potential electron-acceptor complexes for use in the
fabrication of photovoltaic devices, and for their properties as fluorescent nanocom-
posites for use in biosensors or nanoelectronics.

The carboxylic acid groups of oxidized SWCNT which originated from the ni-
tric acid-oxidation, were covalently tethered to the ruthenium-complexes (Fig. 9A)
or luminophore-doped silica nanobeads (Fig. 9B), whereas the full-length MWCNT
had the ruthenium complex-doped silica nanobeads introduced onto their surfaces
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Fig. 9 Scheme for preparing the supramolecular nanostructures. A: Ruthenium-complex lu-
minophores were directly grafted onto oxidized SWCNT to form a supramolecular donor—acceptor
nanostructure. B: Ruthenium-complex luminophore-doped silica nanobeads were covalently linked
to short oxidized SWCNT to form a supramolecular fluorescent nanostructure. C: Ruthenium-
complex luminophore-doped silica nanobeads were hydrophobically adsorbed onto full-length
MWCNT via -7 interactions to form a supramolecular fluorescent nanostructure with CNT having
the m-electronic structure intact

by hydrophobic adsorption via m—m interactions to maintain the intact CNT -
electronic structure.

The absorbance spectrum of Ru(ap)(bpy), in DMF exhibited a narrow peak at
approximately 289 nm, which we attribute to a ligand-to-ligand ® — =* transition,
and by two broad bands at approximately 375 and 460 nm, which we attribute to
dry — ©* ligand singlet metal-to-ligand charge-transfer transitions (Fig. 10A). On
excitation at 460 nm, the steady state emission of Ru(ap)(bpy), in DMF revealed an
emission band centered at 606-nm (Fig. 10B).

The absorbance spectrum of Ru(ap) (bpy),-decorated SWCNT dissolved in DMF
was broad and slightly blue-shifted compared to that from Ru(ap) (bpy), in DMF to
confirm that luminophores decorated the nanotube surface (Fig. 10A). The spec-
troscopic contribution of Ru(ap)(bpy), grafted onto SWCNT was calculated by
subtracting from the absorbance spectrum of the nanostructure that of oxidized
SWCNT (dissolved in DMF), with matching absorption at 900 nm, because the
spectroscopic contribution of the luminophore was absent for that wavelength. The
peaks in the calculated absorbance spectrum of Ru(ap)(bpy), grafted on SWCNT
were centered at the same wavelengths and slightly broader compared to those of
Ru(ap)(bpy), in DMF. On excitation at 460 nm, the steady state emission spec-
trum of Ru(ap)(bpy),-decorated SWCNT in DMF revealed a strongly quenched
(> 98%) 606-nm photoluminescent peak compared to that of Ru(ap) (bpy), in DMF
(Fig. 10B). Emission spectra were collected after having matched the absorptions, at
the 460-nm excitation wavelength, of free Ru(ap)(bpy), and Ru(ap)(bpy), grafted
onto SWCNT. Excitation at 375 nm showed similar quenching to further confirm the
formation of the linked supramolecular electron donor-acceptor complexes between
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Fig. 10 Absorbance (A) and emission (B) spectra of Ru(ap)(bpy)a (dotted line) and Ru(ap)(bpy)z-
decorated SWCNT (solid line) dispersions in DMF. For the emission spectra, we matched the
absorptions, at the 460-nm excitation wavelength, of free Ru(ap)(bpy), and Ru(ap)(bpy), grafted
onto SWCNT, calculated by subtracting from the absorbance spectrum of the nanostructure that of
oxidized SWCNT

the metalloorganic luminophores, which acted as electron-transfer agents, and the
carbon nanotubes, which acted as electron acceptors. Addition of free luminophore
to the nanocomposite dispersions increased their emission intensities. These in-
creases in emission suggest that, at the low concentrations used, dynamic (colli-
sional) quenching was not responsible for the observed fluorescence quenching,
which could only be caused by photo-induced charge injection from the metal-to-
ligand charge-transfer (both singlet and triplet) excited states of the luminophore
into the conduction band of the SWCNT.

Transmission electron microscope images of fSNB showed uniform
diameter (13 = 1 nm) silica nanobeads. Absorbance spectra of both free and fSNB-
encapsulated Ru(bpy) in EtOH were characterized by a narrow peak at approxi-
mately 290 nm and by a broad plateau at approximately 450 nm, which we attribute
to a ligand-to-ligand m — m* transition and a dg, — 7" ligand singlet metal-to-ligand
charge-transfer transition, respectively. The peaks in the spectrum of the fSNB in
EtOH were slightly red-shifted and broader compared to those of free Ru(bpy)
(Fig. 11A). In steady state experiments, excitation of fSNB in EtOH at 452 nm pro-
duced an emission band that was enhanced, red-shifted and broader compared to that
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Fig. 11 Absorbance (A) and emission (B) spectra of Ru(bpy) (dotted line) and fSNB (solid line)
dispersions in EtOH. For the emission spectra, we matched the absorptions, at the 452-nm excita-
tion wavelength, of free Ru(bpy) and fSNB

of Ru(bpy) (Fig. 11B). The emission spectra were collected after having matched the
absorptions, at the 452-nm excitation wavelength, of free Ru(bpy) and fSNB. These
results suggest that the silica bead network may have affected the electrostatic envi-
ronment surrounding the entrapped luminophores and that encapsulation protected
Ru(bpy) from any dynamic self-quenching caused by collisional encounters.

The absorbance spectra of both fSNB-decorated SWCNT (Fig. 12A) and
MWCNT (Fig. 12B) dissolved in EtOH showed broad peaks at approximately the
same wavelengths as those from fSNB to confirm that fluorescent nanoparticles dec-
orated the nanotube surfaces (Fig. 12C). The spectroscopic contribution of fSNB
grafted onto the CNT surface was calculated by subtracting from the absorbance
spectrum of the nanocomposite that of silylated CNT with matching absorption at
900 nm, as the spectroscopic contribution of free fSNB was absent for that wave-
length. The peaks in the calculated absorbance spectra of fSNB grafted onto both
(both SW and MW) CNT were slightly red-shifted compared to those of free fSNB
in EtOH. On excitation at 452 nm, the steady-state emission spectrum of fSNB-
decorated CNT exhibited slightly quenched (< 5%), narrower and blue-shifted
emission peaks compared to that of free fSNB (Fig. 12D). The emission spectra
were collected after having matched the absorptions, at the 452-nm excitation wave-
length, of free fSNB and fSNB grafted onto CNT.

The observed slight quenching could be addressed to the error in the calculation
of fSNB grafted onto CNT and/or to the electron transfer from the luminophores
close to the fSNB silica surface to the CNT. Therefore, the silica host was able to
avoid the quenching of the fluorescence due to the charge injection from the metal-
to-ligand charge-transfer excited states of the luminophore into the conduction band
of the quencher (CNT), leading to the realization of a supramolecular fluorescent
nanostructure useful for a large variety of applications ranging from biosensors to
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Fig. 12 Transmission electron microscope images of SWCNT (A) and MWCNT (B) decorated
with fluorescent silica nanobeads. C: Absorbance spectra of fSNB-decorated SWCNT (dashed
line) and fSNB-decorated MWCNT (dotted line) dispersions in EtOH. D: Emission spectra of
fSNB (solid line), fSNB-decorated SWCNT (dashed line) and fSNB-decorated MWCNT (dotted
line) dispersions in EtOH. For the emission spectra, we matched the absorption values at the 452-
nm excitation wavelength, of free fSNB and fSNB grafted onto CNT, calculated by subtracting
from the absorbance spectrum of the nanocomposite that of silylated CNT

electronics, especially in case of use of pristine full-length CNT that are character-
ized by intact m-electronic structure.

In summary, we synthesized in [32] three supramolecular nanostructures based
on CNT and ruthenium-complex luminophores. The first nanostructure consisted of
short oxidized SWCNT covalently decorated by ruthenium-complexes that act as
light-harvesting antennae by donating their excited-state electrons to the SWCNT.
This nanocomposite represents an excellent donor-acceptor complex, which may
be particularly useful for the construction of photovoltaic devices based on met-
alloorganic luminophores. The second and the third nanostructures consisted of
metalloorganic luminophore-doped silica nanobeads covalently linked to short ox-
idized SWCNT or hydrophobically adsorbed onto full-length MWCNT. In these
nanocomposites, the silica network prevented the fluorescence quenching because
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excited-state electrons could not be readily donated to the CNT conduction band.
Because the physical and chemical properties of the silica nanobeads are so versatile,
and the m-electronic structure of the CNT can be kept intact by using a non-
destructive modification of the nanotube structure, we consider these nanocompos-
ites to have a promise for a variety of applications ranging from the biosensors to
electronics.

6 Cellular Toxicity of Carbon Nanotubes

Very little is yet known about the toxicity of CNTs, which exist in many differ-
ent forms and can be chemically modified and/or functionalized with biomolecules.
Pristine single-walled CNTs are extremely hydrophobic tubes of hexagonic carbon
(graphene) with diameters as small as 0.4 nm and lengths up to micrometers. Multi-
walled CNTs consist of several concentric graphene tubes and diameters of up to
100 nm. These pristine CNTs are chemically inert and insoluble in aqueous media
and therefore of little use in biological or medical applications. Due to the hydropho-
bicity and tendency to aggregate, they are harmful to living cells in culture [33,34].

As we have seen in one of the above sections, for many applications, CNTs are
oxidized in strong acid to create hydroxyl and carboxyl groups [35], particularly
at their ends, to which biomolecules or other nanomaterials can be coupled [25].
These oxidized CNTs are much more readily dispersed in aqueous solutions and
have been coupled to oligonucleotides, proteins, or peptides. Indeed, CNTs have
been used as vehicles to deliver macromolecules that are not able pass through the
cellular membrane by themselves into cells [36,37].

Since little is yet known about the toxicity of CNTs, particularly of oxidized
CNTs, we compared in [38] these two types of CNTs in a number of functional
assays with human T lymphocytes, which would be among the first exposed cell
types upon intravenous administration of CNTs in therapeutic and diagnostic nan-
odevices.

We found that, especially for high concentration (>1ng/ cell), CB are less toxic
than pristine CNTs, therefore suggesting the relevance of the structure and topol-
ogy (carbon black is amorphous) on the evaluation of the toxicity of a carbonaceous
nanomaterial. Moreover, we found that oxidized CNTs are more toxic than pris-
tine CNTs for both the analyzed concentrations, although they are considered better
suited for biological applications. This may well be because they are better dispersed
in aqueous solution and therefore reach a higher concentration of free CNTs at sim-
ilar weight per volume values. We calculated that the less toxic amount of 40 pLg/ml
of CNTs is equal to an order of magnitude of 10° individual CNTs per cell in our
experiments, based on an average length of 1 um and a diameter of 40 nm, giving an
average molecular mass of 5 x 10° Da.

While our results in [38] do not imply that CNTs should be abandoned for bi-
ological or medical purposes, our study sets an upper limit for the concentrations
of CNTs that can be used. We recommend that CNTs be used at much less than
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1 ng/cell and that cell viability and wellbeing be followed carefully with all new
forms of CNTs and CNT-containing nanodevices. It is likely that CNT toxicity will
depend on many other factors than concentration, including their physical form,
their diameter, their length, and the nature of attached molecules or nanomaterials.

7 Separation of Fluorescent Material from Single
Wall Carbon Nanotubes

For biotechnological uses [39], a high level of purity is required to avoid unde-
sired toxic effects from impurities. Contaminants in SWNT can be classified as car-
bonaceous (amorphous carbon and graphitic nanoparticles) and metallic (typically
transition metal catalysts). It is well documented that nickel, which in combination
with yttrium is used as a catalyst in the production of arc-discharged nanotubes,
is cytotoxic [40]. Common SWNT purification methods based on oxidation (nitric
acid and/or air) have the potential disadvantage of modifying the CNT by introduc-
ing functional groups and defects. Other less rigorous purification techniques rely
upon filtration, centrifugation and chromatography. Recently, electrophoresis of ni-
tric acid-treated arc-discharged SWNT was used to separate tubular carbon from
fluorescent nanoparticles [41].

As we reported in [42], fluorescent nanoparticles were isolated from both pris-
tine and nitric acid-oxidized commercially available carbon nanotubes that had been
produced by an electric arc method. The pristine and oxidized carbon nanotube-
derived fluorescent nanoparticles exhibited a molecular-weight-dependent photolu-
minescence in the violet-blue and blue to yellowish-green ranges, respectively. The
molecular weight dependency of the photoluminescence was strongly related to the
specific supplier. We analyzed the composition and morphology of the fluorescent
nanoparticles derived from pristine and oxidized nanotubes from one supplier. We
found that the isolated fluorescent materials were mainly composed of calcium and
zinc. Moreover, the pristine carbon nanotube-derived fluorescent nanoparticles were
hydrophobic and had a narrow distribution of maximal lateral dimension. In con-
trast, the oxidized carbon nanotube-derived fluorescent nanoparticles were super-
ficially oxidized and/or coated by a thin carbon layer, had the ability to aggregate
when dispersed in water, and exhibited a broader distribution of maximal lateral
dimension.

The first sample we treated (pNT) was composed of as-prepared nanotubes (AP-
SWNT), purified by air oxidation, and the second one (0xNT) was obtained by nitric
acid oxidation of AP-SWNT. Both samples had a carbon content in the 80-90 wt-%
range and approximately 10 wt-% nickel/yttrium catalyst (4:1). Samples of graphite,
carbon black, pNT and oxNT samples were dispersed in aqueous sodium dodecyl
sulfate (SDS, 1 wt-%) surfactant using an ultrasonic bath.

Our spectral results reported in [42] may be explained by the presence of fluo-
rescent particles (FP) with variable dimensions and chemistries in the NT samples.
The predominant FP in pNT had a mean mw below 30 kDa and exhibited mainly
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violet-blue photoluminescence and excitation at 315 nm. In contrast, in the fourth
fraction (30kDa—-100kDa), these spectral properties were weaker. All four frac-
tions exhibited 450-nm and 485-nm photoluminescence on 365-nm excitation. The
FP in the pNT sample may originate from a nickel and yttrium-containing catalyst
that had been covered by a few thin layers of metal oxide and/or carbide during the
synthetic process, as was reported by Martinez et al. [43].

Our results suggest that the presence of the FP contaminants in these samples as
aggregates or occlusions on NT walls led to quenching of their photoluminescence.
Sonication in the presence of the surfactant SDS was able to enrich the solution
in micelle-embedded FP. To support this argument, Martinez et al. found that the
material encasing the catalyst accompanying nitric acid-oxidized NT masked the
metal core from detection by surface-sensitive techniques such as X-ray photoelec-
tron spectroscopy. Their study may also explain the results of Xu et al., who, despite
using energy-dispersive X-ray spectroscopy, were unable to discern any metal in the
fluorescent electrophoresis fractions from oxidized SWNT [41].

In our study [42], the FP from the oxINT exhibited more size-dependence in their
photoluminescence, which ranged from greenish-blue to orange, than those from
the pNT. The oxNT FP were also more hydrophilic, probably because their carbon
shells became carboxylated on oxidation, as was reported by Xu et al. In addition,
our spectra suggest the presence of a less-abundant FP fraction, which had a mean
mw below 3 kDa and 425-nm emission peaks on excitation at 315 nm. On the basis
of comparing these spectral properties with those of the FP from pNT, FP from the
oxNT also contained fluorescent components derived from the pNT.

The above findings led us to design a new SWNT purification method. Each
dispersed NT sample was ultracentrifuged (as described above). The pellet was sub-
jected to three additional rounds of dispersion in vehicle, sonication for 5 minutes
and ultracentrifugation. A spectrum indicative of few residual FP was exhibited by
oxNT-in-water. The spectra of the pNT-in-SDS and oxNT-in-SDS samples resem-
bled that of graphite to demonstrate the absence of fluorescent contaminants. These
results suggest that, in addition to amplifying FP photoluminescence, the surfac-
tant facilitated FP removal. In summary, we now have a simple route consisting of
surfactant-assisted dispersal followed by ultracentrifugation for removing FP con-
taminants from both pristine and nitric acid-treated SWNT.

In summary, we isolated, fractionated by molecular weight and characterized
FP from pCNT and oxCNT received from several suppliers. These FP were re-
sponsible for the photoluminescence of electric arc-produced CNT in the visible
range and were likely composed of impurities that were present in the graphite rods
used for the production of the CNT. Spectroscopic analysis of the samples revealed
some common supplier-independent features, specifically that the FP derived from
the pCNT exhibited a violet-blue photoluminescence, whereas the FP derived from
the oxCNT exhibited photoluminescence ranging from blue to yellowish-green.
In contrast, the molecular weight dependency for both the pristine and oxidized
CNT-derived fractions was strongly related to the specific supplier. This can be ex-
plained by differing fabrication processes leading to different physical and chemi-
cal aggregation of the impurities present in the graphite rod. We recorded HRTEM
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images and EDX analysis of the FP isolated from the CNT (Carbon Solutions, Inc.)-
derived molecular weight fractions. The FP derived from the pCNT exhibited a nar-
row range in width, whereas the FP derived from the oxCNT were larger, had a
broader width range, and formed hydrophilic aggregates in water. Moreover, EDX
analysis of the fractions from the oxCNT-in-water supernate suggested that their FP
were superficially oxidized and/or coated by a thin carbon layer.

8 Conclusions

The field of nanoscience has been witnessing a rapid growth in the last decade. Re-
cently, more and more, the attention of the community of nanoscientists has been
focusing on technological applications. Nanotechnology has been emerging as an
enabling technology, with high potential impact on virtually all fields of mankind ac-
tivity (industrial, health-related, biomedical, environmental, economy, politics, etc.),
yielding high expectations for a solution to the main needs of society, although hav-
ing to address open issues with respect to its sustainability and compatibility.

The fields of application of the research in nanoscience include aerospace, de-
fense, national security, electronics, biology and medicine. There has been a signif-
icant progress in understanding achieved in recent years, both from the theoretical
and experimental point of view, along with a strong interest to assess the current
state of the art of this fast growing field, stimulating, at the same time, research
collaboration among the different stakeholders in the area of nanoscience and the
corresponding technological applications, prompting possibly the organization and
presentation of joint projects in the near future involving both industry and public
research.

In the present article, we focused in particular on the biological and medical
fields and described current and possible future developments in nanotechnological
applications in such areas. Nanostructured, composite materials for drug delivery,
biosensors, diagnostics and tumor therapy were reviewed here as examples. Car-
bon nanotubes were discussed as a primary example of emerging nanomaterials for
many of the abovementioned applications.
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New Advances in Cell Adhesion Technology

Santina Carnazza

1 Introduction

The main topic of this tutorial is bioadhesion, in terms of both fundamental and
applied implications.

First of all, we look how cells adhere to a surface and what are the mecha-
nisms underlying adhesion of both eukaryotic and microbial cells, focusing attention
mainly on the cell response to abiotic surfaces.

Then, this paper will review the most recent biotechnological applications re-
quiring the production of hybrid systems through controlled adhesion of biological
components (amino acids, peptides, proteins, whole cells) onto polymers and in-
organic surfaces. Biomaterials are requested with both good mechanical properties
and biocompatibility.

Special attention will be directed to the spatial controlled adhesion, very impor-
tant in nanotechnology and bioengineering, focusing on methods and application
fields. First biomedical applications, and particularly regenerative medicine (includ-
ing tissue engineering), will be analyzed, in which biomaterials act as passive phys-
ical surfaces and simultaneously as active substrate for cell adhesion, migration,
proliferation and differentiation. Most currently developed materials need to evoke
cell adhesion and spreading, while potentially preventing bacterial colonization be-
cause bacterial adhesion to human tissues and biomaterial surface of biomedical
devices is a crucial stage in infection pathogenesis.

And, of course, spatially controlled cell adhesion is requested in BloMEMS ap-
plications, in particular for development of biosensors and diagnostic microsystems.
Lab-on-chips and microarrays currently used will be reviewed.

The main trends in the BIOMEMS research are miniaturization and integration of
components and the use of microtechniques to improve immobilization and spatial
confinement methods. These and other applications requiring the cell/surface inter-
action account for considerable efforts in development of surface modification and
cellular patterning methods, that are very important tools for fundamental studies in
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biology, especially on single cells, as well as for preparation of chip-based systems
in biotechnology. Here, the main cell adhesion technologies will be discussed, and
recent progress based on our research results will be briefly reported.

In our laboratory, the biology of fundamental interactions between cells and ma-
terials is studied, in relation to the physico-chemical properties of the biomaterial
surface. We study cell adhesion in a controlled fashion, using adhesion-supporting
and -inhibiting substrata, and analyzing the subsequent cell responses. Addition-
ally, we prepare high resolution micropatterned surfaces for the creation of orga-
nized mammalian cell patterns for applications such as biosensors and in particular
single-cell arrays.

New experimental data will be presented on bio-functionalization of polymer
surfaces by controlled ion implantation and fibronectin adsorption aimed to enhance
cell adhesion and spatial confinement. Moreover, a new technology will be proposed
as an useful tool for preparation of microbial arrays that hold promise as platforms
for whole-cell biosensors and diagnostic chips. Another important application for
microbial arrays can be in microbial fuel cells, where there is the need for a tech-
nology that can provide, in a cost-effective manner, the large surface areas needed
for the anodes and cathodes. On the other hand, the ability to obtain ordered micro-
bial arrays with a fractal geometry could overcome problems of blocking and flux
control and allow microbial biofilter use for liquid decontamination.

Finally, perspectives are presented of surface bio-functionalization by phage-
displayed peptides, which can act as highly specific and selective probes in bioaffin-
ity sensors, can be used in development of nanomaterials and cantilever-based
nanodevices for biosensing, and can mimic ligands of cell receptors involved in
signaling that affect the cellular fate.

2 A Journey in Cell Adhesion

2.1 Eukaryotic Cell Adhesion

Adhesion is a dynamic interaction between cells and their microenvironment through
an extra-cellular matrix (ECM). This matrix is mainly composed of fibrous proteins
(collagen, fibronectin, laminin...), glycosaminoglycans (hyaluronic acid, heparin)
and proteoglycans.

The association of cells with ECM initiates the assembly of specific cell-matrix
adhesion sites. These sites are involved in physical attachment of cells to external
surfaces, which is essential for cell migration and tissue formation as well as for
activation of adhesion-mediated signaling events.

Cells interact with extracellular matrix primarily through integrins, a widely ex-
pressed family of cell surface receptors [60, 129, 130, 220], and integrin binding to
its extracellular ligand is responsible for the downstream effects of the matrix on
cell function [136].
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Integrins are obligate heterodimers containing two distinct chains, called the o
(alpha) and B (beta) subunits. In mammals, 19 o and 8 B subunits have been charac-
terized. Through different combinations of these alpha and beta subunits, some 24
unique integrins are generated, although the number varies according to different
studies. The integrin binding with its ECM ligand (fibronectin or collagen) triggers
signals that involve both physical and biochemical components, including cytosol
proteins (talin, paxillin), cytoskeleton (actin and tubulin), tyrosine phosphorylation
and second messengers, finally acting as determinants of cell functions.

Following association with their ligands, integrins induce reorganization of the
actin cytoskeleton and associated proteins, resulting in the formation of cell-matrix
adhesion sites. The best known class of matrix adhesions are the focal contacts
(FCs), which contain a multitude of anchor and cytoskeletal molecules such as vin-
culin, paxillin and talin [39, 133, 275] as well as signal transduction molecules,
including different protein kinases, their substrates and various adapter proteins
[108, 133,137, 275,276]. The recruitment of these molecules to FC and their ac-
tivation plays a central role in the generation of adhesion signals that are involved
in the regulation of many cellular processes such as cell growth, differentiation or
apoptosis [60,220,274,275].

The specific type of integrin present in matrix adhesions can vary, depending
on the nature of the underlying ECM. The dominant integrin in mature FCs is a
oy 5. In addition, fibroblasts can form a distinct class of adhesive contacts in which
cell surface integrins bind to fibronectin fibrils in fibrillar adhesions [55, 56, 228].
The process of classical FC assembly may reflect only one type of association of
integrins with the ECM, and different cells can display different patterns of matrix
adhesions. In typical adherent cells, a large number (tens to hundreds) of distinct
FCs can be detected, ranging in size from less than a square micron to several square
microns. The number of FCs, their size and distribution, can vary greatly from one
cell to the other or even within a single cell, and their morphological diversity may
be affected by multiple factors including the nature of the substrate, composition of
the medium, incubation time and cell density.

It was demonstrated that the physical state of the ECM, not just its composition,
plays a critical role in the regulation of differential assembly of adhesion sites [139].
In fact, the physical properties of the ECM may provide important regulatory signals
governing the shape and molecular composition of adhesion sites in a variety of
physiological states. Integrins can provide cells with a mechanism to explore and
respond to the physical state of the ECM.

Adhesion is influenced by a number of factors: environment (temperature, prolif-
eration time, cell number, growth factors, chemicals, etc.), ECM composition, sur-
face properties (chemistry, roughness, wettability, etc.), specific adhesion (adhesion
sites, integrins, focal contacts, vinculins, etc.).

2.2 Microbial Adhesion

Microbial adhesion on natural and abiotic surfaces have pervasive importance in
many different aspects of nature and human life, from marine science, soil and plant
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ecology to food industry, biomedicine and biotechnology (production, wastewater
treatment, biosensors) [87]. In these latter, a special attention is directed to mecha-
nisms and methods of microbial patterning that will be discussed later.

In recent years, the interest in microbial adhesion is growing rapidly, since mi-
croorganisms have a strong tendency to deposit and adhere on solid surfaces as the
onset of a multi-step process, leading to a complex, adhering microbial community
termed biofilm [50]. Biofilm processes are manifest in many forms and are studied
in a wide range of scientific disciplines. The importance of these microbial commu-
nities is twofold: On the one hand, biofilms serve beneficial purposes in the natural
environment and in some modulated or engineered biological systems, for example,
in the process of degradation and removal of hazardous substances in soil and nat-
ural streams, or in a bioreactor or as bioflocculants in wastewater treatment plants;
however, on the other hand, the presence of biofilms poses serious problems, for
instance on food, on ship hulls, on old-fashioned portraits, on historical monuments
and most importantly in biomedical field. Microbial adhesion to human tissue sur-
faces and implanted biomaterial surfaces is an important step in the pathogenesis of
infection. Bacterial infection is the most common cause of biomaterial implant fail-
ure in modern medicine [80]; as a frequent complication, in fact, adhesion and sub-
sequent surface growth of bacteria on biomedical implants and devices causes the
formation of a biofilm [37]. Accordingly, considerable research efforts are directed
toward the understanding and control of the cascade of events leading to the bacte-
rial colonization of synthetic surfaces in the form of biofilm [93,224,243,262,271]).
Such a process is commonly discussed in terms of the two-phase sorption model first
suggested by Marshall et al. [170]. In this model, the bacteria during the first step
are rapidly attracted to a given surface by weak physical interactions, producing a
basically reversible attachment, while in the second step, an irreversible molecular
and cellular adhesion process occurs, and aggregates resistant to any washing treat-
ment are formed. More recently [215], the model has been upgraded by including
five stages of biofilm development: (1) reversible attachment: cells are weakly at-
tached to substrate; (2) irreversible attachment: cells are cemented to the substrate
and form nascent cell clusters; (3) maturation-1: cell clusters mature and become
progressively layered, embedded in a matrix of extracellular polymeric substances
(EPS); this stage is accompanied by the activation of quorum-sensing signaling;
(4) maturation-2: after several days of growth, cell clusters reach their maximum
thickness; and (5) dispersion: motile cells swim away from the inner portions of
cell clusters and enter the bulk liquid, altering the biofilm structure by forming void
spaces.

In particular, during the first few hours after the initial attachment of motile bac-
teria to a solid support, the bacteria aggregate into microcolonies, as a consequence
of individual cell twitching across the surface [185]. Thus, a few adhering sessile
microorganisms, depending on the substrate surface properties, can stimulate the
adhesion of other planktonic bacteria, producing the so-called co-adhesion phe-
nomenon [27]. This process, in turn, is responsible for the formation of a linking
film, determining the characteristic features of the biofilm as a whole, in terms of
both structure and adhesion properties [40].
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It has been also demonstrated that the different phases of biofilm development
can be correlated with specific physiological characteristics, involving distinct struc-
tural and metabolic changes [215]. In particular, the irreversible adhesion onto a
given surface has been shown to occur through the production of EPS, which is
often stimulated by the attachment process itself [2,255].

From an overall physico-chemical point of view, the initial, instantaneous phase
of microbial adhesion is mediated by nonspecific interactions, with long-range char-
acteristics, including Lifshitz-van der Waals forces, electrostatic forces, acid-base
interactions, hydrophobic interactions, and Brownian motion forces, depending on
a relatively limited number of physico-chemical properties of the surfaces, gener-
ally treated in the framework of the Derjaguin—-Landau—Verwey—Overbeek (DLVO)
theory [28, 181]. Marshall et al. [170], for the first time, suggested that the initial
reversible phase could be explained in terms of the DLVO theory of colloid sta-
bility. Since then, the classical DLVO theory has been used by many workers as a
qualitative model, but also in some cases in a quantitative way to actually calculate
adhesion free energy changes in order to explain microbial adhesion. In short, the
DLVO theory has been used to describe the net interaction between a cell and a flat
solid surface, as a balance between attractive and repulsive interactions. This the-
ory assumes cells to be perfectly smooth spherical surfaces which, in reality, do not
exist. Such considerations lead to treat the microorganisms as living colloids, dis-
regarding the specific roles of bacterial structures/molecules such as pili, cell wall
components, capsule material and lipopolysaccharides (LPS), which are considered
to be of particular importance in the later stages of adhesion and particularly in
biofilm formation. In the present state of art, it appears clear that the critical step for
the formation of the biofilm is the irreversible attachment step, i.e., the second step
in the framework of the Marshall model [170]. As suggested above, this step seems
to be critically related to specific surface macromolecules responsible for adhesive
activities of microorganisms, the so-called adhesins (for a concise review, [3]). Bac-
teria may have multiple adhesins for different substrata, commonly lectins or lectin-
like proteins or carbohydrates, parts of surface polymeric structures, which include
capsules, fimbriae or pili, and slime. However, it has been argued that these struc-
tural features are of less significance in the initial stages of the attachment process
than the intrinsic thermodynamic factors involved [3,179], and a number of detailed
studies have been carried out to support this assertion [72,253]. Bacterial adhesion
to many materials has been successfully described in terms of colloidal interaction
forces governed by physicochemical properties of the bacteria and the solid sur-
faces (for an overview [28]). This was in contrast to the thermodynamic approach,
which often produced results inadequate for a general description of bacterial ad-
hesion. In the DLVO theory, the interaction energy is distance dependent, whereas
in the thermodynamic approach, the formation of a new cell-substratum interface
at the expense of the substratum-medium interface is calculated, i.e. the strength of
the interaction at contact is achieved [123]. However, there are a number of exper-
imental cases where the thermodynamic approach does not adequately explain the
results. The extended DLVO theory, suggested by van Oss [254], uses components
from both models, and includes acid-base interactions (hydrophobicity/hydration
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effects), in addition to the classical van der Waals (vdW) and electrostatic interac-
tions. In some cases, the extended DLVO theory qualitatively predicts experimental
adhesion results better than the classical DLVO theory and the thermodynamic ap-
proach, but the strength of the adhesion energy seems to be overestimated, possibly
because only a very small fraction of the cell is actually in direct contact with the
substratum.

It is worth noting that a satisfactory theory for microbial adhesion is up till now
lacking, mainly because a physico-chemical approach will most likely never be able
to fully explain all aspects of microbial adhesion to surfaces, including interspecies
binding. In adhesion experiments, most often, only one microbial strain is investi-
gated at a time. This is not relevant for natural systems, where a surface is exposed to
a whole range of different microbial species that attach simultaneously and sequen-
tially. Adhesion of one cell is likely to be affected by the presence of other cells at
the surface, so called co-adhesion. Finally, some biological factors may be of impor-
tance and can hardly or ever be accounted for in theoretical models described above.
The attached cells can sense the surface and develop adaptive traits; if surfaces are
sensed by microorganisms, phenotypic changes may occur very quickly. This, in
turn, makes adhesion predictions difficult by present physico-chemical models.

In conclusion, as for eukaryotic cells, microbial adhesion is a very complicated
process that is affected by many factors, including some properties of the cell itself
(hydrophobicity, surface charge, specific adhesins, virulence factors, etc.), the target
material surface (chemical composition, roughness, wettability, etc.), and the envi-
ronmental factors (temperature, time period of exposure, cell number, presence of
antibiotics, chemicals, etc.).

3 Biotechnological Applications

The most recent biotechnological applications in fields like biocompatible surfaces,
bioelectronics, biosensors etc. require the production of hybrid systems based on the
controlled adhesion of biological systems, going from amino acids and peptides till
proteins and whole cells, onto polymers and inorganic surfaces [239]. Biomaterials
are requested with both good mechanical properties and biocompatibility [82].

Biomaterials is a term used to indicate materials, synthetic or natural in origin,
which can be used as a whole or as a part of a system which treats, augments or
replaces any tissue, organ or function of the body [26]. Synthetic materials cur-
rently used for biomedical applications include metals and alloys, composites and
polymers, ceramics and bioglass. Because the structures of these materials differ,
they have different properties and, therefore, different uses. Synthetic polymers are
the most widely used biomaterials since they are the most favorable for their vari-
ous composition, properties and shape and the possibility of prompt fabrication in
complex shapes and structures. They are the materials of choice for cardiovascular
devices as well as for replacement and augmentation of various soft tissues. Poly-
mers also are used in drug delivery systems, in diagnostic aids, and as a scaffolding
material for tissue engineering applications.
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Biomaterials interact with the body through their surfaces. Consequently, the
properties of the outermost layers of a material are critically important in deter-
mining both biological responses to implants and material responses to the physi-
ological environment. Changes in surface characteristics further modify biological
responses. A goal of biomaterials research is to design surfaces that elicit desired
interfacial behaviors in order to control biological responses. Biomaterial surface
engineering offers the ability to modify material and biological responses through
changes in surface properties while maintaining the bulk properties. Biomaterial
surface engineering approaches can be classified according to the surface properties
being altered, e.g., physicochemical, morphologic, or biological modifications.

It is to be noted that most relevant biotechnological applications need a spatially
resolved process of adsorption/adhesion of the biological systems of interest. Spe-
cial attention is therefore directed to the spatial controlled adhesion methods, very
important in bioengineering and nanotechnology.

In the micrometer range, the development of highly integrated multipurpose mi-
crosystems, including biosensor arrays, DNA-chips and related technologies, as
well as the lab-on-chip devices critically depend on the ability to functionalize spe-
cific micrometer-scale areas in very complex three-dimensional structures, mostly
based on silicon and related compounds [4].

On the other hand, at the nanometer scale, at least two different aspects of con-
trolled biomolecule adsorption/organization must be considered, i.e., the interest
in achieving nanosized patterns of biological molecules in a general perspective
of bioelectronics devices, and the specificity of nanostructured surfaces in stimu-
lating specific response of large systems, as cells or protein aggregates, opening
new, very interesting views on the way the cells can sense nanometric surface fea-
tures [77,187,268].

In view of the above sketched areas of application, suitable and application-
specific methods and techniques are developing in the current research to obtain
the spatially-resolved structuring of surface.

4 Why Controlled Cell Adhesion?

Let us discuss in some detail the application fields for controlled cell adhesion.
First of all, biomedicine, particularly regenerative medicine (including tissue engi-
neering), in which biomaterials not only anchor cells as passive physical surfaces,
supporting cell spreading and migration, but simultaneously act as active substrate,
directly involved in modulation of the main processes of cell life: survival, prolif-
eration and expression of specific developmental phenotypes such as differentiation
and apoptosis. Most currently developed materials need to evoke cell adhesion and
spreading, but both tissue cell integration and microbial adhesion can be enhanced,
since both of them have interrelated and similar mechanisms and depend largely on
the surface structure and composition of implanted biomaterials. Thus, a race for
the surface appears, which is often won by microorganism causing colonization and
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subsequent infectious complications of the medical device. Considerable research
efforts are currently directed towards the development of polymeric materials po-
tentially preventing bacterial colonization. A variety of methods are utilized in an
attempt to reduce the incidence of bacterial adhesion or, at least, to lower the num-
ber of viable bacteria. One of the strategies that have emerged as potential means of
inhibiting the early stages of bacterial colonization involves the surface modification
of polymeric materials which function by creating a non-stick surface to colonizing
microorganism. Last, but not least, spatially controlled cell adhesion is requested in
BioMEMS applications, in particular for development of biosensors and diagnostic
microsystems.

4.1 Tissue Engineering

Tissue engineering for the realization of parts of or whole artificial organs is a very
important and challenging area of research.

It is a multidisciplinary field which involves the application of the principles
and methods of engineering and life sciences and the development of biological
substitutes that restore, maintain or improve tissue function [222].

One of the main methods of tissue engineering involves growing cells in vitro into
the required three-dimensional organ or tissue. But cells lack the ability to grow in
3D orientations: they randomly form a two-dimensional layer. However, 3D tissues
are required and this is achieved by seeding the cells onto porous matrices, known as
scaffolds, to which the cells attach and colonize [150]. These cells then proliferate,
migrate and differentiate into the specific tissue while secreting the extracellular
matrix components required to create the tissue.

The scaffold therefore is a very important component for tissue engineering. To
achieve the goal of tissue reconstruction, scaffolds must meet some specific require-
ments [128]. A high porosity and an adequate pore size are necessary to facilitate
cell seeding and diffusion throughout the whole structure of both cells and nutrients.
Biodegradability is essential since scaffolds need to be absorbed by the surrounding
tissues without the necessity of a surgical removal. The rate at which degradation oc-
curs has to coincide as much as possible with the rate of tissue formation: this means
that while cells are fabricating their own natural matrix structure around themselves,
the scaffold is able to provide structural integrity within the body and eventually it
will break down, leaving the neotissue, newly formed tissue, which will take over
the mechanical load. Injectability is also important for clinical uses; in any case, it
should not induce any adverse host response. The scaffold should be made from ma-
terial with appropriate surface chemistry to favor cellular attachment, differentiation
and proliferation, possess adequate mechanical properties to match the intended site
of implantation and handling, and be easily fabricated into a variety of shapes and
sizes.

Many different materials (natural and synthetic, biodegradable and permanent)
have been investigated. Most of these materials have been known in the medical field
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before the advent of tissue engineering as a research topic, being already employed
as bioresorbable sutures, e.g. collagen or some linear aliphatic polyesters.

New biomaterials have been engineered to have ideal properties and func-
tional customization: injectability, synthetic manufacture, biocompatibility, non-
immunogenicity, transparency, nanoscale fibers, low concentration, resorption rates,
etc. A commonly used synthetic material is polylactic acid (PLA). This is a polyester
which degrades within the human body to form lactic acid, a naturally occurring
chemical which is easily removed from the body. Similar materials are polyglycolic
acid (PGA) and polycaprolactone (PCL): their degradation mechanism is similar to
that of PLA, but they exhibit respectively a faster and a slower rate of degradation
compared to PLA.

Scaffolds may also be constructed from natural materials: in particular, different
derivatives of the extracellular matrix have been studied to evaluate their ability to
support cell growth. Proteic materials, such as collagen or fibrin, and polysaccharide
materials, like chitosan or glycosaminoglycans (GAGs), have all proved suitable
in terms of cell compatibility, but some issues with potential immunogenicity still
remains. Among GAGs, hyaluronic acid, possibly in combination with cross linking
agents (e.g. glutaraldehyde, water soluble carbodiimide, etc.), is one of the possible
choices as scaffold material. Functionalized groups of scaffolds may be useful in
the delivery of small molecules (drugs) to specific tissues.

For an overview of the most commonly used scaffold materials and conventional
and new scaffold fabrication techniques, see Sachlos and Czernuszka [202].

4.2 BioMEMS

BioMEMS (Biological Micro-Electro-Mechanical Systems) are devices constructed
using techniques inspired from micro/nanoscale fabrication, that are used for pro-
cessing, delivery, manipulation, analysis, or construction of biological and chemical
entities [14].

In recent years, the biological and biomedical applications of micro- and nan-
otechnology have become increasingly prevalent, and BioMEMS have found
widespread use in a wide variety of applications that encompass all interfaces of
biology and biomedical sciences with micro- and nanoscale systems. Areas of re-
search and applications in BIoMEMS range from diagnostics to systems for drug
delivery, novel materials for Bio-MEMS, microfluidics, tissue engineering, surface
modification, etc.

In their simplest form, technologies in the BioMEMS arena leverage advances in
micro-fabrication and micro-machining to create faster, cheaper, hands-off micro-
and nanoscale laboratories. In more sophisticated forms, BloMEMS devices of-
fer an avenue to artificial organs, personalized drug therapies and new ways to
view cell communication. BIOMEMS can be characterized into two categories:
biomedical MEMS, which deal in vivo with the body and the host anatomy, and
biotechnological MEMS, which deal in vitro with the biological samples from the
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host. Examples of biomedical MEMS include minimally-invasive therapy precision
surgery, biotelemetry, drug delivery, biosensors and other physical sensors. Exam-
ples of biotech MEMS include gene sequencing, functional genomics, drug discov-
ery, pharmacogenomics, diagnostics, and pathogen detection.

Diagnostics represents the largest and most researched BioMEMS area. A very
large and increasing number of BioMEMS devices for diagnostic applications, re-
ferred to as BioChips, have been developed within the last few years. These devices
are used to detect cells, microorganisms, viruses, proteins, DNA and related nucleic
acids, and small molecules of biochemical interest. They are essentially miniatur-
ized laboratories that can perform hundreds or thousands of simultaneous biochem-
ical reactions. In general, the use of micro- and nanoscale detection technologies is
justified by (1) reduced scale of the sensor element, providing a higher sensitivity;
(2) reduced reagent volumes and associated costs; (3) reduced time to result due to
small volumes resulting in higher effective concentrations; and (4) amenability of
portability and miniaturization of the entire system.

BioMEMS hold a lot of promise also for the analysis of single cells and the study
of their function in real time. Micro- and nanoscale systems and sensors could al-
low us to precisely measure the protein, mRNA, and chemical profiles of cells in
real time, as a function of controlled stimulus and increase understanding of sig-
naling pathways inside the cell. These are essential to increase our understanding
of the underlying cause of basic cell functions such as differentiation, reproduc-
tion, apoptosis, etc., and their implications on various disease states. To accomplish
these goals, BIoOMEMS can play an important role, especially in the development of
integrated devices and systems for the rapid and real-time analysis of cellular com-
ponents, especially from single cells. The development of microenvironments where
cells can be precisely placed, manipulated, lysed, and then analyzed using micro-
and nano-sensors in real time, would have a significant impact on systems biology.
Integration of sensors for detection of DNA, mRNA, proteins, and other parameters
indicating cellular conditions such as oxygen, pH, etc., can be accomplished using
BioMEMS platforms and nanoscale sensors.

The devices and integrated systems using BioMEMS are also known as lab-on-
a-chip and micro-total analysis systems (micro-TAS or WTAS). The word is now
used very broadly and applied to devices with no electro-mechanical components,
such as DNA and protein arrays. Some selected examples of BioMEMS will be
introduced below, and the biological aspects of nanotechnology applications will be
mainly described.

4.2.1 Biosensors

Biosensors are analytical devices that combine a biologically sensitive element with
a physical or chemical transducer to selectively and quantitatively detect the pres-
ence of specific compounds in a given external environment [257].

The biological element can be a single enzyme, nucleic acid, antibody or a whole
microorganism or also a mammalian or plant tissue. Detection systems can be me-
chanical, optical, electrical.
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Commercially available are enzymatic biosensors for glucose, lactate, alcohol,
sucrose, galactose, uric acid, alpha amylase, choline and L-lysine. All are ampero-
metric sensors based on O, consumption or H,O, production in conjunction with
the turnover of an enzyme in the presence of substrate. However, there is currently
a wide interest in using whole cells as functional components in biosensors for their
built-in natural selectivity to biologically active chemicals and the physiologically
relevant response [29, 188,234]. The transduction of the cell sensor signals may be
achieved by the measurement of transmembrane and cellular potentials, impedance
changes, metabolic activity, analyte inducible emission of genetically engineered
reporter signals, and optically, by means of fluorescence or luminescence.

Many mammalian cell-based bioassays for the screening of large libraries of po-
tential pharmaceutical agents or the detection of toxic compounds and pathogens in
the environment have been developed over the years and some are in use today. With
assay miniaturization in mind, a number of researchers have explored the patterned
deposition of cells in microsystems through the control of cellular adhesion.

Similarly, the control of bacterial adhesion may be a valuable tool toward de-
veloping cell-based sensor arrays based on genetically engineered bacteria. Since
analyte specificity can be readily modified by genetic engineering and because of
the relatively robust nature of these microorganisms as compared to mammalian
cells, bacterial cells have been studied extensively for sensing applications [17,157].
Bacterial genome can be altered using recombinant DNA technology and microor-
ganism can be constructed, potentially, to harness energy, decompose toxic waste,
and possibly perform computational functions. As the field progresses, there will be
a need for tools and technologies to perform gene insertions into single or very few
bacteria, to specifically manipulate their characteristics within a network of bacte-
ria. The tools and platforms to perform such integrated synthetic biology can be
provided by BioMEMS and related nanoscale sensors, processing, and device tech-
nologies.

The ability to selectively attach bacteria to micropatterned substrates could be
used to create sensor arrays for applications such as rapid screening for infectious
diseases or to detect toxic compounds [68]. A number of studies reported that cel-
lular adhesion is controlled by the chemical and physical characteristics of surfaces
such as hydrophobicity and hydrophilicity, surface charge, and surface roughness.
These factors can be readily manipulated to control the spatial distribution of cells
on a substrate. The rapid development of micro-fabrication and surface engineering
techniques have stimulated the development of novel methods that may be used to
control cell adhesion and spreading with micrometer-scale resolution.

Biosensors find extensive applications in environmental pollution control for
measuring toxic gases in the atmosphere and toxic soluble compounds in water.
These pollutants may include heavy metals, nitrates, nitrites, herbicides, pesticides,
polyaromatic hydrocarbons, polychlorinated biphenyls, etc. The estimation of or-
ganic compounds is very important also for the control of food manufacturing pro-
cess and for the evaluation of food quality. The online analysis of raw materials and
products is also necessary in industrial fermentation processes. However, a survey
of the sensor market identifies medical diagnostics as a major application field for
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emerging biosensors. Over the years, a number of sensors have been developed for
analytes, either as sensor arrays designed for multiple analytes or for specific an-
alytes in specific sensing environments. Biomedical micro- and nanodevices have
potential uses that range from the analysis of biomolecules to disease diagnosis,
prevention and treatment. The possibility of improved speed, greater sensitivity, re-
duced cost and decreased invasiveness, has generated substantial interest in minia-
turized devices.

4.2.2 High-Throughput Screening

High-throughput screening (HTS) is an automated and miniaturized process by
which large numbers of compounds are tested for activity as inhibitors or activa-
tors of a particular biological target, such as a cell surface receptor or a metabolic
enzyme. Today, most pharmaceutical companies use HTS as the primary tool for
early stage drug discovery.

The more steps required for an assay, the more difficult to automate the HTS. The
ideal assay is one that can be performed in a single well with no other manipulation
other than addition of the sample to be tested.

A number of assay formats have been developed or modified over the past few
years; these can be divided into two groups [227]: cell-free assays that measure the
biological activity of a relatively pure protein target and cell-based assays that as-
sess the activity of a target protein, by monitoring the biological response of a cell
in which the target protein resides. Most recently, cell-based assays are an increas-
ingly attractive alternative to in vitro biochemical assays for HTS, because they have
significant advantages over in vitro assays. First, the starting material (the cell) self-
replicates, avoiding the costs for preparing a purified target, chemically modifying
the target to suit the screen, and so on. Second, targets and readouts are examined in
a biological context that more faithfully mimics the normal physiological situation.
Third, cell-based assays can provide insights into bioavailability and cytotoxicity,
the use of reporter genes, as shown before. However, mammalian cells are expen-
sive to culture and difficult to propagate in the automated systems used for HTS, so
an alternative is to reproduce the desired human physiological process in a microor-
ganism such as yeast [144]. It is relatively easy to transfect yeast with human DNA
encoding receptors or other components of signal transduction pathways, and this
fact has been used to develop a HTS screening system [30,247]. The signaling path-
ways in yeast and humans are sufficiently related to permit functional evaluation of
human receptors in yeast cells [119, 143, 147,193,217]. Because of the straightfor-
ward manipulation of genetic information in yeast, it is relatively simple to generate
a family of strains that differ by a single human gene, to facilitate the analysis of
screening data [241,282]. The ease and low cost of growing yeasts, their ready ge-
netic manipulation, and their resistance to solvents make yeast an attractive option
for cell-based HTS. A variety of assay technologies continue to be developed for
HTS, including cell-based assays, surrogate systems using microbial cells such as
yeast and bacterial two-hybrid and three-hybrid systems [100, 124].
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Over the years, screening of chemical libraries of increasing size has widely dom-
inated the approach taken by the screening community. Emphasis has recently been
placed on in silico methods for rational selection of drug libraries for the respec-
tive targets in screening and novel assay technologies, which will either optimize
the performance and throughput or allow the screening of novel biological targets
resulting from ongoing genomic/proteomic activities [96].

4.2.3 Lab-on-a-Chip

Lab-on-a-chip is a term used to describe sensors and devices with some level of
integration of different functions and functionality. They can include more than one
step of analysis, for example, sample preparation and detection, cell lysing and PCR,
cell growth and detection of metabolites, etc. Various modules could be used in
appropriate combination for the detection of desired entity.

The use of glass and silicon micromachining has become a central tool in de-
velopment of many types of lab-on-chip sensors. Microfabrication has focused on
fluidic channels, optical windows and electrodes with dimensions ranging from mil-
limeters to micrometers. Integrated systems that incorporate both microcapillary
electrophoresis and optical or electrical detection form lab-on-chip systems. The
strong interest in making highly parallel arrays of capillaries for HTS and DNA di-
agnostics has prompted intense development activity in microcapillary arrays both
in academe and in industry.

Several example of such devices have been reported for the processing and de-
tection of cells, proteins, DNA and small molecules (for a review see [14]).

A possible integrated platform for nanoliter DNA analysis has been described
[38]. The device was able to mix solutions, amplify and digest DNA, separate the
products by on-chip capillary electrophoresis and detect them by on-chip photodi-
ode fluorescence detectors.

Another very attractive technology has been recently described [164]. A mi-
crofluidic device on a CD type platform using centrifugal and capillary forces for
liquid transport has been reported. Such devices are very attractive due to their low
cost, CD-type format, and integration with available optical detection technology.

In addition, many components of an integrated lab-on-a-chip are under devel-
opment, including micro-valves, micro-pumps, mixers, selective capture elements,
etc.

Many devices are being developed as disposable plastic biochips to prevent cross-
contamination. Polymer and hydrogel-based microdevices have many attractive fea-
tures for use in biomedical lab-on-chip applications such biocompatibility, low cost
combined with rapid prototyping techniques, and microfabrication of polymers. The
primary use for such micro-total analysis systems has, so far, been in tabletop in-
struments; however, there is every reason to believe that such devices will soon
work their way into in vivo systems as well. Chip-scale, MEMS-base transdermal
devices could enable continuous access to body fluids and the continuous monitor-
ing of molecular, cellular and physiological biomarkers. The possible integration of
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these diagnostic devices for intelligent and integrated sensing with therapeutic mi-
cro/nanoscale technologies able to deliver known types and quantities of stimulus,
drugs and chemicals, perhaps in a real-time feedback configuration, would be highly
beneficial.

4.2.4 Microarrays

Microarrays are critical components of a biochip platform: dense, two-dimensional
grids of biosensors typically deposited on a flat substrate, which may be either
passive (silicon or glass) or active (consisting of integrated electronics or micro-
mechanical devices) performing or assisting signal transduction.

DNA microarrays are the most successful example of the technology. The tech-
niques used to define patterns on semiconductor surfaces were utilized to construct
arrays of single strands of known DNA sequences (capture probes). Once the probes
are placed at specific known sites on a chip surface, hybridization with molecules
of unknown sequence (target probes) can reveal the sequence. DNA arrays can be
formed by two different approaches, i.e. optical [102] and electrical [122]. The de-
tection of hybridization, in both cases, is typically done by fluorescence; however, it
can also be done electrically or through other label-free detection methods that can
result in ease of use, reduced reagents and processing costs, amenability to portabil-
ity and miniaturization.

Microarray-based genomic technologies have revolutionized genetic analyses of
biological systems. They are widely used to monitor gene expression under differ-
ent cell growth conditions, detect specific mutations in DNA sequences and char-
acterize microorganisms in environmental samples. The widespread, routine use of
such genomic technologies will shed light on a wide range of important research
questions from how cells grow, differentiate and evolve, to the medical challenges
of pathogenesis, antibiotic resistance and cancer; from agricultural issues such as
seed breeding and pesticide resistance, to the biotechnological challenges of drug
discovery and the remediation of environmental contamination. Several types of
microarrays have recently been developed and evaluated for bacterial detection and
microbial community analysis. These studies indicated that microarray-based ge-
nomic technologies have great potential as specific, sensitive, quantitative, parallel
high-throughput tools for microbial detection, identification and characterization in
natural environments [280].

Microarrays are not limited to DNA analysis; protein microarrays, antibody mi-
croarrays, peptide microarrays, chemical compound microarrays and tissue microar-
rays can also be produced using biochips.

Protein and antibody arrays can play a key role in search for disease-specific pro-
teins that have medical, diagnostic, prognostic and commercial potential as disease
markers or as drug targets and for determination of predisposition to specific dis-
ease via genotypic screening [95, 106,258, 281]. With the recent advancements in
genomics and proteomics technologies, many new gene products and proteins are
being discovered daily, and array-based chips hold a great potential to systematically
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analyze the massive amount of data, assigning a biological function to these pro-
teins and determining protein-protein and protein-DNA interactions. The proteins
can be arrayed by soft lithography [183] and micro-contact printing [138] to gen-
erate protein chips, and each protein spot can be addressed by other proteins to de-
termine recognition events and kinetics. The binding is conventionally detected by
fluorescence-based methods, which are safe, sensitive, can have a high resolution,
and are compatible with standard microarray scanners, but also immunologically or
by other methods.

The most common protein microarray is the antibody microarray, where antibod-
ies are spotted and fixed onto a chip surface (glass, plastic or silicon) and are used
as capture molecules for the purpose of detecting antigens. Antibody microarray is
often used for detecting protein expressions from cell lysates in general research
and special biomarkers from serum or urine for diagnostic applications. Capture
molecules used are most commonly monoclonal antibodies; however, more recently
there has been a push towards other types of capture molecules which are more sim-
ilar in their nature such as peptides or aptamers. Antibodies have several problems,
including the fact that there are not antibodies for most proteins and also problems
with specificity in some commercial antibody preparations.

Peptide chips have been developed consisting of high-density peptide arrays
enabling multiple assays of peptide-protein interactions in parallel. Peptide microar-
rays have been generated in configurable patterns by the high-voltage CMOS tech-
nology on microchips as active supports for both combinatorial array synthesis and
assay evaluation (http://www.kip.uni-heidelberg.de/ti/PeptideChip). Integrated pho-
todiodes may be used for subsequent detection of interaction patterns of these pep-
tide arrays with labeled proteins. An interface with appropriate software has been
developed to allow programming of peptide sequences, experiment control, data
analysis and visualization.

A chemical compound microarray is a collection of organic chemical compounds
spotted on a solid surface, such as glass and plastic. This microarray format is
very similar to DNA microarray, protein microarray and antibody microarray. In
chemical genetics research, they are routinely used for searching proteins that bind
with specific chemical compounds [125]; and, in general drug discovery research,
they are used for searching potential drugs for therapeutic targets [162]. There are
three different forms of chemical compound microarrays based on the fabrication
method. The first form is to covalently immobilize the organic compounds on the
solid surface with diverse linking techniques; this platform is usually called Small
Molecule Microarray [250]. The second form is to spot and dry organic compounds
on the solid surface without immobilization, this platform has a commercial name
as Micro Arrayed Compound Screening (LARCS), which is developed by Abbott
Laboratories. The last form is to spot organic compounds in a homogenous solu-
tion without immobilization and drying effect, this platform is commercialized as
DiscoveryDot™ technology by Reaction Biology Corporation.

Tissue microarrays consist of paraffin blocks in which up to 1000 separate tissue
cores are assembled in array fashion to allow simultaneous histological analysis.
The technique of tissue microarray was developed to address the major limitations
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in molecular clinical analysis of tissues, including the cumbersome nature of pro-
cedures, limited availability of diagnostic reagents and limited patient sample size.
Multi-tissue blocks were first introduced by Battifora in [15] 1986 with his so called
multitumor (sausage) tissue block. In 1998, Kononen and collaborators [145] devel-
oped the current technique, which uses a novel sampling approach to produce tissues
of regular size and shape that can be more densely and precisely arrayed. In the tis-
sue microarray technique, a hollow needle is used to remove tissue cores as small
as 0.6 mm in diameter from regions of interest in paraffin embedded tissues such
as clinical biopsies or tumor samples. These tissue cores are then inserted in a re-
cipient paraffin block in a precisely spaced, array pattern. Sections from this block
are cut using a microtome, mounted on a microscope slide and then analyzed by
any method of standard histological analysis. Each microarray block can be cut into
hundreds of sections, which can be subjected to independent tests. Tests commonly
employed in tissue microarray include immuno-histochemistry and fluorescent in
situ hybridization. Tissue microarrays are particularly useful in analysis of cancer
samples.

Most of the microarrays rely on the labeling of samples with a fluorescent or
radioactive tag that is a time-consuming and expensive procedure. Alternative most
recently reported label-free methods include nanomechanical biodetection by can-
tilever microarrays. It requires no labels, optical excitation or external probes, and is
rapid, highly specific, sensitive and portable. Cantilever arrays are microfabricated
by standard low-cost silicon technology, and can detect DNA hybridization, single
bases mismatches, protein-protein, drug-binding interactions and other molecular
recognition events in which physical steric factors are important.

4.2.5 Nanomaterials and Nanodevices

The most recent advances in nanotechnology have taken advantage of biochemically
induced surface stress to directly and specifically transduce molecular recognition
into nanomechanical responses in cantilever arrays. This has been achieved by im-
mobilizing a monolayer of receptor molecules on one side of the cantilevers and
then detecting in situ the mechanical bending induced by ligand binding in a liquid
environment, using an optical beam deflection technique. A major advantage of such
a direct transduction is that it eliminates the requirement that the molecules under
investigation be labelled, for example, with fluorescence or radioactive tags. It was
first reported the specific transduction, via surface stress changes, of DNA hybridisa-
tion and receptor-ligand binding into a direct nanomechanical response of microfab-
ricated cantilevers [105]. Cantilevers in an array were functionalized with a selection
of biomolecules, and the differential deflection of the cantilevers was found to pro-
vide a true molecular recognition signal despite large nonspecific responses of in-
dividual cantilevers. The experiments demonstrate that the differential bending was
clearly sequence-specific and provided an unambiguous yes or no response. More-
over, the method had the intrinsic sensitivity needed to detect single nucleotide
polymorphisms, suggesting the capability to sequence DNA by hybridisation or
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to determine single base mutations, which was demonstrated shortly later [120].
Similar experiments were performed on the specific binding of the constant region
of immunoglobulins to protein A, demonstrating the wide-ranging applicability of
nanomechanical transduction to detect biomolecular recognition [105]. As an ex-
ample of both protein—protein binding in general, and tumor marker detection in
particular, the application of this technique for sensitive and specific detection of
prostate-specific antigen (PSA) has been reported [272].

These studies demonstrate the direct translation of biomolecular recognition into
nanomechanics. The method has important advantages in that it does not require
labeling, optical excitation, or external probes. Furthermore, the transduction pro-
cess is repeatable when denaturation or unbinding agents are used, enabling cyclic
operation. The methodology is compatible with silicon technology and is suited for
in situ operation. Parallelization into integrated devices, recently demonstrated with
multiple arrays, allows a new generation of DNA chips and binding assays to be
developed based on nanomechanics.

A nanomechanical cantilever array for multiple quantitative biomolecular detec-
tion has been developed [174], able to detect multiple unlabeled biomolecules si-
multaneously, at nanomolar concentrations, within minutes, in a single-step reaction
without any sample manipulation. Besides being label free, this technology readily
lends itself to formation of microarrays using well-known microfabrication tech-
niques [163] and the possibility to monitor thousands of cantilevers simultaneously
with integrated readout, thereby offering the promising prospect of high-throughput
nanomechanical genomic analysis, proteomics, biodiagnostics, and combinatorial
drug discovery.

The forces involved in these nanosystems are sufficient to operate micro-
mechanical valves and related microfluidic devices. This would also permit the
autonomous operation of micro- or nanorobotic machinery. Because the trans-
duction eliminates the need for external control systems, in situ delivery devices
could be triggered directly by signals from single cells, gene expression or immune
responses.

Advances in nanotechnology and engineering are providing opportunities for use
of nanomaterials also in water purification (for an overview, see [216]). Metal-oxide
nanoparticles, carbon nanotubes, dendrimers and zeolites are selected nanomate-
rials currently evaluated as functional materials for water purification. Nanoma-
terials have a number of key properties that make them particularly attractive as
separation media for toxic metal ions, radionuclides, organic and inorganic solutes,
bacteria and viruses: in particular, their large surface area and the possibility of
functionalization with various chemical groups to increase their affinity toward a
given compound. Recent advances suggest that many of the issues involving water
quality could be resolved or greatly ameliorated using nanoparticles, nanofiltra-
tion or other products resulting from the development of nanotechnology. Innova-
tions in the development of novel technologies to desalinate water are among the
most exciting and promising. Utilization of specific nanoparticles either embedded
in membranes or on other structural media that can effectively, inexpensively and
rapidly render unusable water potable is being explored at a variety of institutions.
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Additionally, nanotechnology-derived products that reduce the concentrations of
toxic compounds to sub-ppb levels can assist in the attainment of water quality
standards and health advisories.

Recent years have witnessed significant interest in biological applications of
novel inorganic nanomaterials such as nanocrystals [33,238], nano-wires [70], and
nanotubes [52,270] with the motivation to create new types of analytical tools for
life science and biotechnology.

Carbon nanotubes (CNTs) are interesting molecular wires (diameter ~ 1-2nm)
with unique electronic properties that have been spotlighted for future solid-state
nanoelectronics [89, 90]. CNTs exhibit, in general, an unique combination of ex-
cellent mechanical, electrical and electrochemical properties [16], which has stim-
ulated increasing interest in their use as components of biosensors for the detection
of a number of biomolecules (for a review, [11]). Aligned multi-wall carbon nan-
otubes (MWNT) grown on platinum substrate have been used for the first time for
the development of an amperometric biosensor [232]. The opening and functional-
ization by oxidation of the nanotube array allowed for the efficient immobilization
of the model enzyme, glucose oxidase. The carboxylated open-ends of nanotubes
were used for the immobilization of the enzymes, while the platinum substrate pro-
vided the direct transduction platform for signal monitoring. It was also shown that
carbon nanotubes could play a dual role, both as immobilization matrices and as
mediators, allowing for the development of a third generation of biosensor systems,
with good overall analytical characteristics. A year later, electrochemical biosen-
sors were constructed by using carbon nanotubes compacted into pellets; alkaline
phosphatase was immobilized on the surface of MWNTs utilizing a layer-by-layer
methodology [156]. A more recent work demonstrated the use of carbon nanotubes
(CNTs) for the development of a low-cost disposable biosensor for the sensitive
detection of organophosphorus (OP) pesticides [134]. The dual role of CNT, elec-
trocatalytic activity toward thiocholine and immobilization matrix for the enzyme
was demonstrated. This led to the development of a mediator free, simple and robust
single enzyme biosensor for the sensitive detection of OP compounds operating at a
low potential. The sensor showed excellent limit of detection, good precision, elec-
trode to electrode reproducibility and stability. The feasibility of application of the
sensor for the analysis of real water sample was demonstrated. This method could
be extended for the detection of chemical warfare agents and other OP insecticides.
The small size, high surface area and other properties of CNT can lead to the devel-
opment of novel sensors facilitating rapid, on-site monitoring of OP nerve agents
with significant implications for homeland security.

Emergent fabrication techniques permit the construction of structures with fea-
tures on nanometer scale. However, the construction of functional nano-electromech-
anical systems (NEMS) is hindered by the inability to provide locomotive forces
to power NEMS devices. Biomotor molecules are extremely complex machines,
and chemists are trying to construct much simpler molecular machines as a logical
step toward mimicking the actions of biomotor molecules. The use of biomolecular
motors such as enzymes offers an interesting alternative to silicon-based systems.
Biomolecular motors such as Fl-adenosine triphosphate synthase (F1-ATPase) and
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myosin are similar in size, and they generate forces compatible with currently pro-
ducible nano-engineered structures. At Cornell University, for the first time, 7 years
ago, hybrid nanodevices were produced by integration of biomolecular motors with
nano-engineered systems [230]. The molecular motor was the F1-ATPase from ge-
netically altered Bacillus bacteria, mounted on a 200-nm-high pedestal. It was fu-
eled by adenosine triphosphate (ATP, the so-called energy of cellular life) and it
spun nickel nano-propellers at eight revolutions per second, up to a period of two-
and-a-half hours.

More recently, it was reported the incrementally staged design, synthesis, charac-
terization and operation of a two-component molecular machine that behaves like a
nanoscale elevator [6]. The operation of this device, which was made of a platform-
like component interlocked with a trifurcated rig-like component and is only 3.5 nm
by 2.5 nm in size, relies on the integration of several structural and functional molec-
ular subunits. This molecular elevator is considerably more complex and better or-
ganized than previously reported artificial molecular machines. The energy needed
to raise and lower the platform between the two levels on the rig’s legs was supplied
by an acid-base reaction. The distance traveled by the platform was about 0.7 nm,
and it was estimated that the elevator movement from the upper to lower level could
generate a force of up to 200 pN. The molecular elevator had a complex structure
that is capable of performing well-defined mechanical movements under the actions
of external inputs; i.e., according to the authors, it is possible to produce multivalent
compounds capable of performing nontrivial mechanical movements and exercising
a variety of different functions on external stimulation.

These approaches may enable the creation of a new class of sensors, mechanical
force transducers, and actuators. Eventually, nano-biotechnologists are engineering
biomolecular motors to run on light energy, with photons instead of ATP. They also
plan to add computational and sensing capabilities to the nanodevices, which ide-
ally should be able to self-assemble inside human cells. The hybrid nanodevices
produced seem to herald a new generation of ultra-small, robotic, medical devices:
nano-nurses that move about the body, ministering to its needs, for example; or
smart pharmacies that detect chemical signals from body cells, calculate the dose
and precisely dispense drugs.

5 Cell Adhesion Technologies

The main trends in the BIoOMEMS research are miniaturization and integration of
the biological component with a material surface and the use of microtechniques
to improve immobilization and spatial confinement methods. These and other ap-
plications requiring the cell/surface interaction account for considerable efforts in
development of surface modification and cellular patterning methods, which are
very important tools for fundamental studies in biology, especially on single cells,
as well as for preparation of chip-based systems in biotechnology.

Substantial progress has been made in surface modification of material struc-
tures to control the adhesion of cells. In the current research, the spatially-resolved
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structuring of surface is basically faced at two different levels: a first, simple spa-
tial approach involves featuring the morphology of a surface with topographical
properties, as grooves, steps, and trenches. The second physico-chemical approach
involves the spatially resolved modification of the chemical structure of the surfaces
and the related properties. Several methods can be used to tailor the properties of
a surface in order to establish the desired interaction between cells and substrates.
The methods vary in the degree of control they afford in tailoring the interface.
Straightforward approaches that use simple physico-chemical treatments, including
plasma oxidation, and/or surface coating through adsorption or chemical grafting of
proteins or polymers to the surface.

Surface bio-functionalization may provide a way to transform a bio-inert mate-
rial into a biomimetic or even bioactive material by coupling of protein layers to
the surface, or coating the surface with self-assembling peptide scaffolds to lend
bioactivity and/or cell attachment 3-D matrix.

Different approaches to physico-chemical functionalization of materials exist.
We will address essentially processes of surface modification based on the use of ra-
diation treatments, including essentially low- and medium-energy ion beams [168].
The reason for this is clearly related to the quite good understanding of the beam-
induced chemical modifications in polymers [167,169] and the outstanding capabil-
ity of focused ion beams of achieving a direct surface patterning [110].

5.1 Experimental Details

In our laboratory, the biology of fundamental interactions between cells and ma-
terials is studied in relation to the physico-chemical properties of the biomaterial
surface. These properties are determined in terms of chemical composition, wet-
tability and roughness, and modified using both physico-chemical and biological
surface functionalization methods. We study cell adhesion in a controlled fashion,
using adhesion-supporting and -inhibiting substrata, and analyzing the subsequent
cell responses.

The synthetic surfaces used in our investigation included inorganic surfaces as
polycrystalline gold (Au), quartz and glass, and model polymers as different as poly-
hydroxymethylsiloxane (PHMS), polyethyleneterephtalate (PET), polyvinyl chlo-
ride (PVC) and polystyrene (PS).

Surface physico-chemical functionalization was performed by irradiation treat-
ments with low-energy ion beams and intermediate fluence regime in order to obtain
nanostructuring of surface. In this regime of ion fluence, the local modification of
the monomer chemical structure occurs, summing up, until the surface is geomet-
rically saturated, in a process which depends linearly on the fluence. This regime
has been therefore indicated as a mild chemistry regime [167]. During this step,
a new material of completely different chemical and electronic structure is pro-
gressively produced and the related properties, including the optical and electrical
ones as well as the surface density of chemical groups, closely reflect the ion-beam
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induced changes. The produced surface phases are very highly reticulated amor-
phous phases, which may exhibit signs of nanostructuring, due to the chemical re-
organization processes, producing clustering or local densification of the irradiated
polymers. A particularly important point is that the interactions of the irradiated
surfaces with biological objects as cells, proteins and amino acids are also strongly
modified in this regime [168,208,210,214].

In addition, plasma-surface modification has been applied to materials. The
unique advantage of plasma processing is that the surface properties and biocom-
patibility can be enhanced selectively while the bulk attributes of the materials re-
main unchanged. Existing materials can, thus, be used and need for new classes
of materials may be obviated, thereby shortening the time to develop novel and
better materials. A plasma, which can be regarded as the fourth state of matter, is
composed of highly excited atomic, molecular, ionic, and radical species. It is typi-
cally obtained when gases are excited into energetic states by radio frequency (rf),
microwave or electrons from a hot filament discharge. Plasma engineering is usu-
ally reliable, reproducible, relatively inexpensive and applicable to different sam-
ple geometries as well as different materials such as metals, polymers, ceramics,
and composite (for a review, [59]). The high-density of ionized and excited species
in the plasma can change a variety of surface features of normally inert materials
such as polymers, including chemical, tribological, electrical, optical, biological and
mechanical properties. When a polymer is exposed to a plasma and if the plasma
density and treatment time are proper, many functionalities will be created near
the surface and cross-linked polymer chains can be formed. In a typical plasma
implantation process, hydrogen is first abstracted from the polymer chains to cre-
ate radicals at the midpoint of the polymer chains, and the polymer radicals then
recombine with simple radicals created by the plasma gas to form oxygen or nitro-
gen functionalities. Radical species, rather than ion species, that are created in the
plasma zone play an important role in the implantation process. Generally, poly-
mers are hydrophobic, and conversion of these polymers from being hydrophobic
to hydrophilic usually improves the adhesion strength, biocompatibility, and other
pertinent properties. Formation of oxygen functionalities by ion implantation is one
of the most useful and effective processes of surface modification. In general, oxy-
gen plasma is used, but plasmas of other compounds consisting of carbon dioxide,
carbon monoxide, nitrogen dioxide, and nitric oxide can make the polymer surface
hydrophilic as well.

Low energy ion beams are easily adapted to patterning processes, either by us-
ing suitable masks, or by using focused ion beams. Also, plasma processes are
compatible with masking techniques to enable surface patterning, a process that
is commonly used in the microelectronics industry and that, nowadays, finds grow-
ing biotechnological applications, as described above. In the last few years, there has
been increasing use of microfabrication and nanofabrication technology in the study
and uses of cell patterning. This technology has been used for the creation of orga-
nized cell cultures for applications such as drug discovery and tissue engineering;
moreover, this ability to pattern surface chemistry and topography at subcellular di-
mensions has enabled new studies in cell biology. On the other hand, the creation of
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biosensors and cell- based sensors is promoting the development of new technolo-
gies for integrating patterned cells with optical and electronic technology. Various
forms of coatings and roughening have been used. Conventional photolithography
initially was used for chemical and topographical patterning at the micrometer size
scale, bringing modern lithographic approaches to these biological problems. The
effort to structure surfaces with controlled topography at the nanoscale is a more
recent activity. Also, in the last few years, technologies such as contact printing and
lift-off approaches have been used for more complex chemical patterning of sur-
faces. This controlled surface patterning is a component of a new form of biotech-
nology [69]. In our experiments, the micropatterning relies on the spatially resolved
chemical modification of the surfaces, allowing to study, in an exclusive way, the
effect of the progressive surface chemistry on the adsorption/organization processes
of biomolecules interacting with the irradiated surfaces [209].

More dramatic changes in surface chemistry can be obtained by grafting macro-
molecules onto the biomaterial. For example, attachment of poly(ethylene oxide) to
surfaces has been studied extensively. Although results depend on molecular surface
density and chain length, protein adsorption and, subsequently, cell adhesion can be
significantly reduced.

Biological surface modification uses understanding of the cell and molecular bi-
ology of cellular function and differentiation with the aim to control cell and tissue
responses by immobilizing specific biomolecules on surfaces. Since identification
of the arginine—glycine—aspartic acid (RGD) motif as mediating adhesion of cells to
several plasma and extracellular matrix proteins including fibronectin [115], RGD-
containing peptides have been deposited on surfaces to promote cell attachment.
Cell surface receptors in the integrin super-family recognize the RGD sequence,
and this step is critical to many cellular processes, including cell spreading and
integrin-mediated signaling. Another approach to biological surface modification
uses whole biomolecules. Whereas depositing small peptides gives the surface a
specific characteristic such as cell binding to RGD peptides, immobilizing proteins
can provide many functions because of the various domains within the molecule. In-
tact adhesive proteins, such as fibronectin (FN) and laminin, have been immobilized
on biomaterials. Moreover, it is known that upon adsorption to surfaces FN under-
goes conformational changes that affect its biological activity [176]. In particular,
adsorption of FN to different surfaces alters protein structure and modulates spe-
cific integrins binding, cell adhesion, cell spreading and cell migration. The chemi-
cal structure and related electronic properties induced by the irradiation treatments
used in our experiments could be so effective to support FN correct adsorption and
subsequent FN-mediated cell adhesion and patterning. Attachment of growth fac-
tors, which can be produced by recombinant DNA techniques, to surfaces has the
potential to give biomaterials the ability to induce cell growth, activity, and/or dif-
ferentiation. Growth factors, such as epidermal growth factor, insulin-like growth
factor I, and bone morphogenetic protein 4, have been immobilized on biomate-
rial surfaces to induce specific cellular responses that cannot be obtained with only
adhesion-promoting molecules.

In our studies, biological functionalization of synthetic materials was performed
by absorption onto the surfaces of biological molecules, such as RGD, FN or other
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ECM proteins, and absorption or binding of phages/peptides selected by phage-
display technology to a specific target.

Phage display technology and related applications will be addressed in the last
part of the chapter.

Surface modification also can be used to produce surfaces resistant to protein
and cell adhesion. A novel physico-chemical treatment will be presented able to ob-
tain anti-bacterial surfaces that in turn enhance mammalian cell proliferation. These
surfaces have potential for use in tissue engineering applications.

The surface properties obtained by the above-mentioned functionalization meth-
ods were analyzed by X-ray photoelectron spectroscopy (XPS), atomic force mi-
croscopy (AFM) and surface free energy (SFE) measurements. The XPS method
provides unique information about chemical properties of a surface. It is based upon
the photoelectric effect. On irradiation of a sample with a beam of monochromatic
X-rays, they penetrate the surface of the specimen and their interaction with the
atoms in the specimen causes emission of a core level electron. The energy of this
electron is measured and its value provides information about the nature and envi-
ronment of the atom from which it came. An XPS spectrum represents the photo-
electron energy distribution. Because the core electrons of each element have char-
acteristic binding energies, the peaks in the XPS spectra allow identification of all
elements, except H and He. With appropriate elemental sensitivity factors, approx-
imate atomic concentrations can be calculated from the relative intensities of the
peaks. Additionally, because the electron binding energy is determined by the local
chemical environment as well as the type of atom, shifts in the peaks can be used to
obtain information about the chemical bonding state of atoms. Thus, from the anal-
ysis of XPS scans, we can learn which chemical elements the specimen contains,
their ratios and species of each element. XPS has many advantages, including the
high information content, the surface localization of the measurement, the speed of
analysis, the low damage potential, and the ability to analyze most samples with no
specimen preparation.

The AFM is mainly used for topographic surface material characterization. It
uses a piezo drive mechanism: the deflection of a tip mounted on a flexible cantilever
arm, due to van der Waals and electrostatic repulsion and attraction between an atom
at the tip and an atom on the surface, is measured. Atomic-scale measurements of
cantilever arm movements can be made by reflecting a laser beam off mirror on the
cantilever arm. A one-atom deflection of the cantilever arm can easily be magnified
by monitoring the position of the laser reflection on a spatially resolved photosen-
sitive detector. AFM instruments are commonly applied to surface problems using
one of two modes, contact mode and tapping mode. In contact mode, the tip is in
contact with the surface (excellent topographical imaging can be achieved for rigid
specimens in this mode). In tapping mode, the tip is oscillated at a frequency near
the resonant frequency of the cantilever. The tip barely grazes the surface; the force
interaction of tip and surface can affect the amplitude of oscillation and the oscil-
lating frequency of the tip. The amplitude change translates into topographic spatial
information. A major feature of AFM is the ability to acquire three-dimensional
images with angstrom- or nanometer-level resolution. Furthermore, imaging can be
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conducted without staining, coating, or other preparation and under physiological
environmental conditions. Moreover, AFM can function well for specimens under
water, in air or under vacuum. Striking images of surfaces, biomolecules, and cells
can be obtained.

Contact angle analysis involves measuring the angle of contact between a liquid
and a surface. The phenomenon of the contact angle can be explained as a balance
between the force with which the molecules of the liquid (in a drop sitting on a
solid surface) are being attracted to each other (a cohesive force) and the attraction
of the liquid molecules for the surface (an adhesive force). An equilibrium is es-
tablished between these two forces, the energy minimum. The contact angle is an
inverse measure of the ability of a particular liquid to wet the surface. If the liquid
is water, a smaller contact angle indicates a hydrophilic surface, on which water
spreads to a greater extent; a larger contact angle indicates a hydrophobic surface,
on which water beads up. Determination of a material’s surface energy indicates
surface properties better than the mere wettability. Surface energy, defined as the
increased free energy per unit area for creating a new surface, is directly propor-
tional to the tendency of molecules to adsorb. Zisman analysis is commonly used to
approximate surface energy. Values of contact angles for a series of liquids dropped
on the solid are plotted against liquid surface tension; extrapolation of the fitted line
to zero contact angle (where complete spreading occurs) gives the critical surface
tension value. Experimentally, there are a number of ways to measure the contact
angle. In our experiments, the static water contact angles were measured by using
the sessile drop method: 2 — ul liquid drops were applied on at least five different
regions of each sample surface and both sides of the two-dimensional projection
of the droplets were analyzed by digital image analysis. The water advancing and
receding contact angles were measured by the needle-syringe method [182]. The
surface free energies, in terms of apolar Lifshitz—van der Waals and polar Lewis
acid and basic components, were evaluated using the Lifshitz-van der Waals acid
base approach [223], with three test liquids: ultrapure Millipore water, glycerol and
tricresyl phosphate.

The actin cytoskeleton is a highly dynamic network composed of actin polymers
and a large variety of associated proteins, that mediates a variety of essential bio-
logical functions in all eukaryotic cells, including intra- and extracellular movement
and structural support. The actin cytoskeleton is a dynamic structure that rapidly
changes shape and organization in response to stimuli and cell cycle progression.
Orientational distribution of actin filaments within a cell is, therefore, an important
determinant of cellular shape and motility. The function of focal adhesions is struc-
tural, linking the ECM on the outside to the actin cytoskeleton on the inside, and
they are also sites of signal transduction, initiating signaling pathways in response
to adhesion. We use immunofluorescence to visualize subcellular distribution of
biomolecules of interest. Most commonly, immunofluorescence employs two sets of
antibodies: a primary antibody is used against the antigen of interest; a subsequent,
secondary, dye-coupled antibody is introduced that recognizes the primary antibody.
Typically, this is done by using antibodies made in different species. For example,
a researcher might create antibodies in a goat that recognize several antigens, and
then employ dye-coupled rabbit antibodies that recognize the goat antibody constant
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region (denoted rabbit anti-goat). This allows reuse of the difficult-to-make dye-
coupled antibodies in multiple experiments. In some cases, it is advantageous to
use primary antibodies directly labeled with a fluorophore. This direct labeling de-
creases the number of steps in the staining procedure and, more importantly, often
avoids cross-reactivity and high background problems. As with most fluorescence
techniques, a significant problem with immunofluorescence is photobleaching. Loss
of activity caused by photobleaching can be controlled by reducing the intensity or
time-span of light exposure, by increasing the concentration of fluorophores, or by
employing more robust fluorophores that are less prone to bleaching (e.g. Alexa
Fluors). In our studies, we perform a very sensitive immuno-cytochemical staining
that combines Alexa Fluor-labeled Phalloidin to map the local orientation of actin
filaments within cell, a monoclonal antibody to microtubulin that is very specific
for the staining of microtubules in cells and the fluorophore DAPI for the fluores-
cent labeling of nuclei. Immunofluorescent labeled cell cultures were studied using
a fluorescence microscope. Fluorescence techniques require special, strong illumi-
nation sources, typically mercury or xenon arc lamps; and detection is typically
achieved with sensitive imagers, e.g. cooled CCD cameras or photomultiplier tubes.
In wild-field epifluorescence microscopy, illumination light from a Hg arc lamp is
first passed through a band-pass filter that rejects all light save those wavelengths re-
quired to excite the fluorophore (the excitation band pass filter). Next, this excitation
light hits a special mirror, the dichroic mirror, located directly behind the objective
lens. The purpose of the dichroic mirror is to reflect shorter wavelength excitation
light, but allow longer wavelength emission light to pass. The shorter wavelength
excitation light is reflected by the dichroic mirror into the objective and delivered
to the specimen, where the light is absorbed by the fluorophore and reemitted at a
longer wavelength. This light is emitted in all directions; however, a portion of the
emitted light is collected again by the objective lens to form the image. This light
passes back through the objective and again hits the dichroic mirror. Now, the longer
wavelength emitted light is passed by the dichroic mirror and the beam travels onto
one last filter (the emission filter, or barrier filter), which rejects all but the emission
wavelengths, thus leaving a clean signal that is composed only of light from the
excited fluorophore. The three filter elements (excitation filter, dichroic mirror and
emission filter) together for a filter set, each specific to the spectral characteristics
of one particular fluorophore.

5.2 Some Images

In our studies, we perform immuno-cytochemical staining that combines a mouse
monoclonal antibody to microtubulin and a secondary FITC-conjugated anti-mouse
antibody for the specific green staining of microtubules in cells, and the fluorophore
DAPI for the fluoroescent blue labelling of nuclei (Figs.1,2).

We have, then, performed a multiple fluorescent labeling method by which we
can see nuclei in blue, tubulin in red, actin and focal contacts in green and functional
mitochondria as bright orange spots (they are labeled by CTC, a tetrazolium salt
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Fig. 1 VERO cells with nuclei and microtubles labelled by immunofluorescence

that becomes orange-fluorescent when reduced by respiratory activity of mitochon-
dria) (Fig. 3). Thus, we have also a functional information about cell adhering on a
surface.

With the same technique, we observed normal human dermal fibroblast (NHDF)
adhesion on a gold surface and the same surface biofunctionalized with fibronectin
[109] (Fig. 4).

Additionally, we obtained high resolution micropatterned surfaces for the cre-
ation of organized mammalian cell patterns for applications such as biosensors
and, in particular, single-cell arrays. We report here biofunctionalization of PHMS

(a) (b)

Fig. 2 Mitotic spindles are well visible at 400x (a) and 630x (b) magnification, thus allowing to
assess cell responses to modified surfaces in terms of spreading and proliferation
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Fig. 3 VERO cells labeled with multiple fluorescent method; 630x magnification

surfaces by controlled ion implantation and fibronectin adsorption aimed to enhance
promonocytic cells (U937) adhesion and spatial confinement [212] (Fig. 5).
Guided cell alignment is a fundamental process in development and regenera-
tion. Cell alignment during development appears to be controlled in part by extrinsic
guidance cues and also by local influences on cell behaviour resulting from cell-cell
interaction. A variety of potential guidance cues are thought to be capable of convey-
ing directional information to cells, likely by operating in concert. In particular, the
shape and chemical composition of surfaces can have a bi-directional influence on
cell orientation, a phenomenon which was firstly described as contact guidance by

(a) (b)

Fig. 4 NHDF cells adhered on gold (a) and fibronectin-adsorbed gold (b) labeled with multiple
fluorescent method
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Fig. 5 U937 cells patterned on irradiated and fibronectin-adsorbed PHMS; 200x magnification

Weiss [263-265]. Cell guidance by surface topography [64] and patterned surface
chemistry [66] has been studied many times using modified substrates. While this is
of interest in developmental biology, identification of synergistic cell guidance prop-
erties of substrates could very well improve the performance of prosthetic implants
intended to facilitate and promote regeneration or wound repair.

Here, we present the results of a study on NHDF cells seeded onto microfab-
ricated PHMS surfaces [211]. NHDF cells adhered in a selective way onto the
patterned surfaces of PHMS, demonstrating the possibility to obtain alignment and
controlled positioning of fibroblasts by surface ion irradiation on stripes of given

Fig. 6 NHDF cells aligned (a) onto micropatterned PHMS (b); 200x magnification
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dimensions (Fig. 6). Immunocytochemical studies of cytoskeletal components of
the NHDF cells were carried out to determine the cellular events underlying the
resultant alignment.

In highly aligned cells inside the irradiated stripes, F-actin stress fibers were or-
ganized in bundles running parallel to the orientation of the stripes (Fig. 7), whereas
they spanned randomly the cytoplasm of cells adhered onto unirradiated surfaces.
This coincidence of cytoskeletal maturation and alignment suggested that they are
interdependent processes. Co-localization of surface chemistry and stress fibers in
aligned cells points to an integrin-based adhesion pathway [249]. Some authors Gin-
gell [112] have speculated that membrane receptors relevant to cytoskeletal forma-
tion may accumulate as a response to topographic stimulation. Topography presents
powerful cues for cells, and it is becoming clear that cells will react to micromet-
ric [65,79,116,197,221], as well as nanometric [49,75,76,91], scale surface features.

The basis for enhanced guidance observed in our study is likely to be mutual
reinforcement of topographic and adhesive effects of ion irradiation. Cells recog-
nize surface features and react to them, resulting in contact guidance. It is known
that when a suitable site for adhesion has been detected, focal adhesions and mature
actin fibers are formed; tubulin microtubules are then recruited, stabilising the con-
tact [184]. The assembly of FC is itself stimulated by local tyrosine-specific protein
phosphorylation, triggered by tension applied to the FC-anchored adhesion com-
plexes by the attached bundles of actin filaments [23]. Our results suggest that the
more mature cytoskeleton observed on the irradiated stripes was applying more ten-
sion to integrins, resulting in more clustering and larger contacts. Increased integrin
clustering may result in enhanced transduction of cell signals to the nucleus, and
therefore, fast rates of proliferation and tissue formation. Thus, it appears that both
topographic and surface chemical effects of ion irradiation on PHMS are able to alter
the morphology and orientation of fibroblasts cells, and hence may be able to control
their growth and differentiation. The ability of the substrate to promote the forma-
tion of focal contacts and the development of the cell cytoskeleton are important for

(@) (b)

Fig. 7 Alignment of actin fibers is well visible, within cells adhering inside the irradiated stripes,
at 400x (a) and 1000x (b) magnification
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the performance of the material. This possibility may have important applications,
besides obviously in tissue engineering, also in preparation of cell-based integrated
circuits, in a general perspective of bioelectronics devices.

As for bacterial adhesion in relation to properties of functionalized surfaces, we
report here images of a novel surface polymer modification able to prevent bacte-
rial colonization while improving controlled cell adhesion [44]. The number of both
Gram-positive and Gram-negative bacteria adhered is significantly reduced with re-
spect to the control surfaces (Fig. 8), while VERO cells adhesion and spreading are
enhanced on the modified surfaces (Fig. 9). The obtained properties are important
issues in development of new biomaterials.

(a)

Fig. 8 S. aureus onto untreated (a) and UV-Oj3 treated PHMS (b); 1000x magnification

(a)

Fig. 9 VERO cells onto untreated (a) and UV-O3 treated PHMS (b); 40x magnification

On the other hand, some of the functionalization methods used prompt
a massive and unusually fast formation of complex three-dimensional biofilm-like
structures [42] (Fig. 10).
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Fig. 10 P. aeruginosa biofilm-like structures observed after only 2 hours on irradiated PHMS with
epifluorescence microscopy (a) and SEM (b)

The bacterial adhesion behavior has been studied also onto polymer surfaces
nanostructured into bidimensional arrays of nanopores, and a very active role
of the internal hydrophilic area of nanopores in bacterial response was demon-
strated [213](Fig.11).

Fig. 11 P. aeruginosa pattern (a) onto nanostructured PHMS (b, AFM image)

At the nanometer scale, a very important aspect must be considered, that is the
specificity of nanostructured surfaces in stimulating specific response of large sys-
tems as cells, opening new very interesting views on the way the cells can sense
nanometric surface features.
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6 New Advances in Cellular Patterning

One of the crucial features in the fabrication of effective cell-based biosensors is the
localized geometric confinement of cells, without losing their viability and sensing
capability. The ability to generate even large area patterns of biological materials
offers great advantages and opens the door to a wide range of applications in the
field of biosensor technology as well as drug discovery.

A number of methods have been reported for patterning biomaterials (mainly
cells and proteins). The first class of techniques involves direct transfer of the bio-
material to a substrate using a suitably prepared master stamp. A number of spe-
cific methods within this class have been described including microcontact printing,
membrane-based patterning, micro-molding in capillaries, and laminar flow pattern-
ing. The second class of bio-patterning methods relies on selective chemical or phys-
ical modification of the substrate surface to control cell adhesion. This approach has
typically relied on linking of the biomaterial through a specific interaction, e.g. a
covalent bond or a protein-protein interaction, or manipulation of surface charge,
hydrophilicity or topography. Recently, a micro-patterning method of bacterial cells
into geometric structural units, defined as corrals, has been reported (Rowan et al.
2002), based on a four-step soft lithographic process.

We found a new approach for cellular patterning using dewetting processes to
control microbial adhesion and spatial confinement on modified surfaces. We gave
the first demonstration of self-organization prompted by dewetting in microbial dis-
tribution on modified surfaces, with coccoid bacteria, rod-shaped bacteria and, very
interesting result, the yeast Candida albicans showing similar patterns. We pro-
posed this as a novel potential method for patterning of microbial cells, simpler
and more rapid than the usual ones, but reliable and controlled by well defined pa-
rameters [45].

An alternative approach for controlled two-dimensional nanoparticle organiza-
tion on a solid substrate by applying dewetting patterns of charged polymer solutions
as a templating system has been recently presented [155]. This method of controlled
particle alignment held an attractive feature in its relative simplicity, compared to
other methods that require chemical modifications and ligand grafting onto the par-
ticles and on the templating substrate. In fact, the template morphology depends
on easily controlled parameters, such as the polymer charge density, concentration
and dewetting rate, as previously demonstrated by the same authors [154]. Thus,
complex morphologies including holes, polygonal networks, bicontinuous struc-
tures and elongated structures that are stabilized by viscous forces were produced
from dewetting and served as potential templates for nanoparticle organization on a
solid substrate.

The particle ordering process was a two-step mechanism: an initial confinement
of the nanoparticles in the dewetting structures and self-assembly of the particles
within these structures upon further drying by lateral capillary attractions [154],
as firstly described for micrometer-size polystyrene latex spheres dewetted on a
glass substrate [85]. The dewetting of charged polymer solutions was shown to be
a potential method for controlled nanoparticle assembly on a solid substrate. While
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dewetting morphologies were controlled by polymer solution properties, the tem-
plating of the nanoparticle assembly by these polymer films was controlled by the
particle size with respect to the thickness of the dewetting film. The easy control of
these parameters renders this approach highly attractive as a potential method for
directed nanoparticle organization.

In our study, we demonstrated the possibility to control yeast cell organization
on polymer surfaces to produce open structures, such as polygonal networks and
bicontinuous or elongated structures, using dewetting patterns as templates [45].
We obtained a cellular self-assembly on chemically well-defined solid substrates
after controlled dewetting processes. When an aqueous dispersion of particles is de-
posited on freshly cleaved mica and allowed to dry by evaporation, regions of two-
dimensional aggregates are formed, resulting from the self-assembly of particles, a
process that has been described by the two-stage mechanism [85]— formation of a
nucleus of an ordered phase and convective transport of particles toward the ordered
domain. Thus, to form open structures from a drying cell suspension, a control over
the nucleation stage of the ordering process is required. The approach adopted in
our study involves the control of the nucleation process, by initial cell-substrate in-
teractions, depending on both cell and polymer surface properties. Lateral capillary
attractions of the cells confined in the dewetting structures further complete the self-
organization process. With this aim, chemically well-defined polymer surfaces were
prepared and characterized to be used in cell adhesion and distribution investigation,
and the possibility of a selective cellular patterning by means of self-organization
phenomena prompted by dewetting processes was demonstrated [45].

Our method offers several advantages over traditional cellular patterning meth-
ods. We utilize a method yielding excellent spatial control, to shape and confine our
biologically sensitive layer in a pre-casting platform array for potential whole-cell
biosensors. We have demonstrated the formation of geometrically well-defined cel-
lular patterns. Single yeast cells were immobilized, forming a high-density fractal
array that allows for a scale-free measurement of cell response by a potential trans-
ducer. This whole-cell biosensor platform should be very sensitive since each cell
acts as an individual, independent sensor, and averaging responses from multiple
identical sensors improves the signal to noise ratio. The cellular patterning proce-
dure is simple and the immobilized cells retain their full sensing capabilities.

One of the most intriguing properties of many dynamical systems is their abil-
ity to spontaneously generate spatial and spatiotemporal patterns. These have been
well studied in fluid dynamics (for example, convection patterns), materials (crys-
tal growth), ecology (formation of herds), to mention only a few examples. Similar
types of patterning arise in biological systems, and elucidating the underlying mech-
anisms responsible for this phenomenon has been the goal of much experimental
and theoretical research. There are now a vast number of mathematical and com-
putational models proposed to account for pattern formation in biology, besides a
number of different areas.

In order to understand and deeply investigate our patterns of microbial cells with
the final aim to control the micropatterning process proposed, we first introduce a
model based on self-organization.
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Self-organized criticality is an important framework for understanding the emer-
gence of scale-free natural phenomena [34]. It has emerged as an important
mechanism for understanding the appearance of scale-free structures in physics and
a variety of other disciplines. The idea of self-organized criticality has been ap-
plied to problems in a number of fields, including geology [8,41], cosmology [51]
and evolutionary biology [7, 140]. It was demonstrated that dissipative dynamical
systems with extended spatial degrees of freedom naturally evolve toward a self-
organized critical state that is barely stable, with spatial and temporal power-law
scaling behavior [9]. Power law is a unique universal ubiquitarious law governing
fractal distributions that is linear on logarithmic scales, where the critical expo-
nent corresponds to the slope of the straight line representing the distribution. Self-
organized systems are universal, but the exponents depend on the physical details
of each system. In our studies, we used power law to qualitatively assess different
dynamic regimes in microbial cell distribution. We demonstrated that a bacterial
distribution is fractal when on logarithmic scales it appears to be a power law, i.e.
it is fitted in a straight line, and it is characteristic of self-organized criticality; on
the contrary, the bacterial distribution is chaotic when it doesn’t exhibit a power law
behavior, i.e. there are deviations from an exact straight line [43].

The combination of dynamical minimal stability and spatial scaling leads to a
self-similar fractal structure. Self-similar fractal structures are widespread in nature:
the physics of fractals could be that they are the minimally stable states originating
from dynamical processes that stop precisely at the critical point. Actions of each
component in a fractal distribution are governed by interactions with others, i.e. by
a cooperative behavior. To illustrate the basic idea of self-organized criticality in a
transport system, Bak et al. [9] introduced the example of a pile of sand. Supposing,
to start from scratch, the pile is building by randomly adding sand, a grain at a time.
The pile will grow and the slope will increase. Eventually, the slope will reach a
critical value; if more sand is added, it will slide off. Alternatively, if the pile is too
steep, the pile will collapse until it reaches the critical state, such that it is just barely
stable with respect to further perturbations. The critical state is an attractor for the
dynamics. As the pile is built up, the characteristic size of the largest avalanche
grows, until at the critical point, there are avalanches of all sizes up to the size of
the system. The energy is dissipated at all length scales; once the critical point is
reached, the system stays there.

Given the complexity of these phenomena, it is important to have a variety of
simple models in which the fundamental properties of self-organized criticality can
be studied. One of the simplest and most interesting class of models in which self-
organized critical behavior can occur are finite state cellular automata. In partic-
ular cellular automata (CA), which are a special case of cellular neural networks
(CNNs), a well-known paradigm for modelling and emulation of non-linear phe-
nomena in spatially extended systems, provides simple interesting models to study
self-organized criticality. CA are discrete dynamical systems constituted by arrays
of identical, locally connected cells ruled by simple laws [240]. The first CA was
introduced by Conway and is the well known Game of Life [22]. Since their ori-
gin, CA have been applied to simulating physical and biological systems which
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are difficult to be modeled by differential equations because of their non-linear and
spatially distributed nature [269]. The literature on the use of CA for biological
modelling is rapidly growing and it is almost impossible to cite all contributions. As
regards bacterial cells, it is worth mentioning the works related to the morphology
of bacterial colonies [18,218] and on the structure of microbial biofilms [135]. We
developed a two-dimensional cellular automaton simulation of the microbial pat-
terning process observed that faithfully reproduce our experimental results [35]. In
the proposed CA model, the polymer is considered as a grid of compartments (cells)
in which bacteria may adhere. It is important to distinguish between adhered bacte-
ria and unattached bacteria that can freely move on the polymer surface. Therefore,
the status of each cell of the automaton represents three different conditions: there
is no bacterium in the compartment, there is an adhered bacterium, there is a free
bacterium. The CA model is ruled by simple laws that determine how a bacterium
reaches the polymer surface and how it adheres to it [35]. More precisely, the law
regulating patterning of free bacteria is the following: free bacteria move in random
directions and adhere if they encounter other adhered bacteria. This rule accounts
for the aggregative behavior of bacteria. Figure shows the result of CA simulation
after 100, 200 and 300 steps. Simulation and experimental images perfectly match
at every magnification level and also the quantitative comparison, performed by
Hausdorff dimension measurement, demonstrates that microbial distribution is not
stochastic but ordered in geometrically well-defined patterns. A suitable measure to
compare the two pairs of pictures comes from the theory of fractals: the Hausdorff
dimension, computed by using the box counting method.

The very important point is that the results of the CA model simulation are a
confirmation of the fact that the microbial patterning is the result of a first phase in
which microbial cells adhere to the surface and a second, self-organizing process
ruled by local laws of interactions. These local laws among the elements of the
complex system can account for the formation of the patterns observed.

More recently, to address the understanding of the complex biological phenom-
ena described, we introduced a more complex and detailed computational model,
exploiting NetLogo software to compile and simulate an on-purpose developed al-
gorithm [47]. It is an agent-based model where the agents qualitatively mimic the
essential features of real bacteria to reproduce the observed behavior: motion and
aggregation. We have planned to extract quite abstract principles from biological
knowledge and the experiments and apply them to model the phenomenon observed.
In this sense, our approach is similar to the so-called generic modeling introduced
by Tsimring et al. [246], where the biological behavior of bacterial growth is mod-
eled and explained by generic features and basic principles elicited from biological
considerations and experimental observations. In particular, several generic models
can be grouped into the category of discrete generic models [19,141]. These mod-
els share the idea of representing microorganisms by discrete moving entities and
of describing the time evolution of nutrients or chemicals with reaction-diffusion
equations. We focus on the surface and propose a model based on discrete entities
which represent bacteria on it. Each bacterium is essentially a random walker which
may adhere on the surface, i.e. stop moving and become fixed at a given position.
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The mechanism underlying this process is based on the relative (local) density of the
other bacteria. In fact, an element of the model was considered an abstract principle
representing the dichotomy between nutrient exchange efficiency and tendency to
form bacterial structures. On the one hand, bacteria tend to stay closer and form
stable structures that can then evolve into micro-communities and biofilms. On the
other hand, bacteria tend to maximize the exchange surface, i.e. to create regions in
which the density of bacteria is low and thus rich of nutrients. The access to these re-
gions is favoured by fractal structures as those observed in real experiments. Model
simulations matched the experimental results, indicating a threshold behavior with
respect to the minimum value of the density of bacteria on the surface needed to ob-
serve a self-organized structure. Thus, the idea underlying this rule is that the con-
dition for aggregation is that a sufficient number of bacteria on a given area should
exist, otherwise all the bacteria in that area move. We showed that these very simple
principles may explain the apparently complex process of microbial patterning.

The cellular patterning procedure we proposed is simple and the immobilized
cells retain their full functions and viability [43]. Our data showed that Staphylo-
coccus aureus cells were viable in phosphate buffered solution to six hours showing
viable cell number less than 10-fold lower than the initial one; then, it halved its
number after 24 hours of incubation in buffer. In addition, very similar cellular pat-
terns were obtained when dewetting processes were performed in either buffer or
rich culture medium. These results indicated that dewetting process is a very suit-
able method to obtain patterns of viable microbial cells.

Furthermore, our method allows selective adhesion and patterning of synchro-
nized cells. Intact cells are very attractive candidates for the development of
biosensors, because of their highly selective and sensitive receptors, channels, and
enzymes; however, one of the major drawbacks of whole cell-biosensors is the het-
erogeneity of cell population. Individual microbial cells, even those in a clonal
population, may differ widely from each other in their physiology, biochemistry
or behavior. The capability of selectively patterning synchronized microbial cells
overcomes this problem. To this aim, we prepared chemically well-defined polymer
surfaces allowing the selective adhesion of cells only in the balanced phase of their
growth curve, whereas cells from the beginning of stationary phase and thereafter,
did not adhere on the modified surface [46].

In addition, by this templating system, large-scale pre-casting microbial arrays
can be prepared and stored by lyophilization, holding promise as platforms for
BioMEMS devices. We show S. aureus patterns obtained on quartz maintained 90%
cell viability, assayed by LIVE/DEAD Kkit, after lyophilization [46].

In conclusion, we proposed this new technology as a useful tool for preparation
of microbial arrays that hold promise as platforms for a number of biotechnolog-
ical applications. For example, C. albicans cells on plasma-treated PET form, af-
ter dewetting, a typical hexagonal array very similar to that obtained by artificial
micropatterning [45].

The control of dewetting behaviour to produce cellular patterns offers a potential
templating system for preparation of large-scale microbial arrays that hold promise
as platforms for BlioMEMS devices, as diagnostic chips for detection of chemical
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pollutants and/or toxins in the environment (biosensing), and HTS applied to drug
discovery. In fact, it should be possible, for example, to prepare large libraries of
mutant microorganisms, pattern them into well-defined fractal arrays, and then in-
dividually examine the arrays when they are dosed with small molecules such as
drug candidates or environmental analytes. Microfluidic systems are ideally suited
for implementing such assays on bioarrays such as these.

6.1 Perspectives of Microbial Arrays

Microbial arrays obtained with our proposed novel technology of micropattern-
ing are characterized by the highest cell density on the least surface area, and this
very important property makes them attractive candidates as platforms not only for
whole-cell biosensors and diagnostic chips, but also for other topical applications
such as microbial fuel cells and microbial filters.

6.1.1 Microbial Fuel Cells

A microbial fuel cell (MFC) is a device that directly converts chemical energy to
electricity by the catalytic reaction of microorganisms on the anode side. The driving
force is the redox reaction of a carbohydrate substrate, such as sugars and alcohols,
using a microorganism as catalyst, therefore noble metal is not needed, and working
conditions are mild— ambient temperature, normal pressure and neutral pH. The
existing MFCs have shown good stability for long operating periods, the runs have
lasted for over one month. Moreover, the reactions are self-regulating, and self-
discharge is negligent. Reaction does not require heat exchange or cooling down.

There are two types of microbial fuel cells. One involves the utilization of elec-
troactive metabolites, e.g., hydrogen, converted by microbial metabolism from sub-
strate, and another involves the utilization of mediators as electron transporters from
a certain metabolic pathway of the microorganism to electrodes.

A typical MFC consists of anode and cathode compartments separated by a
cation-exchange membrane (CEM). In the anode compartment (with a gas sparger
to remove air), fuel is oxidized by microorganisms on the anode surface generat-
ing electrons and protons. Electrons are transferred through an external circuit to
the cathode and create current, and the protons through the membrane to sustain
the current. Typically, electrons and protons are consumed in the cathode compart-
ment reducing oxygen to water by a catalyst such as platinum. The electron transfer
can occur either via membrane-associated components, soluble electron shuttles or
nanowires.

After using baker’s yeast as microorganism in the MFC a few years ago, bac-
teria have been used. One of the main reasons to use bacteria is that they could
survive in a higher pH solution; this offers a lower anodic potential, which makes
a higher potential difference in the terminals of the fuel cell. The electrochemical
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reaction and the reduction of terminal electron acceptors typically occur inside the
bacterial cells and most of the microbial cells are electrochemically inactive. In
their model, Zhang and Halme [279] assumed that electron transfer to the elec-
trode surface was carried out by an electron-transfer mediator. The electron transfer
from microbial cells to the electrode, in fact, can be facilitated by mediators such
as potassium ferric cyanide, thionine, methyl viologen (methyl blue), humic acid,
neutral red, etc. [84, 158]. Most of the mediators available are expensive and toxic.
Recent discoveries, however, revealed that some dissimilatory metal-reducing bac-
teria such as Geobacter and Shewanella species can directly transfer electrons out
of their cell onto solid electrode surfaces [25]. Biochemical and genetic character-
izations indicated that outer-membrane cytochromes can be involved in exogenous
electron transfer [165, 177, 180]. Among the electrochemically active bacteria are
Shewanella putrefaciens [142], Aeromonas hydrophila [73] and others. Also, some
bacteria produce and use soluble electron shuttles that eliminate the need for di-
rect contact between the cell and electron acceptor [248]. For example, phenazine
production by a strain of Pseudomonas aeruginosa stimulated electron transfer for
several bacterial strains [196]. This extracellular electron transfer facilitates the use
of these bacteria as catalysts in electrochemical cells which oxidize a variety of
electron donors and to capture the electrical energy produced. On the other hand,
the recent discovery of nanowires introduces a whole new dimension to the study of
extracellular electron transfer. These conductive, pilus-like structures, identified so
far in Geobacter sulfurreducens PCA [199], Shewanella oneidensis MR-1 [114], a
phototrophic cyanobacterium Synechocystis PCC6803 [114], and the thermophilic
fermenter Pelotomaculum thermopropionicum [114], appear to be directly involved
in extracellular electron transfer. Disruption of a pili gene in G. sulfurreducens elim-
inated the bacterium’s ability to reduce insoluble electron acceptors [199]. Dele-
tion of the genes associated with two c-type cytochromes (MtrC and OmcA) in
S. oneidensis resulted in poorly conductive nanowires, loss of electrochemical ac-
tivity, and loss of the ability to reduce insoluble electron acceptors [114]. These
nanowire structures allow the direct reduction of a distant electron acceptor. This
removes the need for soluble mediators that would be lost in a continuous-flow
MEC and may allow for direct interspecies electron transfers.

A photosynthetic electrochemical cell (PEC) uses a photosynthetic microorgan-
ism (or its subcellular components) to generate electricity. Synechococcus sp [273]
and Anabaena variabilis [237] have been studied. It was understood that PECs gen-
erate electricity from both photosynthesis and catabolism of endogenous carbohy-
drates in the light and from catabolism alone in the dark. Provided with light, the
photosynthetic bacterial cells carry on the reactions of photosynthesis, converting
CO; and H,O into O, and carbohydrates (e.g. glucose). During photosynthesis,
electrons are being shuttled in the diffusional electron carriers NADPH or along
a series of thylakoid-membrane-bound enzyme complexes of the electron trans-
port chain. These electrons (and protons) are siphoned from their normal photosyn-
thetic duties either from NADPH or the transport chain by redox electron mediator
molecules that have diffused into the bacterial cells. Then, these reduced (electron-
and proton-carrying) mediators make their way back by diffusion out of the bacterial
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cells, through the buffer solution, and eventually donate the electrons to the anode.
Just as in the MFC, the electrons then travel through an external load into the cathode
chamber, where they reduce the oxidant ferricyanide (Fe(III)). The protons cross the
PEM from the anode into the cathode, where they combine with the reduced oxidant
(Fe(IT)) or with O, and electrons from the reduced oxidant to release HO.

It is clear that more work is needed to develop a comprehensive model of MFCs
in order to improve our understanding of MFCs and to optimize their design and
operation.

Microbial fuel cells have a number of potential uses. The advantages to using
a MFC as opposed to a normal battery is that it uses a renewable form of energy
and would not need to be recharged like a standard battery would. Further, they
could also be built very small [54] and they operate well in mild conditions, 20°C to
40°C and also at pH of around 7 [36]. The first and most obvious use is harvesting
the electricity produced for a power source. Virtually any organic material could be
used to feed the fuel cell, and a MCF is more efficient than standard combustion
engines that are limited by the Carnot Cycle. In theory, a MFC is capable of en-
ergy efficiency far beyond 50% [278]. The most immediate and useful applications
for MFCs are in wastewater treatment [195] and as power sources for environmen-
tal sensors [111], but opportunities for other applications exist, most recently in
biomedicine, as power sources for pacemakers and microdevices, using glucose or
other substrates from the blood stream [54]. With modifications, MFC technologies
could find applications ranging from Hj production [159] to renewable energy pro-
duction from waste biomass [283]. Moreover, the basic system could be modified
for environmental bioremediation: power can be put into the system to drive de-
sired reactions to remove or degrade chemicals. Bacteria are not only able to donate
electrons but can also accept electrons from the cathode. By poising the electrodes
at =500 mV, Gregory and Lovley [118] were able to precipitate uranium directly
onto a cathode because of bacterial reduction. Nitrate can also be converted to ni-
trite when electrodes are used as electron donors [117]. Electrolytic cultivation has
been used to extend the growth rates of suspensions of iron-oxidizing bacteria in the
laboratory [171].

Different shapes of the anode and the cathode are studied. It seems that the thick-
ness of the anode compartment should be less than 2 cm and larger membrane area
is needed for a high energy output. On the other hand, the size of the biological fuel
cell is important factor for the efficient energy conversion from chemical to electri-
cal energy. The smaller size of the fuel cell improves the efficiency. Miniaturized,
portable power sources are important components for the realization of complete
microsystems. Micromachined microbial fuel cells (WMFCs and UWPECs) were first
reported by Chiao et al. [57] and then optimized in their operation by the same re-
searches [58]. A bulk micromachining process was used to fabricate the fuel cells,
and the prototype had an active proton exchange membrane area of 1cm?. Two
different microorganisms were used as biocatalysts in the anode: Saccharomyces
cerevisiae (baker’s yeast) to catalyze glucose, and Phylum Cyanophyta (blue-green
algae) to produce electrons by a photosynthetic reaction under light. In the dark,
the LWPEC continued to generate power using the glucose produced under light. In
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the cathode, potassium ferricyanide was used to accept electrons and electric power
was produced by the overall redox reactions. The uMFCs and UPECs may find ap-
plications in powering electronic and MEMS devices. Although the power density
reported is low and cannot find practical applications, with the advances in bio-
chemistry and microbial fuel cell field, researchers can one day optimize microbial
chemistry that could be used in uMFCs and uPECs.

Challenges remain for MEMS researchers to build small-scale anode and cath-
ode chambers that are suitable for specific microorganism/mediator combination
and to develop a scalable or modular MFC-based technology that can provide, in a
cost-effective manner, the large microbial surface areas needed. Our proposed novel
micropatterning technology allows us to obtain microbial arrays with properties that
make them very attractive to meet these requirements.

6.1.2 Microbial Biofilters

A biofilter is one of several air pollution control technologies that use microor-
ganisms to treat odorous air. Microorganisms in biofilters perform the removal and
oxidation of compounds from contaminated air. Smelly air emissions generally con-
tain low concentrations of hydrogen sulfide, mercaptons and other reduced sulfur
compounds, which the microorganisms use as food for energy and nutrients. The
by-products are primarily water, carbon dioxide, mineral salts, some organic com-
pounds and more microorganisms.

Patent applications for odor control using biofiltration have been filed since
the 1950s for soil filters and large biological trickling filter plants. Biofilters have
been designed primarily for odor control at wastewater treatment plants, rendering
plants and composting operations. During the 1990s, biofilters were also used to
remove airborne contaminants including aliphatic and aromatic hydrocarbons, alco-
hols, aldehydes, organic acids, acrylate, carbolic acids, amines and ammonia. They
are becoming more popular in the treatment of volatile organic compounds, as an
innovative method to treat toxic air emissions from commercial processes. These
substances are not just smelly, they are dangerous as well. A well-managed biofil-
ter can reduce odor emissions by 85%, hydrogen sulfide by 90% and ammonia by
around 60%. Emission reductions can vary widely from 20% to nearly 100%. Biofil-
ter media moisture content and residence time (the time required for the air to pass
through the biofilter media) are key factors that affect effectiveness. Based on re-
search and reports on industrial biofilters made using wood chips and compost, they
are expected to last 5 to 10 years.

Previously, biological waste gas purification has been reported for several air
pollutants [88, 121] including ethylene (CoH4) [83,252]. A biofilter which elimi-
nated CoHy from the high parts-per-million range to levels near the limit for plant
hormonal activity (0.01 to 0.1 ppm) was developed [94]. Isolated ethylene-oxidizing
bacteria were immobilized on peat-soil in a biofilter and subjected to an atmospheric
gas flow with CoHy. Ethylene was removed to 0.017 to 0.020 ppm. Reduction of
C,Hy4 to such extremely low levels is attractive at industrial point sources and is
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an important prerequisite for the development of a biofilter for use in horticultural
storage facilities. Other characteristics of the biofilter which were favorable for such
use included the operational stability extended for more than 75 days, the removal
adapted at 10°C, and storage of the inoculated peat-soil for 2 weeks at 20°C. A re-
cent study demonstrates that biotrickling filters can replace chemical scrubbers and
be a safer, more economical technique for odor control [107].

The purpose and underlying concept of in-situ bioremediation (ISB) is to attenuate
hazardous compounds in the soil by bio-transforming these substances into innocuous
forms. The first commercial ISB system was implemented in 1972 at a pipeline failure
site in Pennsylvania. ISB system involves the addition of nutrients and suitable elec-
tron acceptors to the contaminated soil to promote the breakdown of the contaminants
by microorganisms in place. ISB does not include any treatments that require exca-
vation of contaminated soil or pumping of groundwater to a treatment system. The
in-situ microbial filter ISMF) represents a specific application of ISB. This applica-
tion involves placing sand mixed with non-indigenous microorganisms into a trench
in the subsurface ahead of the contaminant plumes. The contaminants in the ground-
water are metabolized by the microorganisms as the groundwater flows through the
trench. This remediation method can reduce or eliminate groundwater contamina-
tion, thus reducing the need for extensive monitoring and treatment requirements.
ISMFs have the following advantages: removal of contaminated soil is only limited
to the trench excavation; contaminants in the subsurface are degraded in-situ instead
of transferring them to another medium; a continuous input of energy for pumping
groundwater is not required, thus the system will not be prone to failure due to me-
chanical breakdown or power outage; the filters will continue to operate with only
minor inputs of energy to supply the required oxygen and nutrients, and maintenance
is limited; and, since water is not brought to the ground surface for treatment, technical
and regulatory problems related to discharge of treated water are avoided and scarce
groundwater resources are not wasted. ISMFs are a relatively inexpensive treatment
method for the above reasons. Also, using an ISMF will often allow remediation to
proceed without interrupting the normal site activities, and there are no additional
costs due to temporary storage or transportation of contaminated soil. In addition, the
sandy soil biofilter material will not need removal once remediation is complete. One
study focused on the use of ISMFs for the remediation of naphthalene-contaminated
groundwater [261]. However, till now biofilters are used mainly for odor control or
air pollutants decontamination for problems of blocking and flux control in ISMFs.
The ability to obtain ordered microbial arrays with a fractal geometry by our proposed
patterning technology could overcome these problems and allow biofilter use also for
liquid decontamination.

7 Bio-functionalization by Phage-Displayed Peptides

Finally, perspectives are presented of surface bio-functionalization by phage-
displayed peptides, which can act as highly specific and selective probes in bioaffinity
sensors, can be used in development of nanomaterials and cantilever-based
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nanodevices for biosensing, and can mimic ligands of cell receptors involved in sig-
naling that affect the cellular fate.

7.1 Phage Display Technology

We used phage display technology, a powerful tool for selection of short random
peptides with high affinity to target structures of interest. Phage display technol-
ogy involves the expression of random peptides on the surface of a filamentous
bacteriophage, M13, displayed as a fusion with one of the viral structural protein,
either the terminus pllII protein (5 copies) or the major coat protein pVIII (2700
copies). By cloning large numbers of DNA sequences into the phage, display li-
braries are produced with a repertoire of many billions of unique displayed proteins
(98, 161). Recombinant peptides specifically binding a target of interest can be se-
lected from random peptidic libraries (usually from 9- to 15-mer), by a process of
affinity selection known as biopanning. Briefly, a simple method for biopanning in-
volves incubating the library with the target (either a single receptor tethered to a
solid support or intact cells for selection of tissue and cell targeting proteins) to al-
low phage displaying a complementary protein to the target to bind. Non-binding
phages are then washed away and those that are bound — usually a tiny minor-
ity —are eluted in a solution that loosens target-peptide bonds. The eluted phages
are still infective and are propagated simply by infecting fresh bacterial host cells,
yielding an amplified eluate that can serve as input to another round of affinity
selection. Successive rounds of biopanning enrich the pool of phage, with clones
that specifically bind the target. Phage clones from the final eluate (typically after
2—4 rounds of selection) are propagated and characterized individually. The amino
acid sequences of the peptides responsible for binding the target receptor are deter-
mined simply by ascertaining the corresponding DNA coding sequence in the phage
genome.

The proteins displayed range from short amino acid sequences to antibody frag-
ments, enzymes, cDNA and hormones. Phage display is an exponentially growing
research area, and numerous reviews covering different aspects of it have been pub-
lished [67,99,229].

7.2 Phage-Displayed Peptides as Diagnostic Probes

Advanced bioselective sensors may meet the requests for isolation, concentration of
the agents and their immediate real-time detection. The majority of rapid detection
biosensors described in the literature has utilized antibodies as bioreceptors [160].
However, while sensitive and selective, antibodies have numerous disadvantages for
use as diagnostic biodetectors in food products, including high cost of production, low
availability, great susceptibility to environmental conditions [226] and the need for
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laborious immobilization methods to sensor substrates [190]. An effective alternative
to antibodies may be short peptides affinity-selected from random phage-displayed
peptide libraries for specific, selective binding to biological targets [231]. Filamen-
tous bacteriophages can display on their surface foreign peptides, expressed by for-
eign DNA introduced in the genome through recombinant modification. In this way,
recombinant phage clones may recognize and bind specific targets, such as cell sur-
face receptors. Thus, they can act as antibody surrogates, possessing distinct advan-
tages including durability, stability, standardization and low-cost production, while
achieving equivalent specificity and sensitivity [190, 191]. In addition, the short pro-
tein structure (the outer coat protein structure of filamentous phage) appears to be
highly amenable to simple immobilization through physical adsorption directly to the
sensor surface, thus providing another engineering advantage while maintaining bi-
ological functionality [48, 186]. Numerous phage applications have been proposed,
including the detection of small molecule [203], receptors [10], and whole-cell epi-
topes [48,78,186,189,231,235,277]. In particular, this technology represents a pow-
erful tool for the selection of peptides binding to specific motifs on whole cells since
itis anon-targeted strategy, which also enables the identification of surface structures
that may not have been considered as targets or have not yet been identified [24].

In our studies, we used a whole-cell phage display approach to isolate peptides
specifically binding to surface of bacterial cells [48]. We demonstrated, along with
other previously published data, that phage-displayed peptides show promise as
probes for biosensor applications. In fact, these phage probes could be used to build
micro-biosensor systems in which biological sensing element is the selected phage-
displayed peptide.

Peptides selected by phage-display may find application as biosorbent and diag-
nostic probe for monitoring bacterial cells by various devices in which antibodies
have been used to date. The potential advantages of phage-displayed peptides as re-
placements for antibodies commonly used in immunoassays include the simplicity
of manipulation of the phage libraries, their great variability, high binding affinity,
low steric hindrance, great stability and the possibility of selecting probes to targets
of different nature, also to small molecules or toxic compounds or immunosuppres-
sants against which it is difficult to raise natural antibodies. For these properties,
they may be exploited for development of bioaffinity sensors, whose essential el-
ements are probes that specifically recognize and selectively bind target structures
and, as parts of the analytical platform, generate a measurable signal. For example,
they may be used for separation and purification of bacteria prior to their identifica-
tion with polymerase chain reaction, immunoassays, flow cytometry, or other meth-
ods. Furthermore, they may find application as biorecognition elements of real-time
biosensor devices.

Recombinant peptides selected by phage-display selectively recognize and specifi-
cally bind complex structures such as bacterial cells. Thus, they can be used to develop
rapid diagnostic arrays. In fact, traditional diagnostic systems usually involve a multi-
step detection method with the use of labeled secondary antibody, whereas phage-
displayed detection microsystems could be considered one-step, simultaneously bind
and identify the target microorganism, with no need of further characterization steps.



112 S. Carnazza

In addition, phage-displayed peptides can functionalize surface with less steric hin-
drance than antibodies, thus allowing a higher binding avidity for the target per surface
unit. In fact, on the same surface unit, a greater number of peptides and with a more
correct orientation can be patterned in comparison to antibodies. Furthermore, the na-
ture of the bioreceptor peptide holds potential utilization for development against any
bacterium, virus or toxin to which a corresponding phage could be affinity-selected
for. Therefore, different peptides could be isolated specifically binding to isolated pro-
teins, enzyme or inorganic material, as well as to different microbial species, thus with
the same microsystem different enzymes, toxins and pathogens might be detected, by
performing parallel several different assays in real-time, within the same miniatur-
ized substrate, in a single run. This could ultimately translate to a much lower cost
per test. Much of the promise of these microarrays relies on their small dimensions,
which reduce sample and reagent requirements and reaction times, while increasing
the amount of data available from a single assay. Through the use of different labels
in parallel, such as different specific peptides, multiple tests could be simultaneously
performed on the same microarray in a single step, so that standardizing data from
multiple separate experiments is unnecessary and truly meaningful comparisons can
be made. The development of highly sensitive and accurate field-usable devices for
detection of multiple biological agents could have anumber of applications in biomed-
ical field as well as in monitoring of agrofood pathogens and detection of biological
warfare agents.

7.3 Phage-Displayed Peptides Binding Materials

Another application of particular value for phage display technology would be meth-
ods that could be applied to functionalize materials with interesting electronic or op-
tical properties. Although natural evolution has not selected for interactions between
biomolecules and such materials, phage-display libraries can be successfully used to
identify, develop and amplify binding between organic peptide sequences and inor-
ganic semiconductor substrates. Peptides with limited selectivity for binding to metal
surfaces and metal oxide surfaces have been successfully selected [31, 32]; other re-
searchers have used phage display to select peptides against synthetic polymers such
as polystyrene [1] and yohimbine-imprinted methacrylate polymer for molecular-
imprinted receptors [21]. This approach was then extended and it was shown that com-
binatorial phage-display libraries can be used to evolve peptides that bind to arange of
semiconductor surfaces with high specificity, depending on the crystallographic ori-
entation and composition of the materials used [266]. Phage-display libraries, based
on a combinatorial library of random peptides — each containing 12 amino acids —
fused to the pIII coat protein of M 13, provided 10° different peptides that were reacted
with crystalline semiconductor structures. Five copies of the plII coat protein are lo-
cated on one end of the phage particle, accounting for 10—16 nm of the particle. The
phage-display approach provided a physical linkage between the peptide-substrate in-
teraction and the DNA that encodes that interaction. The experiments utilized different
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single-crystal semiconductors for a systematic evaluation of the peptide-substrate in-
teractions. Crystal-specific phages were isolated and their DNA sequenced. Peptide
binding selective for the crystal composition (for example, binding to GaAs but not to
Si) and crystalline face (for example, binding to GaAs (100), but not to GaAs (111)B)
was demonstrated. In addition, the preferential attachment of phage to a zinc-blended
surface in close proximity to a surface of differing chemical and structural composi-
tion was reported, demonstrating the high degree of binding specificity for chemical
composition.

Subsequently, phage display has been used again in selecting unique peptides
against inorganic semiconductor materials [101,205]. Reviews [206,207] have high-
lighted the application of phage display in selecting peptides to functionalize bio-
materials such as titanium. More recently, a unique strategy for surface functional-
ization of an electrically conductive polymer, chlorine-doped polypyrrole (PPyCl),
which has been widely researched for various electronic and biomedical applica-
tions, has been developed [204]. A M13 bacteriophage library was used to screen
107 different 12-mer peptide inserts against PpyCl, a binding phage was isolated,
and the stability and specificity, strength and mechanism of its binding to PPyCl
were assessed. In these studies, phage display was used to select peptides that specif-
ically bound to an existing biomaterial, PPy, and were subsequently used to modify
the surface of PPy. PPy is a conductive synthetic polymer that has numerous ap-
plications in fields such as drug delivery [146] and nerve regeneration [219, 251],
and has been used in biosensors and coatings for neural probes [70,256]. Different
dopant ions such as chloride, perchlorate, iodine and poly (styrene sulphonate) can
be used during electrochemical synthesis to provide the material with varying prop-
erties (for example, conductivity, film thickness and surface topography). PPyCl
does not contain a functional group for biomolecule immobilization, making it a
suitable model polymer for functionalization using a peptide selected with phage
display. Further, the specific peptide selectively binding PPyCl was joined to a cell
adhesive sequence and used to promote cell attachment on PPyCl, to serve as a bi-
functional linker. The use of the selected peptide for PPyCl by phage display can be
extended to encompass a variety of therapies and devices such as PPy-based drug
delivery vehicles [146], nerve guidance channel conduits [219,251], and coatings for
neural probes [71]. Furthermore, this strategy for surface functionalization can be
extended to immobilize a variety of molecules to PPyCl for numerous other applica-
tions. In addition, phage display can be applied to other existing polymers (including
those that are already approved and/or those polymers that lack functional chemi-
cal groups for coupling reactions like PPyCl) to develop bioactive hybrid-materials
without altering their bulk properties.

Selection of peptides using phage display thus represents a simple and versatile
alternative to methods based on electrostatic and hydrophobic interactions between
two moieties to achieve functionalization of surfaces. It is theoretically possible to
design bivalent recombinant phage with two-component recognition: such phages
have the potential to bind to specific locations on a semiconductor structure by pep-
tides displayed on pllI protein and simultaneously to specific target (molecules or
cells to be captured) by peptides displayed on pVIII coat protein.
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Given that filamentous phage are resistant to harsh conditions such as high salt
concentration, acidic pH, chaotropic agents, and prolonged storage, they are suit-
able candidate building blocks to meet the challenges of bottom-up nanofabrica-
tion. Moreover, the pIII minor capsid protein of the phage can be easily engineered
genetically to display ligand peptides that will bind to and modify the behavior of
target cells in selected tissues. Thus, the tactic of integrating phage display technol-
ogy with tailored nanoparticle assembly processes offers opportunities for reach-
ing specific nanoengineering and biomedical goals [5,113,149, 153,242]. Recently,
an approach for fabrication of spontaneous, biologically active molecular networks
consisting of phage directly assembled with gold (Au) nanoparticles has been re-
ported [233]. In this work, it was shown that such networks are biocompatible and
preserve the cell-targeting and internalization attributes mediated by a displayed
peptide and that spontaneous organization (without genetic manipulation of the
pVIII major capsid protein), and optical properties can be manipulated by changing
assembly conditions. By taking advantage of Au optical properties, Au—phage net-
works were generated that, in addition to targeting cells, could function as signal re-
porters for fluorescence and dark-field microscopy and near-infrared (NIR) surface-
enhanced Raman scattering (SERS) spectroscopy. Notably, this strategy maintains
the low-cost, high-yield production of complex polymer units (phage) in host bac-
teria and bypasses many of the challenges in developing cell-peptide detection tools
such as complex synthesis and coupling chemistry, poor solubility of peptides, the
presence of organic solvents, and weak detection signals. These networks can ef-
fectively integrate the unique signal reporting properties of Au nanoparticles while
preserving the biological properties of phage. Together, the physical and biological
features within these targeted networks offer convenient multifunctional integration
within a single entity with potential for nanotechnology-based biomedical applica-
tions.

A research project we are working is based on the possibility of using M13 phage
for production of new optoelectronic nanomaterials due to formation of supramolec-
ular aggregates of porphyrins through the controlled interaction with recombinant
M13 phages. AFM analysis of phage on gold substrates, in association with por-
phyrin molecules, shows the formation of ordered supramolecular aggregates con-
trolled by phage. The second part of the project deals with the possibility of produc-
ing nanodevices for biosensing in biomedicine based on cantilevers functionalized
with recombinant M 13 phages specifically binding biomolecules, such as antibod-
ies. The extent and rate of cantilever deflection, as a result of the specific binding
between phages and target biomolecules, are determined by AFM techniques (laser
source and photodetector). Sensibility of the method allows to discriminate also
among the different classes of antibodies that, for their different molecular weight,
cause a different cantilever deflection degree.
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7.4 Phage Functionalization of Carbon Nanotubes

New perspectives in phage-based nanomaterials and nanodevices involve the use
of carbon nanotubes (CNTs). Among the anticipated applications of CNTs is their
use as components in biological devices. The possibility of the promotion of elec-
tron transfer reactions at a lower potential due to their structure dependent metallic
character and their high surface area provide ground for unique biochemical sensing
systems.

Until now, most of the research undertaken in this direction has been focused
on attaching biological molecules onto these nanomaterials. It has been shown that
small proteins can be entrapped into the inner channel of opened nanotubes by sim-
ple adsorption [81,244,245]. Attachment of small proteins on the outer surface of
carbon nanotubes has also been achieved, either by hydrophobic [12] and electro-
static interactions [52], via covalent bonding [127] or by functionalization of the
nanotube sides by polymer coating [225]. Bridging nanotubes with biological sys-
tems, however, is a relatively unexplored area, with the exception of a few reports
on nanotube probe tips for biological imaging [270], nonspecific binding (NSB) of
proteins [12,97,225], functionalization chemistry for bio-immobilization on nano-
tube sidewalls [52], and one study on biocompatibility [172]. More recently, high
specific anti-Salmonella and anti-Staphylococcus aureus antibodies immobilization
on hydrophobic and hydrophilic nanodiamonds and CNTs coated silicon substrates
was reported [126]. The efficacy of both antibodies immobilization and bacterial
binding on air plasma treated nanodiamond is better than those of the hydrogen
plasma treated, because the heat treatment in air causes the oxidation of the CNTs
that become more hydrophilic, terminating with O and OH groups.

Chen et al. [53] systematically explored how nanotubes interact with and re-
spond to various proteins in solution, how chemical functionalization could be used
to tailor these interactions, and how the resulting understanding enables highly se-
lective nanotube sensors for the electronic detection of proteins. NSB on nanotubes,
a phenomenon found with a wide range of proteins, was overcome by immobiliza-
tion of polyethylene oxide chains. A general approach was then advanced to enable
the selective recognition and binding of target proteins by conjugation of their spe-
cific receptors to polyethylene oxide-functionalized nanotubes. This scheme, com-
bined with the sensitivity of nanotube electronic devices, enabled highly specific
electronic sensors for detecting clinically important biomolecules such as antibod-
ies associated with human autoimmune diseases. This work led to two important
directions of study. The first is the utilization of nanotubes in detecting serum pro-
teins, including disease markers, auto-antibodies, and antibodies (e.g. after thera-
peutic interventions or vaccinations). The second is the synthesis and fabrication of
high-density nanotube device microarrays [104, 194] for proteomics applications,
aimed at detecting large numbers of different proteins in a multiplex fashion by us-
ing purely electrical transducers. These arrays are attractive because no labeling is
required and all aspects of the assay can be carried out in solution phase.

Specific peptides with selective affinity for carbon nanotubes via phage display
have been discovered [260]. Consensus binding sequences showed a motif rich in



116 S. Carnazza

Histidine and Tryptophane amino acids. Analysis of the hydrophobicity of the pep-
tide chains suggested that they act as symmetric detergents, with a hydrophobic
region in the middle and hydrophilic regions at the ends. Binding specificity has
been confirmed by demonstrating direct attachment of nanotubes to phage and free
peptides immobilized on microspheres. Different possible organizations of surfac-
tant molecules chemically adsorbed on the surface of CNTs can be envisioned [200].
The molecules can be oriented perpendicularly to the surface of the nanotube, form-
ing a monolayer; alternatively, they may be organized into half-cylinders on the
surface of the tubes, either oriented parallel or perpendicular to the tube axis. These
findings, taken together, open the possibility that CNTs may be functionalized with
short peptides for development of biosensors or biofilters, according to the possible
peptide orientation on CNTs surface.

In conclusion, CNT surface can be functionalized with proteins, lipids, DNA and
other biomolecules, and interfacing novel nanomaterials with biological systems
could lead to important applications in disease diagnosis, proteomics and nano-
biotechnology in general.

7.5 A Glimpse of the Future

In recent years, it has been recognized that bacteriophages have several potential
applications in the modern biotechnology industry. They have been proposed, aside
from the above described detection of pathogenic bacteria, as alternatives to antibi-
otics; as delivery vehicles for protein and DNA vaccines; as gene therapy delivery
vehicles and as tools for screening libraries of proteins, peptides or antibodies. This
diversity and the ease of their manipulation and production means that they have po-
tential uses in research, therapeutics and manufacturing in both the biotechnology
and medical fields.

Following their discovery and initial characterization in the early twentieth cen-
tury, there was much interest in phages once their potential as antibacterial agents
was realized. However, following the discovery and general application of antibi-
otics in the 1930s and 1940s, interest in the practical and therapeutic uses of bac-
teriophages waned. In the 1950s, bacteriophage research underwent something of a
revival, with phages such as lambda and the T-even series being studied as model
systems in the newly emerging field of molecular genetics. Since then, phages have
continued to be studied but, with a few exceptions, they have been mainly seen
as research tools. Only recently, there has been a renewed interest in the applied
use of bacteriophages in a diverse range of fields, including their use in phage dis-
play, as anti-bacterial agents (phage therapy), in the development of phage-delivered
vaccines, as delivery vehicles for gene therapy and the use of a specific phage for
bacterial typing. Some of these applications are reviewed by Clark and March [63].

Phage therapy involves the use of lytic phage to specifically kill pathogenic bac-
teria as an alternative to antibiotics. It is now generally accepted that a lack of un-
derstanding of phage biology and poor quality controls when preparing therapeutic
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stocks contributed to unreliable and inconsistent results in many of the early phage-
therapy trials [148,236]: in some cases, phage preparations for therapeutic use were
found to contain few or no viable particles. Recently, it has become apparent that if
some of the problems initially encountered with phage therapy can be overcome, it
might have potential uses as an alternative or addition to antibiotic therapy. Phage
therapy has been tested in humans, animals and plants, with varying degrees of
success, and has also been proposed as a means to decontaminate carcasses and
the environment. Phage have potential advantages but also several disadvantages
when compared with antibiotics; thus, it seems unlikely that phage therapy will ever
replace antibiotics. However, with the increasing incidence of antibiotic-resistant
bacteria, there is a clear potential for it to be used in a complementary fashion, par-
ticularly in cases where phages can be applied externally and are, therefore, less
likely to be removed by the immune system.

Phage-display libraries can be screened in several ways to isolate displayed
peptides or proteins with practical applications [20, 259, 267]. For example, it is
possible to isolate displayed peptides binding target proteins with affinities simi-
lar to those of antibodies, which can then be used as therapeutics that act either
as agonists or through the inhibition of receptor—ligand interactions. Furthermore,
phage-displayed peptides may be used as signal peptides able to trigger complex
cell responses. Studies are in progress in our laboratory on phage-display selection
of peptides that mimic ligands of cell receptors involved in modulating cell pro-
cesses such as proliferation, apoptosis and differentiation, for their potential appli-
cations, respectively, in regenerative medicine, anti-tumoral development and stem
cell differentiation.

Phages have been used as potential vaccine delivery vehicles in two different
ways: by directly vaccinating with phages carrying vaccine antigens on their sur-
face or by using the phage particle to deliver a DNA vaccine expression cassette
that has been incorporated into the phage genome [61, 62]. In phage-display vacci-
nation, phages can be designed to display a specific antigenic peptide or protein on
their surface. Alternatively, phages displaying peptide libraries can be screened with
a specific antiserum to isolate novel protective antigens or mimetopes — peptides that
mimic the secondary structure and antigenic properties of a protective carbohydrate,
protein or lipid, despite having a different primary structure [103, 192]. The serum
of convalescents can also be used to screen phage-display libraries to identify po-
tential vaccines against a specific disease, without prior knowledge of protective
antigens [172]. Rather than generating a transcriptional fusion to a coat protein,
substances can also be artificially conjugated to the surface of phages after growth,
which further increases the range of antigens that can be displayed [178]. More re-
cently, it has also been shown that unmodified phages can be used to deliver DNA
vaccines more efficiently than standard plasmid DNA vaccination [61,62,132,166].
The vaccine gene, under the control of an eukaryotic expression cassette, is cloned
into a standard lambda bacteriophage, and purified whole phage particles are in-
jected into the host. The phage coat protects the DNA from degradation and, be-
cause it is a virus-like particle, it should target the vaccine to the antigen presenting
cells.
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One particularly novel use for phage-displayed peptides is in targeted therapy.
One example was in the development of a nasally delivered treatment against co-
caine addiction [86]: whole phage particles delivered nasally can enter the cen-
tral nervous system where a specific phage-displayed antibody can bind to cocaine
molecules and prevent their action on the brain. Theoretically, it might also be
possible to modify the surface of a bacteriophage by incorporating specific protein
sequences to preferentially target the particle to particular cell types, e.g. galac-
tose residues to target galactose-recognizing hepatic receptors in the liver [178] or
peptides isolated by screening phage-display libraries to target dendritic [74] or
Langerhans cells [173]. To screen phages for the ability to target specific tissue
types, phage-display libraries have been passaged through mice several times and
at each stage, phages were isolated from specific tissues [198]. A similar in vitro
screening strategy was also used to isolate phages displaying peptides that showed
increased cytoplasmic uptake into mammalian cells [131]. Phage-displayed peptides
so selected may be used as targeted vehicles for antibiotics or anti-tumorals, or act
themselves as targeted anti-bacterials and anti-tumorals. Specific phage-displayed
peptides could be used, for example, in anticancer therapy either directly inducing
apoptosis processes or targeting anti-tumorals to cancer cells, or also targeting mi-
croorganisms that, in turn, specifically infect tumorals cells.

Finally, phages have also been proposed as potential therapeutic gene delivery
vectors [13,92]. The phage coat protects the DNA from degradation after injection,
and the ability to display foreign molecules on the phage coat also enables target-
ing of specific cell types, a prerequisite for effective gene therapy. Both artificial
covalent conjugation [151] and phage display [152] have been used to display tar-
geting and/or processing molecules on the phage surface. This demonstrates, again,
the versatility of phages, showing that tissue targeting can be achieved either by
rational design or by the screening of random phage-display libraries.
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Light-powered Molecular Devices and Machines

Vincenzo Balzani, Giacomo Bergamini and Paola Ceroni

1 Introduction

In Nature, photons are exploited as energy (e.g., in the photosynthetic process) and
elements of information (e.g., in vision). In the last few years, light has also been ex-
tensively used in artificial systems at the nanometer scale for energy conversion and
information processing [1]. It has been shown that, by assembling suitable molecu-
lar components, it is possible to construct molecular-level devices and machines in
which light provides the energy needed for performing and/or the signal necessary
for monitoring desired functions. The type and utility of the light-related functions
depend on the degree of organization of the chemical systems that make use of
photons.

2 Bottom-Up Construction of Nanometer Devices and Machines

The idea that atoms could be used to construct nanoscale machines was first raised
by R. P. Feynman (“The principle of physics do not speak against the possibility
of maneuvering things atom by atom”) [2] and depicted in an exciting and vision-
ary way in middle 1980s by K. E. Drexler [3]. However, such an ‘atom-by-atom’
bottom-up approach to nanotechnology, which seemed so much appealing to physi-
cists [4], did not convince chemists who are well aware of the high reactivity of
most atomic species and of the subtle aspects of the chemical bond [5, 6].
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In the late 1970s, in the frame of research on supramolecular chemistry [7], the
idea began to arise in the chemical community [8, 9] that molecules are much more
convenient building blocks than atoms to construct nanoscale devices and machines.
This idea is mainly based on the following points: (i) molecules are stable species,
whereas atoms are difficult to handle; (ii) Nature starts from molecules, not from
atoms, to construct the great number and variety of nanodevices and nanomachines
that sustain life [10]; (iii) most laboratory chemical processes are dealing with
molecules, not with atoms; (iv) molecules are objects that already exhibit distinct
shapes and carry device-related properties (e.g., properties that can be manipulated
by photochemical and electrochemical inputs); (v) molecules can self-assemble or
can be connected to make larger structures.

In the following years, supramolecular chemistry grew very rapidly [11] and it
became clear that the supramolecular bottom-up approach opens virtually unlim-
ited possibilities (Fig. 1) concerning design and construction of artificial molecu-
lar devices and machines [12, 13]. Furthermore, it became more and more evident
that such an approach can give invaluable contributions to better understanding the
molecular aspects of the extremely complicated nanoscale devices and machines
that are responsible for the biological processes [10, 14].

3 Energy Supply

The energy needed for the operation of a molecular device or machine can be sup-
plied in the form of (i) a chemical reagent, (ii) an absorbed photon, or (iii) addition
or subtraction of an electron [13]. In view of the shortage of chemical fuels and
increasing environmental problems, the ideal primary energy source is sunlight and
the worthiest processes are those that do not form waste products. Indeed, even in
a knowledge-based society, consumption of non-renewable energy resources and
accumulation of waste will continue to pose very difficult problems [15].



Light-powered Molecular Devices and Machines 133

In this paper, we will illustrate examples of molecular devices and machines
operated by light. Before beginning, it is worthwhile recalling a few basic aspects
of the interaction between molecular and supramolecular systems and light. For a
more detailed discussion, books [13, 16—-18] can be consulted.

4 Molecular and Supramolecular Photochemistry

4.1 Molecular Photochemistry

Figure 2 shows a schematic energy level diagram for a generic molecule that could
also be a component of a supramolecular species. In most cases, the ground state of
a molecule is a singlet state (Sp), and the excited states are either singlets (Sy, S»,
etc.) or triplets (T, T», etc). In principle, transitions between states having the same
spin value are allowed, whereas those between states of different spin are forbidden.
Therefore, the electronic absorption bands observed in the UV-visible spectrum of
molecules usually correspond to So — S, transitions. The excited states so obtained
are unstable species that decay by rapid first order kinetic processes, namely chem-
ical reactions (e.g. dissociation, isomerization) and/or radiative and non-radiative
deactivations. In the discussion that follows, excited state reactions do not need to
be explicitly considered and can formally be incorporated within the radiationless
decay processes. When a molecule is excited to upper singlet excited states (Fig. 2),
it usually undergoes a rapid and 100% efficient radiationless deactivation (internal
conversion, ic) to the lowest excited singlet, S;. Such an excited state undergoes
deactivation via three competing processes: non-radiative decay to the ground state
(internal conversion, rate constant k;.); radiative decay to the ground state (fluores-
cence, kq); conversion to the lowest triplet state T (intersystem crossing, kis.). In

S22y

100% efficiency

Fig. 2 Schematic energy
level diagram for a generic
molecule
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its turn, T} can undergo deactivation via non-radiative (intersystem crossing, ) or
radiative (phosphorescence, k) decay to the ground state So. When the molecule
contains heavy atoms, the formally forbidden intersystem crossing and phosphores-
cence processes become faster. The lifetime (7) of an excited state, that is the time
needed to reduce the excited state concentration by 2.718, is given by the reciprocal
of the summation of the deactivation rate constants (Eqgs. 1 and 2):

1

) e w
1
"= ) v

The orders of magnitude of 7(S;) and 7(T;) are approximately 10~ — 1077 s
and 1073 —10° s, respectively. The quantum yield of fluorescence (ratio between the
number of photons emitted by S| and the number of absorbed photons) and phos-
phorescence (ratio between the number of photons emitted by T and the number of
absorbed photons) can range between 0 and 1 and are given by Equations 3 and 4:

ke
(kic +ka + kise)
kph X kisc
(ki/sc + kph) X (kic +kn+ kisc)

O = 3)

Dy, = )

Excited state lifetimes and fluorescence and phosphorescence quantum yields of
a great number of molecules are known [17].

When the intramolecular deactivation processes are not too fast, that is when the
lifetime of the excited state is sufficiently long, an excited molecule *A in solution
may have a chance to encounter a molecule of another solute, B (Egs. 5-7). In
such a case, some specific interaction can occur leading to the deactivation of the
excited state by second order kinetic processes. The two most important types of
interactions in an encounter are those leading to electron or energy transfer. The
occurrence of these processes causes the quenching of the intrinsic properties of
*A; energy transfer also leads to sensitization of the excited state properties of the B
species. Simple kinetic arguments show that only the excited states that live longer
than ca. 10~° s may have a chance to be involved in encounters with other solute
molecules.

*A+B—A+*B 5)
*A+B — AT +B~ (6)
*A+B — A" +BT (7)

An electronically excited state is a species with quite different properties com-
pared with those of the ground state molecule. In particular, because of its higher
energy content, an excited state is both a stronger reductant and a stronger oxidant
than the corresponding ground state [18]. To a first approximation, the redox poten-
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tial of an excited state couple may be calculated from the potential of the related
ground state couple and the one-electron potential corresponding to the zero-zero
excited state energy, E%, as shown by Equations 8 and 9:

E(AT/*A)~E(A"/A)—E*° 8)
E(A/A")~E(A/A")—E"° )

Detailed discussions of the kinetics aspects of electron- and energy-transfer pro-
cesses can be found in the literature [19-22].

4.2 Supramolecular Photochemistry

A supramolecular system can be preorganized so as to favor the occurrence of
electron- and energy-transfer processes [8, 18]. The molecule that has to be excited,
A, can indeed be placed in the supramolecular structure near a suitable molecule, B.

For simplicity, we consider the case of an A—L—-B supramolecular system, where
A is the light-absorbing molecular unit (Eq. 10), B is the other molecular unit in-
volved with A in the light-induced processes, and L is a connecting unit (often called
bridge). In such a system, after light excitation of A, there is no need to wait for a
diffusion controlled encounter between *A and B as in molecular photochemistry,
since the two reaction partners can already be at an interaction distance suitable for
electron and energy transfer:

A-L-B+hv — "A-L-B photoexcitation (10)
"A-L-B - AT-L-B~ oxidative electron transfer (11)
"A-L-B — A -L-B* reductive electron transfer (12)
"A-L-B — A-L-*B electronic energy transfer (13)

In the absence of chemical complications (e.g. fast decomposition of the oxi-
dized and/or reduced species), photoinduced electron-transfer processes (Eqgs. 11
and 12) are followed by spontaneous back-electron-transfer reactions that regener-
ate the starting ground state system (Egs. 11’ and 12’), and photoinduced energy
transfer (Eq. 13) is followed by radiative and/or non-radiative deactivation of the
excited acceptor (Eq. 13'):

AT-L-B™ — A-1L-B back oxidative electron transfer (11"
A -L-BT — A-L-B back reductive electron transfer (12"
A-L—B — A-L-B excited state decay (13")

In supramolecular systems, electron- and energy-transfer processes are no longer
limited by diffusion and occur by first order kinetics. As a consequence, in suitably
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designed supramolecular systems, these processes can involve even very short-lived
excited states.

4.3 [Ru(bpy)3]**: A Multi-Use Component of Light-Powered
Molecular Devices and Machines

Because of a unique combination of chemical stability, redox properties, excited
state reactivity, and excited state lifetime, [Ru(bpy)3]*>* (bpy = 2,2’-bipyridine) and
related complexes have long been used to obtain photoinduced intermolecular en-
ergy and electron transfer processes and have been employed as most valuable com-
ponents to build up light-powered molecular devices and machines. Our group has
been heavily involved in research on complexes of the Ru(Il) bipyridine-type family
since the early 1970s [23,24].

On choosing the right counter ion, [Ru(bpy)3]** can be dissolved in a variety of
solvents, from dichloromethane to water. It is thermodynamically stable and kinet-
ically inert and shows very intense, ligand-centered absorption bands in the UV
spectral region and a broad and intense metal-to-ligand-charge-transfer (MLCT)
band in the visible region with maximum at 450 nm (Fig. 3). Its lowest excited
state, SMLCT, is reached with unitary efficiency from the upper lying excited states,
is relatively long lived (1.1 us in deaerated acetonitrile solution at 298 K, 5 s in
rigid matrix at 77 K), and exhibits a moderately intense emission around 600 nm
(@ = 0.07 in deaerated acetonitrile at 298 K, Fig. 3). [Ru(bpy)3]>* has also very in-
teresting electrochemical properties. It shows a metal-centered oxidation process in
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Fig. 3 Absorption (298 K, solid line) and emission (298 K, dashed line; 77 K, dotted line) spectra
of [Ru(bpy)3]>* in acetonitrile solution
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Fig. 4 Schematic representation of some important properties of [Ru(bpy)s]>* in deaerated ace-
tonitrile solution at 298 K. The potential values are referred to SCE

acetonitrile at room temperature and six distinct ligand-centered reduction processes
in dimethylformamide at 219K [25]. In its SMLCT excited state, [Ru(bpy)s]**
is both a good reductant and a good oxidant (Fig. 4). Several hundreds of Ru-
polypyridine complexes have been synthesized and characterized since it has been
found that the redox and excited state properties can be tuned by changing the lig-
ands or ligand substituents [23,24].

5 Wires

Most of the systems in which energy transfer has been investigated contain polypyri-
dine metal complexes as donor and acceptor units. Usually, the photoexcited chro-
mophoric group is [Ru(bpy)3]>* (bpy = 2,2'-bipyridine) and the energy acceptor is
an [Os(bpy)3]>* unit. The excited state of [Ru(bpy)3]?>* playing the role of energy
donor is the lowest MLCT, which can be obtained by visible light excitation. The
occurrence of the energy-transfer process promotes the ground state [Os(bpy)s]**
acceptor unit to its lowest energy excited state *MLCT, which lies approximately
0.35eV below the donor excited state. Both the donor and the acceptor excited
states are luminescent, so that the occurrence of energy transfer can be monitored
by quenching and/or sensitization experiments with both continuous and pulsed ex-
citation techniques.
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Ru(II) and Os(II) polypyridine units have been connected by a variety of bridging
ligands and spacers. When the metal-to-metal distance is very short, fast energy
transfer occurs by a Forster-type resonance mechanism [13]. In other systems, the
two photoactive units are separated by a more or less long spacer. When the spacer
is flexible (e.g. -(CHy),— chains), the geometry of the system is not well defined
and it is difficult to rationalize the results obtained.

The effect of the nature of the bridge on the rate of energy transfer is clearly
demonstrated by the behavior of compounds 1** [26] and 2** [27] (Fig. 5) which
have almost the same metal-to-metal distance. In compound 1*t, in which the two
metal-based units are linked by an aromatic bridge, energy transfer occurs with k >
5% 10'%s~! (butyronitrile, 298 K), whereas in compound 2**, in which the bridge
is aliphatic, the rate constant is at least three orders of magnitude lower.

The most interesting systems are those in which the two chromophoric units are
connected by rigid, modular spacers, as in the case of the [Ru(bpy)s]**—(ph),—
[Os(bpy)s]** (ph = 1,4-phenylene; n = 2, 3, 4, 5) species (Fig. 6) [28]. In such
compounds, excitation of the [Ru(bpy)3]>* moiety is followed by energy transfer to
the [Os(bpy)s])** unit, as shown by the sensitized emission of the latter (CH;CN,
293 K). The energy-level diagram is schematically shown in Fig. 6. The lowest
energy level of the bridge decreases slightly as the number of phenylene units is
increased, but always lies above the donor and acceptor levels involved in energy
transfer. A further decrease in the energy of the triplet excited state of the spacer
would be expected to switch the energy-transfer mechanism from superexchange-
mediated to hopping [13]. In the series of compounds shown in Fig. 6, the energy-
transfer rate decreases with increasing the length of the oligophenylene spacer
(Table 1). Such rate constants are much higher than those expected for a Forster-
type mechanism, whereas they can be accounted for by a superexchange Dexter

24+

Fig. 5 Binuclear Ru(I)-Os(IT) complexes 1" and 2** used for investigating the role of the bridge
in energy transfer processes [26,27]
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Fig. 6 Structure of compounds [Ru(bpy)s]** — (ph), — [Os(bpy)3)>* and energy level diagram for
the energy transfer process [28]

mechanism, as suggested by the linear plot obtained for In k against metal-to-metal
distance, with a 8 value of 0.50 A~!. The values obtained (Table 1) for energy trans-
fer in the series of compounds [Ru(bpy)3]>*—(ph), Ro—[Os(bpy)3]*>* [29], in which
the central phenylene unit carries two hexyl chains, are much lower than those found
for the unsubstituted compounds, most likely because the bulky substituents R in-
crease the tilt angle between the phenyl units. A strong decrease in the rate constant
is observed when the Ru-donor and Os-acceptor units are linked via an oligopheny-
lene bridge connected in meta position [30].

Quite interesting is the comparison of the above discussed [Ru(bpy)3]>*(ph) ,—
[Os(bpy)3]*>* compounds (Fig. 6) with the more recently reported [Ir(ppyF,)2
(bpy)]*—(ph),,—[Ru(bpy)3]> (ph = 1,4—phenylene; n = 2, 3, 4, 5) systems (Fig. 7)
[31]. As reported in Table 1, the Ir-Ru compounds exhibit much higher rate
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Table 1 Energy-transfer rate constants for series of donor-bridge-acceptor dinuclear metal com-
plexes [28,29,31]

n k(s™)
[Ru(bpy)s]*- , [Ru(bpy)s]**- ) [Ir(ppsz)z(bpy)];—
(ph)a— [Os(bpy)s]** (ph),Ro—[Os(bpy)s]** (ph),—[Ru(bpy)3]**

2 2.5% 101 - 8.3 x 10!

3 5.9 1010 6.7x 108 5.9 x 10!

4 4.1 x 10° - 3.6 x 10!

5 4.9 % 108 1.0 x 107 3.3 x 101

7 - 1.3 x 10° -

constants, substantially independent from the length of the spacer. The energy-level
diagram of the Ir-Ru complexes, displayed in Fig. 7, shows that the energy level of
the donor is almost isoenergetic with the triplet state of the spacers. The energy of
the Ir-based donor can, therefore, be transferred to the Ru-based acceptor via the
bridging ligand, at least for n >2. This hopping mechanism accounts for the very
low dependence of the energy-transfer rate constants on the length of the spacer

(B=0.07A71).

6 Switches

The electronic properties of a bridging unit can be altered by means of a photonic
input. Since, by definition, switching has to be reversible, reversible photochemical
reactions have to be used. Photochromic molecules are particularly useful in this
regard. An example is given by the D-P—A supramolecular species 3 (Fig. 8) in
which photoinduced energy transfer from D to A can be switched by photoexcita-
tion of component P [32]. In such a system, the spacer P is a photochromic fulgide
molecule which can be transformed by light in a reversible way between a closed
P, and an open Py, configuration. The donor D is either an anthryl or anthrylvinyl
moiety, which can be excited at 258 nm, and the acceptor A is a coumarin molecule.
When P is in its closed form P, (3a), its lowest energy level is lower than the en-
ergy level of A, so that energy transfer from D to A cannot occur (Fig. 8) and the
sensitized luminescence of the coumarin cannot be observed upon excitation of the
anthryl moiety. However, when the P species is isomerized with 520-nm light to
yield the Py, isomer (3b), the energy levels are in scale and the sensitized lumines-
cence of the coumarin component at 500 nm can be observed upon excitation of the
anthryl component at 258 nm. Since light of three different wavelengths is needed
and four different chromophoric units are involved, such a system is not so easy to
handle and its behavior is not really on/off.

An attempt to switch energy transfer process has also been performed with triad
4** (Fig. 9), which consists of a [Ru(bpy)]3" and an [Os(bpy)]3" moieties bridged
by an anthracene unit [33,34]. Since the lowest triplet energy level of the anthracene
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Fig. 7 Structure of compounds [Ir(ppyF, )2 (bpy)]* — (ph), — [Ru(bpy)3]>* and energy level dia-
gram for the energy transfer process [31]

bridge lies in between the lowest triplet MLCT excited state of the Ru- and Os-based
complexes, energy transfer from the [Ru(bpy)]3" to the [Os(bpy)]3™ moiety is very
efficient. Indeed, continuous irradiation with visible light in deaerated acetonitrile
solution causes only the sensitized emission of the Os-based complex. In aerated
solution, however, the relatively long-lived excited state of the [Os(bpy)]3™ moi-
ety sensitizes the formation of singlet oxygen which attacks the anthracene ring to
form the endoperoxide derivative 54 (Fig. 9). As a consequence, the delocaliza-
tion of the m-system on the bridge is reduced, the lowest energy excited state of the
bridge moves to much higher energy, and energy transfer is switched off. In princi-
ple, the endoperoxide could be transformed back to anthracene, but such a reaction
is difficult to perform. Energy transfer in aerated solution of 4** has been defined
a “self-poisoning” process. The intriguing possibility of designing “‘self-repairing”
processes has been advanced [34].
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Fig. 8 Switching of energy transfer from an anthracene moiety to a cumarin moiety by photoiso-
merization of a fulgide bridge [32]
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Fig. 9 “Self-poisoning” of energy transfer in compound 4*+ [33,34]

7 Plug-Socket and Extension Cable Systems

Supramolecular species whose components are connected by means of non-covalent
forces can be disassembled and reassembled [35] by modulating the inter-
actions that keep the components together, thereby allowing switching of energy- or
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Fig. 10 Switching of photoinduced energy transfer by acid/based controlled plug in/plug out of
suitable molecular components [36]

electron-transfer processes. The two-component system shown in Fig. 10 [36] is
reminiscent of a plug/socket electrical device and, like its macroscopic counterpart,
must be characterized by (i) the possibility of connecting/disconnecting the two
components in a reversible way, and (ii) the occurrence of an electronic energy or
electron flow from the socket to the plug when the two components are connected
(Fig. 10). Hydrogen-bonding interactions between ammonium ions and crown
ethers are particularly convenient for constructing molecular-level plug/socket de-
vices since they can be switched on and off quickly and reversibly by means of
acid-base inputs. In the system of Fig. 10, the absorption and fluorescence spectra
of a CH,Cl, solution containing equal amounts of (£)-binaphthocrown ether 6 and
amine 7 indicate the absence of any interaction between the two compounds. How-
ever, addition of a stoichiometric amount of acid causes profound changes in the
fluorescence behavior of the solution, namely (i) the fluorescence of 6 is quenched,
and (ii) the fluorescence of [7H] ™ is sensitized upon excitation with light absorbed
by 6. These observations are consistent with the formation of an adduct wherein very
efficient energy transfer takes place from the binaphthyl unit of the crown ether to
the anthracene group incorporated within the dialkylammonium ion. Such an adduct
can be disassembled by the subsequent addition of a stoichiometric amount of base,
thereby interrupting the photoinduced energy flow, as indicated by the fact that the
initial absorption and fluorescence spectra are restored. Interestingly, the plug-in
process does not take place when a plug component incompatible with the size of
the socket, such as the benzyl-substituted amine 8, is employed.
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The plug/socket concept can be used to design molecular systems that mimic the
function played by a macroscopic electrical extension cable. An extension cable is
more complex than a plug/socket device since there are three components held to-
gether by rwo connections that have to be controllable reversibly and independently;
in the fully connected system, an electron or energy flow must take place between
the remote donor and acceptor units.

A system of this type, made of the three components 92+ 10— H™, and 112+,
has been reported (Fig. 11) [37]. Component 9°F consists of two moieties: a
[Ru(bpy)3]*>" unit, which behaves as an electron donor under light excitation, and a
dibenzo[24]crown-8 macrocycle capable of playing the role of a hydrogen-bonding
socket. The extension cable 10 — H™ is made up of a dialkylammonium ion, that
can insert itself as a plug into a dibenzo[24]crown-8 socket by virtue of hydrogen-
bonding interactions, a biphenyl spacer, and a benzonaphtho [36] crown-10 unit,
which fulfils the role of a m-electron rich socket. Finally, the 1,1’-dioctyl-4,4’-
bipyridinium dication 11" can play the role of an electron drain plug. In CH,Cl,
solution, reversible connection-disconnection of the two plug-socket junctions can
be controlled independently by acid-base and red-ox stimulation, respectively, and
monitored by changes in the absorption and emission spectra, owing to the different
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Fig. 11 A supramolecular system which mimics the function played by a macroscopic extension
cable [37]
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nature of the interactions (hydrogen bonding and m-electron donor-acceptor) that
connect the components. In the fully assembled triad, 9>+ > 10 — H > 112* light
excitation of the Ru-based unit of 92" is followed by electron transfer to 112+, with
10 — H" playing the role of an extension cable (Fig. 11). The occurrence of this
process is confirmed by nanosecond-laser flash-photolysis experiments, showing a
transient absorption signal assigned to the 4,4’-bipyridinium radical cation formed
by photoinduced electron transfer within the self-assembled triad. Interestingly, the
photoinduced electron-transfer process can be powered by sunlight because the 9°*
[Ru(bpy)3]*>"-type component shows a broad and intense absorption band in the
visible spectral region.

8 Antennas for Light Harvesting

Dendrimers are well defined, tree-like macromolecules, with a high degree of or-
der and the possibility to contain selected chemical units in predetermined sites of
their structure [38]. Particularly interesting dendrimers are those containing pho-
toactive components [39]. Because of the close proximity with other units, a pho-
toactive group of a dendrimer can exhibit different properties compared with those
exhibited by the same group when it is isolated. For example, in suitably designed
dendritic structures, photoexcited units can transfer energy to other components,
thereby opening the way towards a number of functions.

In the course of evolution, Nature has succeeded in building up antenna systems
that collect an enormous amount of solar energy and redirect it as electronic exci-
tation energy to reaction centres where subsequent conversion into redox chemical
energy takes place [40]. Suitably designed dendrimers can mimic the light harvest-
ing function of natural antenna systems since light energy can be channelled by
electronic energy transfer towards a specific component of the array [41].

In the dendritic complex 12> shown in Fig. 12, the 2,2'-bipyridine ligands of
the [Ru(bpy)3]>"-type core carry branches containing 1,2-dimethoxybenzene- and
2-naphthyl-type chromophoric units [42]. Since such units (as well as the core) are
separated by aliphatic connections, the interchromophoric interactions are weak and
the absorption spectra of the dendrimer is substantially equal to the sum of the spec-
tra of the chromophoric groups that are present in its structures. The three types of
chromophoric groups, namely, [Ru(bpy)s]>*, dimethoxybenzene, and naphthalene,
are potentially luminescent species. In the dendrimer, however, the fluorescence
of the dimethoxybenzene- and naphthyl-type units is almost completely quenched
in acetonitrile solution, with concomitant sensitization of the luminescence of the
[Ru(bpy)3]*>* core (Amax = 610nm). These results show that a very efficient energy-
transfer process takes place towards the metal-based dendritic core. It should also
be noted that in aerated solution, the luminescence intensity of the core is more than
twice as intense as that of the [Ru(bpy)s]** parent compound because the dendritic
branches protect the Ru-bpy based core from dioxygen quenching. Because of the
very high absorbance of the naphthyl groups in the UV spectral region, the high
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Fig. 12 Antenna effect in a dendrimer [42]

energy-transfer efficiency, and the strong emission of the [Ru(bpy)3]>*-type core,
dendrimer 12> exhibits a strong visible emission upon UV excitation even in very
dilute (10~7 mol L~ ') solutions.

9 Fluorescent Sensors with Signal Amplification

The dendrimers of the poly (propylene amine) family can be easily functionalized
in the periphery with luminescent units like dansyl. Each dendrimer nD, where the
generation number n goes from 1 to 5, comprises 2("*!) dansyl functions in the
periphery and 21 tertiary amine units in the interior. Compound 13 (Fig. 13)
represents the fourth generation dendrimer 4D containing 30 tertiary amine units
and 32 dansyl functions. The dansyl units behave independently from one another so
that the dendrimers display light absorption and emission properties characteristic of
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Fig. 13 Fourth generation dendrimer of the poly(propylene amine) family functionalized in the
periphery with luminescent dansyl units

dansyl, i.e. intense absorption bands in the near UV spectral region ( Aynax = 252 and
339 nm; €max ~ 12000 and 3900 L mol~' em™!, respectively, for each dansyl unit)
and a strong fluorescence band in the visible region (Anax = 500nm; @ep, = 0.46,
T = 16ns) [44]. Because of the presence of the aliphatic amine in their interior, these
dendrimers can play the function of ligands towards transition metal ions.
Coordination of Co* ions by 13 has been carefully studied [44]. For comparison
purposes, the behavior of a monodansyl reference compound has also been inves-
tigated. The results obtained have shown that: (i) the absorption and fluorescence
spectra of a monodansyl reference compound are not affected by addition of Co®*
ions; (ii) in the case of the dendrimer, the absorption spectrum is unaffected, but a
strong quenching of the fluorescence of the peripheral dansyl units is observed; (iii)
the fluorescence quenching takes place by a static mechanism involving coordina-
tion of the metal ion, which is a fully reversible process; (iv) along the series of nD
dendrimers, a strong amplification of the fluorescence quenching signal is observed
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Fig. 14 Schematic representation of (a) a conventional fluorescent sensor and (b) a fluorescent
sensor with signal amplification. Open rhombi indicate coordination sites and black rhombi in-
dicate metal ions. The curved arrows represent quenching processes. In the case of a dendrimer,
the absorbed photon excites a single fluorophore component that is quenched by the metal ion,
regardless of its position [44]

with increasing generation. These results show that dendrimers can be profitably
used as supramolecular fluorescent sensors for metal ions. The advantage of a den-
drimer for this kind of application is related to the fact that a single analyte can
interact with a great number of fluorescent units, which results in signal amplifica-
tion. For example, when a Co?* ion enters dendrimer 13, the fluorescence of all the
32 dansyl units is quenched, with a 32 time increase in sensitivity with respect to a
normal dansyl sensor. This concept is illustrated in Fig. 14.

10 Logic Gates

In a solid-state transistor, the current flowing from a source to a drain can be mod-
ulated by a gate potential. It is possible to design molecular-level photochemionic
systems which work on a similar principle, except that the source is a light energy
input, the drain is a light energy output (luminescence), and the gate is a chemical
input (Fig. 15).

For the sake of space, we will only illustrate two examples of light powered,
chemical input(s), optical output logic gates, namely a classical AND gate and a
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Fig. 15 Schematic illustration of the similarity between a MOSFET electronic transistor (a) and a
photochemionic gate (b)

recently studied system that can perform as XOR and XNOR gates. An exhaustive
discussion of molecular level logic gates can be found elsewhere [45].

10.1 AND Logic Gate

The AND operator has two inputs and one output (Fig. 16a) and in a simple elec-
trical scheme, it can be represented by two switches in series. The best examples of
molecular level AND gates are those based on two chemical inputs and an optical
(fluorescence) output, but examples of molecular systems able to process chemical
and optical inputs or two optical inputs with AND functions are also known [45].

Iny Iny Out

(o
O /(} (H*) (Na®) (Fluo)
o

Fig. 16 Symbolic OOO 0 0 0
representation (a), molecular 0 1 0
implementation (b), and truth N

table (c) of an AND logic M 1 0 0
gate based on a 14

three-component system [46] 1 1 1
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Figure 16b illustrates the case of a system, 14, consisting of an anthracene, an
aliphatic amine, and a crown ether moieties. The fluorescent excited state of the an-
thracene component is quenched by electron transfer from the amine and the crown
ether components, but such a quenching does not occur when the amine is pro-
tonated and the crown ether associates with a Na™ ion, as indicated in the truth
table [46]. In methanol, the fluorescence quantum yield in the presence of 10~ mol
L 'H* and 1072 mol L~ ! Nat is 0.22 (output state 1, fourth line of the truth table,
Fig. 16¢), whereas none of the three output states 0 has quantum yield higher than
0.009.

10.2 XOR and XNOR Logic Gates

The EXclusive OR (XOR) logic gate is particularly important because it can com-
pare the digital state of two signals. If they are different, an output 1 is given,
whereas if they are the same, the output is 0. This logic operation has proven to
be difficult to emulate at the molecular scale, but several examples are now avail-
able [45,47,48].

1,4,8,11-Tetraazacyclotetradecane (cyclam) in its protonated forms can play the
role of host towards cyanide metal complexes. In acetonitrile-dichloromethane
1:1v/v solution acid-driven adducts formed by [Ru(bpy)(CN)4]2’ with a den-
drimer 15 consisting of a cyclam core appended with twelve dimethoxybenzene
and sixteen naphthyl units (Fig. 17a). Both [Ru(bpy)(CN);]>~ and the dendrimer
exhibit characteristic absorption and emission bands, in distinct spectral regions,
that are strongly affected by addition of acid. When a solution containing equimo-
lar amounts of [Ru(bpy)(CN)4]*>~ and 15 is titrated by trifluoroacetic acid, strong
spectral changes are observed with isosbestic points maintained up to the addi-
tion of two equivalents of acid. The results obtained show that protons promote
association of [Ru(bpy)(CN);]>~ and 15 and that, after addition of two equiva-
lents of acid, a {[Ru(bpy)(CN)4]>~ - (2H") - 15} adduct is formed, in which the
two original species share two protons (Fig. 17a). In the adduct, the fluorescence
of the naphthyl units is strongly quenched by very efficient energy transfer to the
metal complex, as shown by the sensitized luminescence of the latter [49]. The
{[Ru(bpy)(CN)4]>~ - (2HT) - 15} adducts can be disrupted(i) by addition of a base
(1,4 diazabicyclo[2.2.2]octane), yielding the starting species [Ru(bpy)(CN)4]2’ and
15, or (ii) by further addition of triflic acid, with formation of (15.2H)>* and
protonated forms of [Ru(bpy)(CN)4]2’. As a consequence, it has been found that
upon stimulation with two chemical inputs (acid and base), {[Ru(bpy)(CN)4]2_ .
(2H™) - 15} exhibits two distinct optical outputs (a naphthalene-based (335 nm)
and a Ru(bpy)-based (680 nm) emissions) that behave according to an XOR and
an XNOR logic, respectively (Fig. 17b).
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Fig. 17 (a) Proton driven adduct formation of between [Ru(bpy)(CN)4]2* and dendrimer 15. (b)
Logic behaviour of the {[Ru(bpy)(CN);]>~ - (2H") - 15} adduct upon stimulation with acid and
base inputs [49]

11 Light Driven Molecular Machines

In green plants, the energy needed to sustain the machinery of life is provided by
sunlight. In general, light energy is not used as such to produce mechanical move-
ments, but it is used to produce a chemical fuel, namely ATP, suitable for feed-
ing natural molecular machines [50]. Light energy, however, can directly cause
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photochemical reactions involving large nuclear movements [8, 18]. A simple ex-
ample is a photoinduced isomerization from the lower energy frans to the higher
energy cis form of a molecule containing -C=C- or -N=N- double bonds, which
is followed by a spontaneous or light-induced back reaction. Such photoisomeriza-
tion reactions have indeed been used to design molecular machines driven by light
energy inputs [51]. In supramolecular species, photoinduced electron-transfer reac-
tions can often cause large displacement of molecular components. Indeed, working
with suitable systems, an endless sequence of cyclic molecular-level movements
can, in principle, be performed making use of light-energy inputs without gener-
ating waste products. Compared to chemical energy inputs, photochemical energy
inputs offer other advantages, besides the fundamental one of not generating waste
products: (i) Light can be switched on/off easily and rapidly; (ii) Lasers provide
the opportunity of working in very small space and very short time domains; (iii)
Photons, besides supplying the energy needed to make a machine work, can also be
useful to “read” the state of the system and thus to control and monitor the opera-
tion of the machine. In the last few years, a great number of light-driven molecular
machines have been developed and the field has been extensively reviewed [13]. We
will briefly describe a few examples.

11.1 Dethreading/Rethreading of Pseudorotaxanes

Dethreading/rethreading of the wire and ring components of a pseudorotaxane re-
minds us of the movement of a piston in a cylinder. In order to achieve a light-
induced dethreading in such piston/cylinder systems, pseudorotaxane 16 has been
designed which incorporates a “light-fueled” motor (i. e., a photosensitiser) in the
wire (Fig. 18) [52]. Threading of the wire into the ring is thermodynamically driven
because of the electron acceptor and, respectively, electron donor properties of the
viologen and crown ether units. In deaerated solution, excitation of the photosen-
sitizer with visible light in the presence of a sacrificial electron donor (e.g., tri-
ethanolamine) causes reduction of the electron—acceptor unit and, as a consequence,
dethreading takes place. Rethreading can be obtained by allowing oxygen to enter

{ ! o] X

--;Rulz*l\lo &0 o X
o © o Oxidant

pReductani

Products 16

Products

Fig. 18 Light-driven dethreading of pseudorotaxane 16 by excitation of a photosensitizer con-
tained in the wire-type component [52]
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the solution. Through a repeated sequence of deoxygenation and irradiation fol-
lowed by oxygenation, many dethreading/rethreading cycles can be performed on
the same solution without any appreciable loss of signal until most of the reductant
scavenger is consumed. It should be pointed out, however, that photochemical sys-
tems which rely on such a sensitizer-scavenger strategy produce waste species from
the decomposition of the reducing scavenger and from the successive consumption
of dioxygen.

11.2 A Sunlight Powered Nanomotor

The rotaxane 175 (Fig. 19) consists of six molecular components suitably chosen
and assembled in order to obtain ring shuttling powered by visible light [53]. It com-
prises a crown ether electron donor macrocycle R (hereafter called the ring), and a
dumbbell-shaped component which contains two electron acceptor recognition sites
for the ring, namely a 4,4’-bipyridinium (A;) and a 3, 3'-dimethyl-4,4 '-bipyridinium
(A») units, that can play the role of “stations” for the ring R. Molecular modelling
shows that the overall length of 17°" is about 5 nm and the distance between the
centers of the two stations, measured along the dumbbell, is about 1.3 nm. Further-
more, the dumbbell-shaped component incorporates a [Ru(bpy)3]*>*-type electron
transfer photosensitizer P which also plays the role of a stopper, a p-terphenyl-type
rigid spacer S which has the task of keeping the photosensitizer far from the elec-
tron acceptor units, and finally a tetraarylmethane group T as the second stopper.
Electrochemical and nuclear magnetic resonance (NMR) spectroscopic data show
that the stable conformation of 17%* is by far the one in which the R component is
located around the better electron acceptor station, A{>*, as represented in Fig. 19.

The mechanism devised to perform the light-driven shuttling process in the ro-
taxane 17" is based on the following four phases:

(a) Destabilization of the stable conformation: Excitation with visible light of the
photoactive unit P (step 1) is followed by the transfer of an electron from the *P
excited state to the Ay station, which is encircled by the ring R (step 2), with the
consequent “deactivation” of this station; such a photoinduced electron-transfer
process has to compete with the intrinsic decay of *P (step 3).

(b) Ring displacement: After reduction (“deactivation”) of the Ay station to A;, the
ring moves by Brownian motion to A, (step 4), a step that has to compete with
back electron-transfer from A} to the oxidized photoactive unit P (step 5). This
requirement is the most difficult one to meet since step 4 involves only slightly
exergonic nuclear motions whereas step 5 is an exergonic outer-sphere electron
transfer process.

(c) Electronic reset: A back electron-transfer process from the “free” reduced sta-
tion A, to P (step 6) restores the electron acceptor power of the Ay station.

(d) Nuclear reset: As a consequence of the electronic reset, the ring moves back
again by Brownian motion from A, to Ay (step 7).
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Fig. 19 Structure of rotaxane 17 and schematic representation of the intramolecular mechanisms
for its photoinduced shuttling movement [53]

Reversible displacement of the ring between the two stations A; and A should
thus be obtained by light energy inputs without consumption of chemical fuels and
formation of waste products. It has been found [53] that such photoinduced ring
displacement does occur, but with very low efficiency (2%). However, efficiency
can be considerably improved (about 12%) in the presence of a suitable external
electron relay that, without being consumed, slows down the back electron transfer
reaction, thereby leaving more time for ring displacement.
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In conclusion, rotaxane 17" behaves as an autonomous linear motor powered
by visible light. Each phase of the working cycle (Fig. 19) corresponds, in kind, to
the fuel injection and combustion (a), piston displacement (b), exhaust removal (c),
and piston replacement (d) of a four-stroke macroscopic engine.

The low efficiency of this nanomotor may seem disappointing, but it should be
noted that the fuel (sunlight) is free. Besides being powered by sunlight and operat-
ing as an autonomous motor, the investigated system shows other quite interesting
properties: it works in mild environmental conditions, it is remarkably stable and
it can be driven at high frequency (kHz). In principle, when working by a purely
intramolecular mechanism, it is also suitable for operation at the single-molecule
level.

12 Conclusions

One of the most interesting aspects of supramolecular (multicomponent) systems
is their interaction with light. The systems here described show that, in the frame
of research on supramolecular photochemistry, the design and construction of
nanoscale devices capable of performing useful light-induced functions can indeed
be attempted.

The potential applications of photochemical molecular devices and machines are
various — from energy conversion to sensing and catalysis — and, to a large ex-
tent, still unpredictable. As research in the area is progressing, two interesting kinds
of nonconventional applications of these systems begin to emerge: (i) their behav-
ior can be exploited for processing information at the molecular level [54] and, in
the long run, for the construction of chemical computers [55]; (ii) their mechani-
cal features can be utilized for transportation of nanoobjects, mechanical gating of
molecular-level channels, and nanorobotics [56].

However, it should be noted that the species described here, as most multi-
component systems developed so far, operate in solution, that is, in an incoherent
fashion and without control of spatial positioning. Although the solution studies
are of fundamental importance to understand their operation mechanisms and for
some use (e.g. drug delivery), it seems reasonable that before such systems can
find applications in many fields of technology, they have to be interfaced with the
macroscopic world by ordering them in some way. The next generation of multi-
component molecular species will need to be organized so that they can behave
coherently and can be addressed in space. Viable possibilities include deposition on
surfaces, incorporation into polymers, organization at interfaces, or immobilization
into membranes or porous materials. Recent achievements in this direction [57-60]
let one optimistically hope that useful devices based on functional (supra)molecular
systems could be obtained in a not too distant future.

Apart from foreseeable applications related to the development of nanotechnol-
ogy, investigations on photochemical molecular devices and machines are important
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to increase the basic understanding of photoinduced reactions and other processes
such as self-assembly, as well as to develop reliable theoretical models. This re-
search has also the important merit of stimulating the ingenuity of chemists, thereby
instilling new life into Chemistry as a scientific discipline.

Acknowledgment Financial support from MIUR (PRIN “Progettazione e caratterizzazione di dis-
positivi molecolari aftificiali”).
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Hofmeister Effects in Enzymatic Activity,
Colloid Stability and pH Measurements:
Ion-Dependent Specificity

of Intermolecular Forces

Andrea Salis, Maura Monduzzi and Barry W. Ninham

1 Introduction

Electrolytes are integral components of biological systems, and they are involved
in several enzymatic pathways essential to life. However, the high degree of speci-
ficity of electrolytes in determining mechanisms of enzymatic action is at best only
partially understood.

That situation, the nature and origin of specific ion, or Hofmeister effects, is
universal in physical chemistry [1].

In elementary physical chemistry, a distinction is made between those two kinds
of electrolytes. Conventionally, strong electrolytes are those fully dissociated in wa-
ter. Weak electrolytes are only partially dissociated in water. The distinction then
assigns to weak electrolytes a very important role since they modify the acid/base
equilibria of water solutions. The simultaneous presence of an electrolyte in water
solution in both its undissociated and dissociated forms gives rise to a pH buffer.
The equilibrium between the two forms opposes pH variations caused by the addi-
tion of strong acids or bases to the system. Strong (fully dissociated) electrolytes
were believed to have little effect on pH. This is approximately true only at low
ionic strength [2], as it will be shown in Sect. 4.

Enzymes, as for all proteins, contain a large number of acidic and basic groups
located mainly on the exterior “surface”. When placed in aqueous media, the su-
perficial net charge of the enzyme can change as a result of bulk pH modifications
that affect the acid/basic dissociation equilibria. Consequently enzymatic activity,
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structural features and solvation, can change radically. Changes in bulk pH may af-
fect charge distribution on the substrate and product also. In effect, charge variations
at the interfacial enzymatic “surface” will be reflected in changes in the binding of
the substrate, and the catalytic efficiency. It is commonly held that the effect of pH
on the rate of an enzymatic reaction can be explained by assuming that only one
of the possible charged enzymatic forms gives rise to the optimal catalytic perfor-
mance. In other words, there is an optimum pH value that favors the maximum
concentration of the enzyme-substrate intermediate.

Ionic strength is another variable parameter that may affect catalytic activity. At
high ionic strength, a lowering of the carboxylic acid pK,s may occur (probably due
to competition of the cation with hydronium for the carboxylic site), but at neutral
pH, little effect on the overall charge of the enzyme molecule is generally observed,
unless the variation in charge occurs within the active site.

In the last decade, it has become clear that such first order theoretical notions are
too crude to characterize real enzyme performance. Although ionic strength and pH
are recognized as important factors that affect enzyme activity, specific ion effects
are not embraced by classical (electrostatic) theories of physical chemistry. Indeed
enzyme conformations, stability and activity are a result of a complex interplay of
factors other than electrostatic forces alone. These are usually subsumed under sep-
arate competing terms like electrostatic, dipolar, and van der Waals interactions,
hydrogen bonds, solvation and polarization effects, association—dissociation equi-
libria of charged groups. In reality, these terms, which have their origin in theories
of interactions between molecules in dilute media, are mnemonics for a much richer
class of many body forces that operate in solution, for which the distinctions be-
tween them are smeared.

The story starts more than a century ago (see Fig. 1)

The different effects of neutral salts on the solubility of proteins were first ex-
plored systematically by Franz Hofmeister in 1888 [3]. His historical papers have
been recently translated into English and republished [4].

For proteins, the precipitation (salting out) / solubilization (salting in) efficiency
of the anions, at a fixed ionic strength, was found to decrease/increase in the order:

HPO4>~ >SS0, >F >ClI” >Br >NO;  >1" >ClOs > SCN™

The phenomenon embraced by this sequence is referred as the Hofmeister series
(HS), or alternatively as a lyotropic series. It is represented schematically in Fig. 2.
From the beginning, a puzzling recurrent observation was the salting out efficiency
followed more or less in the HS order when the pH is higher than the isoelectric point
(pD) and in the opposite order at pH < pI [5-8]. This was explained only recently [9].

Enzymatic activity also seemed to follow Hofmeister series as reported in several
works from 1960 to the present time [10-22]. Sometimes, the series reversed with
change of buffer [14].

Sometimes, the specific activating/deactivating effect of ions was recognized as a
Hofmeister effect. Sometimes, it was then being attributed to other factors [23]. The
effects are well known to biochemists. Nevertheless, the development of a theoret-
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The story starts in 1888

Ovalbium
+

salts

Fig. 1 Franz Hofmeister (1850-1922). In 1901 Hofmeister proposed that life results from the
activity of enzymes, and that a specific enzyme is responsible for every vital reaction [3]

ical framework that allows a description of the ion-specific interplay between ionic
strength, activity coefficients, pH, and enzyme activity remained elusive.

“Specific ion” effects occur not just in biochemistry, but almost everywhere in
physical, colloid, polymer and surface chemistry [1,24-30].

Hofmeister Series (HS)

Ovalbumin
+

salts

Salting out Salting in

(coagulation) (stable)
Kosmotropic Chaotropic
Structure making Structure breaking
Hard ions Soft ions

,| Precipitation | ~————
Efficiency

!

HPO,2 > SO, > F- > CI- > Br > NO; > I > CIO, > SCN-

Fig. 2 The scheme summarizes Hofmeister series and current theories [1-5]
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Until recently, they have remained inexplicable with conventional theories of
solution and colloid chemistry. But some progress is now under way [1].

Hofmeister himself remained bemused at the source of his phenomena, whether
they were due to bulk or surface (adsorption) effects. Both involve hydration effects
induced by ions [31-34]. Hofmeister lent towards attributing the matter principally
to changes in bulk water structure. From this point of view, the ion specificity is
determined by the ability of ions to form (kosmotropic), or to break (chaotropic)
hydrogen bonds in water systems. This is the standard view of the matter [32-35].

But a host of morphological changes due to ion specific headgroup area varia-
tions in surfactant systems and in direct force measurements implicate surface ef-
fects [36]. The same is true for a number of other phenomena discussed below. It
seems that in general, both bulk and surface (hydration) effects must be involved.
A more recent approach stems from the rather surprising recognition that the the-
oretical treatment of nonelectrostatic forces experienced by ions near an interface
must be treated at the same level as the forces due to the classical electrostatic po-
tential [37]. These nonelectrostatic, electrodynamic fluctuation (called for brevity,
dispersion or NES) forces are treated only in linear approximation in the standard
framework. This topic will be resumed below in Sect. 3 after the presentation of
some experimental results related to enzyme activity in the following Sect. 2. It will
be demonstrated that both bulk and surface effects play a role [9,38]. In this context,
it is also worth mentioning that, according to very recent results, ions affect the first
hydration shells only. Ions neither enhance nor weaken the hydrogen bond network,
at least over the time scale experienced by femtosecond pump spectroscopy [39,40].
Thus, Hofmeister effects are likely to find explanation in interactions of the ions with
the macromolecule and its first hydration shell [41].

2 Enzymatic Activity: Role of Buffers, Salts,
pH and Ionic Strength

2.1 The Case of the Lipase from Aspergillus niger

The enzymatic activity of lipase from Aspergillus niger was first measured as a func-
tion of pH. To do this, the ratio [HyPO4~]/[HPO,4>~] was changed to prepare dif-
ferent sodium phosphate buffer solutions in the range of pH 5.0-7.5 ([H,PO4 | +
[HPO42~] = 5mM), and without any added salts. The results are shown in Fig. 3a.
Lipase A shows a maximum activity at pH = 6, that is A, = 160umol min~—! g~
Then, some experiments were performed in the presence of added sodium salts,
using a phosphate buffer at initial pH=6. Activity data and pH data are shown in
Fig. 3b. While pH values decrease with increasing salt concentrations as expected,
different trends in the enzymatic activity are observed for the different anions. Inde-
pendent of the salt induced pH decrease, it is remarkable that a high concentration of
the most chaotropic anions, namely SCN™ and ClO4 ", causes a decrease of activity
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Fig. 3 Enzymatic activity of lipase from Aspergillus niger in phosphate buffer 5 mM solution at
different pH values (a), and in the presence of different sodium salts (Br—, C1~, ClIO4~, SCN™)
(b). The effect of salts on pH (dashed lines in the graph on the right side) is also shown

below the value measured in the buffer at initial pH=6. On the contrary, NaCl and
NaBr induce similar superactivities. These trends should be compared to those ob-
served in the phosphate buffer at initial pH=7 where all salts were found to increase
enzyme activity in the order Br~ > CI™ =~ NO3~ > ClO4 ™.

Fig. 4 shows the data obtained using the buffer at initial pH = 7. Strikingly,
enzymatic activity increased significantly, even though the addition of NaBr in-
duced a further significant decrease of the (measured) pH below the optimum
value of 6 (Fig. 3a). These results emphasize the crucial role of Br™ in increasing
the enzymatic activity. The addition of Bromide salts having different monova-
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Fig. 4 Specific ion Effects on Aspergillus niger lipase hydrolytic activity. Anions of sodium salts
(a), and of the cations of bromide salts (b). In the left side graph, the solid lines show the experi-
mental activities, the dashed lines the calculated activities
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lent cations (see Fig. 4b) confirmed the ionic pair Na™ Br™ as a specific salt able
to promote the superactivity of the lipase A from Aspergillus Niger (from 160 to
370umolmin—' g~ 1).

But this is valid in the presence of a phosphate buffer. Indeed, other buffers pro-
duce different trends of the enzymatic activity as a function of pH values. This is
shown in Fig. 5. This is likely to suggest different stories.

From this work, some important insights into an understanding of the nature of
the Hofmeister effects seem to emerge. If the major effect of salt addition was due to
the salt induced water structure modification (bulk phenomena), the corresponding
pH change should have produced the increase of enzymatic activity predicted by
theoretical curves (dashed lines in Fig. 4a). But this is not so. The present results
can be justified only in terms of a specific interaction (adsorption) of Br~ anions
at the enzyme surface. To these interactions, ion specific dispersion forces not part
of the present intuition on these matters are likely to contribute. The final outcome
is that the enzyme is driven, by these additional adsorption forces, with consequent
changes in protein hydration, to a conformation very active for the catalytic process.

Hence, the main conclusion is that enzymatic activity is intimately related to
anion specific surface phenomena. In addition, it should here be recalled that sur-
face adsorption phenomena will occur at the glass electrode surface also (see below
Sect. 4). Consequently, the measured pH may not be the real bulk pH of the solution.
One may not even be sure of the meaning of the pH reading. But the superactivity
induced by adding specifically the ion pair NaBr 2M in phosphate buffer at initial
pH =7 (which is not the optimal pH without added salts) seems to be a quite remark-

280

Specific activity [ gmolf min -1g-1)

pH

Fig. 5 The effect of different buffers on the enzymatic activity of the lipase from Aspergillus niger.
(A) Sodium citrate; (¢) Sodium phosphate; ((J) Tris-HCl
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able result. In summary, it turns out that it is more convenient to obtain the apparent
optimal pH conditions by adding salts rather than by using an “ad hoc” buffer solu-
tion only. The phenomenon may well be quite general, in which case, it provides a
clue to specific ion regulation mechanisms and superactivities of enzymes.

2.2 The Case of the Lipase from Candida rugosa

The effects of weak and strong electrolytes on the enzymatic activity of Candida
rugosa lipase have also been explored. Weak electrolytes, used as buffers, set pH,
while strong electrolytes regulate ionic strength. The interplay between pH and ionic
strength has been assumed to be the determinant of enzymatic activity. In experi-
ments that probe activities by varying these parameters, there has been little atten-
tion focussed on the role of specific electrolyte effects. Here, for Candida rugosa
lipase, is another specific case where both buffers, and the choice of background
electrolyte ion pair, strongly affect the enzymatic activity. The effects are dramatic
at high salt concentration. Indeed, a 2M concentration of NaSCN is able to fully
inactivate the lipase. By contrast, Na;SO4 acts generally as an activator, whereas
NaCl shows a quasi-neutral behavior. Such specific ion effects are well known and
are classified among “Hofmeister effects”. But there has been little awareness of
them, or of their potential for optimization of activities in the enzyme community.
Rather than the effects per se, the focus here is on their origin. New insights into
mechanism can be reasonably proposed as a result of the new observations.

Fig. 6a shows Candida rugosa lipase activity as a function of pH obtained with
three different buffers, namely sodium citrate, sodium phosphate and Tris-HCI, at
SmM concentration. The main result is that the activity depends on both the pH and
the specific weak electrolyte used to prepare the buffer. From this fact, two other
points emerge:

The pH for maximum activity varies with the buffer. It is about 5.4 for Tris-HCl,
6 for citrate, and 6.7 for phosphate;

The maximum activity of Candida rugosa lipase has different values for each
buffer, i.e. phosphate ~ citrate > Tris-HCI.

Fig. 6b shows the experiments performed by using more concentrated buffers
(200 mM). Comparing with the previous situation, the curve maxima are closer,
falling in a very narrow pH range (6.5-6.6). Moreover, the enzymatic activity de-
creases significantly in the order phosphate > citrate > Tris-HCI.

These results are likely to hold specifically for Candida rugosa lipase only. In-
deed, similar measurements performed in SmM buffers using the lipase from As-
pergillus niger (see Fig. 5) also showed a slight specific dependence on the buffer
anion/cation. However, unlike the results above, the highest activity was observed
with Tris-HCI buffer as shown in Fig. 5. This is a strong indication that specific
adsorption of buffer ions at substrate and enzyme is involved.

The activity of the Candida rugosa lipase, in the presence of both weak and
strong electrolytes, was then assayed. Different salts (concentrations: 0.5 and 1M
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Fig. 6 The effect of different buffers and of their concentration [(a) 5 mM, (b) 200 mM] on the
maximum activity of the lipase from Candida rugosa. (A) Sodium citrate; () Sodium phosphate;
(O) Tris-HC1

of Na;SQOy, 0.5, 1 and 2M of NaCl and NaSCN) together with the substrate p-
nitrophenyl acetate were dissolved in different buffer solutions, namely phosphate
(Ph) and Tris-HCI, (5 and 200 m M) at the initial pH = 7. If we use the standard
nomenclature of Hofmeister series, NaySOy is considered to be kosmotropic, NaCl
is neutral and NaSCN is chaotropic. Prior to each enzymatic activity determination,
pH measurements were performed by means of a glass electrode.

The substrate solutions in the presence of both buffers and salts were then used
for the determination of the enzymatic activity. Results are reported in Fig. 7 for
Phosphate buffer and Fig. 8 for Tris-HCI buffer, respectively. In all cases, the three
salts act in a similar way, in particular, the sulfate is generally activating, chloride is
neutral or slightly activating/deactivating, and SCN™ is strongly deactivating. Only
in the presence of Tris-HC1 5 mM (Fig. 8) is the sulfate slightly deactivating.

2.2.1 Problems with Ion Specificity

Ton specific effects on enzymatic activity have been a matter of debate for more
than forty years [10, 11]. Theoretical models have not been predictive, even at a
qualitative level. One reason for that situation is now clear. The entire theoretical
framework used, even for pH, was flawed in its omission of a class of forces, disper-
sion forces, largely implicated in producing the effects. The problem is complicated
by the superposition of several different effects difficult to disentangle. But the fact
that these Hofmeister effects can reverse order, with enzyme, with buffer, above and
below the point of zero charge, with interchange of cation, etc. [9], all point to the
diversity of competitive adsorption available to dispersion forces acting on ions in
concert with varying adsorbate.
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Fig. 7 The effect of sodium salts (type and concentration) on the activity of the lipase from Can-
dida rugosa in the presence of phosphate buffer 5 mM (a) and 200 mM (b)

The purpose of this discussion is to rehearse these matters in detail to pinpoint
where the problems lie. Once identified, these will be discussed separately. Then,
we try to rationalize them at a qualitative level taking into account contributions
from previously neglected nonelectrostatic dispersion forces. The issues are the
following:

e Both pH and salt addition affect enzyme activity. These effects are usually treated
separately via simple kinetic models (see below Sect. 2.2.2). The second is usu-
ally discussed only in terms of ionic strength variations. No ion specificity is
usually taken into account. A recent work explained Hofmeister effects with the
bulk pH variations induced by the salt addition [42]. This cannot be done at high
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Fig. 8 The effect of sodium salts (type and concentration) on the activity of the lipase from Can-
dida rugosa in the presence of Tris-HCI buffer S mM (a) and 200 mM (b)
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salt concentration as shown above in the case concerning the enzymatic activities
of Aspergillus niger lipase [19].

When high concentrations of salts are added to a buffer/protein solution, the bulk
pH is apparently modified. With proteins, the pH variation follows a direct or a
reverse Hofmeister series depending on the pl [9]. Dispersion forces have been
already used to rationalize these effects (see Sect. 2.2.3) [43]. This point is further
complicated by the fact that the most commonly used technique for pH measure-
ments, a pH-meter equipped with a glass electrode, is likely to be affected by
the presence of high concentrations of salts (see below Sect. 4). Direct or reverse
Hofmeister series can be obtained depending on the buffer [38]. The result is
that the measured pH likely differs from the real pH of the solution. The origin
of this artifact is still unquantified since a full explanation of the phenomenon
has not yet been given (see Sect. 2.2.3). It is known, however, that the standard
theory behind interpretation of pH, a purely electrostatic theory, ignores specific
ion adsorption and interactions.

On the basis of the structure of Candida rugosa lipase (see Sect. 2.2.4 and
Fig. 10), new insights into the effects caused by salt addition and pH changes
on enzymatic activity will be proposed. pH and salt addition affect amino acid
residues both at the active site and on the exterior “surface” of the enzyme. A dif-
ferent charge of the catalytically involved amino acids and a structure distortion
may occur. The balance between these two effects is likely to be responsible for
the different activity trends measured with different enzymes (see Sect. 2.2.5).

2.2.2 Failure of Conventional Kinetic Models to Explain the Effect of pH and

Ionic Strength on Enzymatic Activity

Enzymes are affected by pH. This is due to a combination of factors:

K,

Kg;

The binding of the substrate to the enzyme.

The catalytic activity of the enzyme.

The degree of ionization of the substrate.

The variation of the structure of the enzyme (usually assumed important only at
extreme pH values) [44].

A simple model that captures enzyme activity dependence on pH is the following:

E- ES™
HY Keso || HY
k ky
EH+S =  ESH EH+P
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where: Kg1, K>, Kgs1 and Kgs» are the ionization constants of the ionizable amino
acids (i.e. His and Glu) in the active site.
From this model, a Michaelis/Menten-type relationship can be derived [44]:

Vv lS
_—
ulS]
where
- Vimax @)
MAX = M + 1 + Keso
Kgs1 [HT]

[H] Kp,
' T 3
7,+1+§%2]

Kinetic parameters Kjs and Vj4x are pH dependent. Nothing is supposed to be
affected by the buffer used to obtain the desired pH value. Our results in Figs. 5-6
clearly show the inadequacy of this model.

It has also been reported that ionic strength is an important parameter affecting
enzyme activity [45]. If the reaction rate depends upon the approach of charged moi-
eties — as for the rate controlling step in the catalytic mechanism of chymotrypsin
that involves the approach of two positively charged groups (His57 and Argl45) —
increasing the ionic strength of the solution causes a significant increase/decrease
in Kea [45]. The approximate relationship below, that is a consequence of classical
electrolyte theory, has been proposed:

log k = log ko + ZsZgl'/? 4)

Here, k is the measured rate constant, kg is the zero ionic strength rate constant,
Z4 and Zp are the electrostatic charges of the reacting species, and [ is the ionic
strength of the solution. From this equation, we can see that the reaction rate de-
creases when the charges are opposite in sign. It increases when the charges are
identical. Results in Figs. 7-8 show that the addition of monovalent salts NaCl and
NaSCN, which should cause the same ionic strength effect, leads instead to a very
different enzymatic activity from that predicted.

2.2.3 Effect of Salt Addition on pH of Proteins and Buffers Solutions:
Dispersion Forces

It is an easy experiment to verify that the measured pH of a protein/buffer solution
changes with the addition of strong electrolytes. Measured pH is ion specific and
follows a Hofmeister series.

Some recent papers by Bostrom et al. [9,43,46] predicted the behavior of some
proteins in water solution in the presence of salts by taking into account both elec-
trostatic and dispersion forces at the same level. They used the Poisson—Boltzmann
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cell model to calculate the net protein charge, surface pH, solution pH, and ion dis-
tributions.

The net protein charge, surface pH, solution pH, and ion distributions can be
determined self-consistently via the non-linear Poisson—Boltzmann equation for
monovalent ions:

eveo d ([ ,d9
r2 dr dr

) =—e [c+(r) —c_(r)+cy+ (r)] Q)
with the ion concentrations given by

ci (1) = cexp (= [e + Us(r)] /KT ©)

Here, ¢ is the self-consistent electrostatic potential and U, is the interaction
potential experienced by the ions. For the other symbols, see the original papers
[9,43,46].

Some of the main results of these works are the following:

1. Two different quantities, bulk pH (minus the logarithm of the chemical poten-
tial) and surface pH (minus the logarithm of the electrochemical potential of a
hydronium ion at the protein-solution interface), do exist.

2. While chemical potential is constant, the electrochemical potential changes near
interfaces [47]. Surface pH is the quantity that influences the number of acid and
basic charge groups on a surface. Bulk pH is, in general, quite different compared
to surface pH near a protein surface.

3. The addition of small amounts of an anion having a high excess polarizability
(SCN™) produces the same effect (in terms of pH variation) as higher amounts
of an anion with a low excess of polarizability (C17).

The difference between the bulk pH and the surface pH (or charge) of a protein
depends on the anion present. In particular, highly polarizable anions such as SCN™
are strongly attracted, because of dispersion forces, towards the protein surface.
This leads to more hydronium ions near the surface, or more precisely, to a higher
surface electrochemical potential, and more bound hydronium ions (higher charge).
This attraction can change sign depending on the dielectric properties of the surface
with which the ion interacts.

Buffer and protein solutions behave similarly. Thus, for a buffer solution (e.g.
phosphoric acid/phosphate), the fraction of neutral and negatively charged species
depends on the pK, values and on the bulk pH. However, it depends also on the
background salt solution via the “surface pH” or physico-chemical environment near
the buffer anion. Standard textbooks on pH in buffer and salt solutions never take
into account any ion specificity (except a number of fitting parameters that should
be different for each new situation).

As the salt concentration increases, the concentration of positively charged
cations increases in the local region near the negatively charged phosphate ion. This
leads by electrostatics to fewer hydronium ions bound to the phosphate ion and
more in solution. Thus, the bulk pH decreases with added salt. This effect is even
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more pronounced at high pH value where a higher fraction of HPO4>~ is present
and so more cations are attracted (and hence less hydronium ions). However, the
pH decrease will also be different for different ion pairs. If SCN™ and Cl™ ions
are compared, the more polarizable SCN™ anion experiences larger attractive ionic
dispersion potentials towards the phosphate ion than does C1™ ion. Bulk pH should
be higher in NaSCN solution than in a NaCl solution since there will be more an-
ions near each phosphate ion with SCN™ anions than with C1™ anions. This result is
shown in Fig. 9a only and for salt concentration higher than 1 M. Following this rea-
soning, one should expect that SO4>~ anions, because of their high charge and low
excess polarizability, lead by electrostatics to a more pronounced pH decrease. This
is not observed (Fig. 9) as will be remarked on further below. In fact, for phosphate
buffer at 200 mM, no significant differences are found as a result of the different salt
addition (Fig. 9b).

Even in the presence of a cationic buffer such as Tris-HCI, what is expected is
that the effect of increasing the anion excess polarizability is usually to increase the
bulk pH. These trends (both the main electrostatic part and the ion specific part) are
in general agreement with our measurements with C1I~ and SCN™. However, it is
remarkable that the less polarizable (but with two net charges) SO4>~ anion gives
the highest pH increases.

In order to explain results obtained with Na;SOy4, we should reemphasize that
the interpretation of the experimental measurement of pH is an open question. As
reported below in Sect. 4, this is real and an unresolved matter that may have still
further ramifications.

(a) (b)
e —+— Na2s04 e —+—Na2504
7.6 —a— NaCl 7.6 1 —=—NaCl
7.4 —+— NaSCN 744 —+—NaSCN
7.2 —— Na2S04 724 ——Na2504
) —&— NaCl a a —&—NaCl
74 —— NaSCN 71 —#—NaSCN
I68 5681
Q
6.6 6.6 q
6.4 1 6.4 4
6.2 6.2
6 1 6 4
58 T T T T 58 T T T T
0 0.5 1 15 2 0 0.5 1 1.5 2
Salt concentration (M) Salt concentration (M)

Fig. 9 Measured pH of buffer solutions (a): 5 mM; (b): 200 mM at initial pH 7 with different con-
centrations of added salt. Closed symbols refer to Tris-HCI buffer; open symbols refer to phosphate
buffer

2.2.4 Structure of the Lipase from Candida rugosa

In order to rationalize our results, we recall what is known about the structure and
the active site of Candida rugosa lipase. With this in mind, we can then see how
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Fig. 10 Schematic representation of the active site ofCandida rugosa lipase. (a) Binding of the
substrate (p-nitrophenyl acetate) by the Ser209 with the assistance of Glu341 and His449. (b)
Formation of the tetrahedral intermediate and stabilization of the oxyanion

competing dispersion or NES forces acting on ions can accommodate the specific
effect of different anions on the measured enzymatic activity.

The lipase from Candida rugosa (CRL) comprises 534 amino acids with M, of
approximately 60 kDa. CRL is a single-domain molecule and belongs to the family
of o/f hydrolase fold proteins. The enzyme shows about a 40% amino acid se-
quence identity to Geotrichum candidum lipase and about 25% equivalent to acetyl-
cholinesterase. Conserved residues include the catalytic triad, disulfide forming cys-
teines, and some salt bridges. The active site (see Fig. 10) is constituted by the
aminoacids Ser209, His449 and Glu341 [48]. This site is buried from the solvent by
a single surface loop (flap). The structure of this enzyme has been resolved in two
conformations: one where the flap occludes the active site from the solvent (closed
form) [49]; the other where the active site is fully available to the solvent (open
form) [48].

The loop has an elongated shape and lies flat on the protein surface above the
active site. It encompasses a distorted helical turn and a -helix, and has an am-
phipatic character. It is hydrophobic on the side facing the protein and interacts with
the hydrophobic residues surrounding the active site. On the upper side, exposed to
the solvent, it is hydrophilic [49]. Besides the catalytic triad, as will be explained be-
low, the oxyanion hole also has a fundamental role in the catalysis, since it stabilizes
the transition state. This is formed by the NH groups of Ala210 and Gly124 [48].

2.2.5 New Insights on Specific Anion Effects on Enzymatic Activity

At the active site of CRL, three amino acid residues are involved in the catalytic
mechanism. The Ser209 residue is neutral whereas the other two residues are
charged; in particular His449 (pK,6.04) is cationic and Glu341 (pK,4.07) anionic.
In the first step of the catalytic path, the lone pair of the :OH group from Ser209
attacks the ester bond of the p-NPA to form a tetrahedral intermediate. This elec-
tron pair is readily available because of the presence of the Glu341 and the His449
residues (Fig. 10a). A tetrahedral intermediate with an oxyanion is formed; this last
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is located in the “oxyanion hole”. It is stabilized by the formation of two hydrogen
bonds with the NH groups of Ala210 and Gly124 (Fig. 10b).

The catalytic activity is strongly affected by surface pH (which determines the
ionization state of the amino acids) of the active site. The mechanism is inhibited
when both residues Glu341 and His449 are protonated, and cannot then assist the
oxygen of Ser209 in its nucleophilic attack on the carbonyl carbon of the ester. This
prevents the formation of the tetrahedral intermediate that involves His449 (proton
transfer from Ser209) and Glu341 for the delocalization of the charge.

On the basis of the theoretical results obtained by Bostrom et al. [43, 46], the
presence of a strongly polarizable SCN™ anion at high concentrations should lead to
a higher amount of hydronium ion bound to surface amino acid residues. When the
Candida rugosa lipase is in its active conformation, the active site is fully available
to the solvent [48], so that adsorption of SCN™ is possible and likely to occur. This
should lead to the protonation of His449 and Glu341 that can no longer assist the
Ser209 in the nucleophilic attack of the carbonyl group of the p-NPA.

In general, protonation of His residues correspond to the already observed [50]
apparent pK, shift that was supposed to be anion specific. Taking into account the
effects of dispersion forces on pK, theoretical calculations of His residues have
already been shown to account for the mechanism at the origin of the observed
effect [51].

Besides this effect, an additional phenomenon might be responsible for the dra-
matic decrease in enzymatic activity observed with SCN™ anions. The native con-
formation of an enzyme is determined by a complex interplay of many body molec-
ular forces subsumed under names like ionic, hydrogen bond, many body dipolar
and dipole-induced dipole and van der Waals interactions. These forces provide sta-
bility to the enzyme under physiological conditions and prevent deleterious confor-
mational changes that could cause deactivation. It is likely that SCN™ adsorption is
able to interfere with the hydration of groups involved in these interactions at the
enzyme surface level even at the active site. This could cause a distortion of the
active site i.e. of the amino acids of the catalytic triad and those forming the oxyan-
ion hole. This distortion should modify the cavity and so render the stabilization of
the transition state impossible. This effect, if confirmed, should lead to the dramatic
diminution of enzymatic activity as shown in Figs. 7-8.

The destruction of enzyme structure caused by chaotropic anions is an expla-
nation commonly given to justify enzyme inactivation [11]. What is new here is
that the direct effect of anions can be traced to the anionic adsorption driven by the
many body dispersion forces rather than an effect mediated by changes in bulk water
structure [39—41].

On the other side of the Hofmeister series, the kosmotropic anion SO4%~ implies
that it interacts mainly via electrostatics alone. The activating-deactivating phenom-
ena depend on the solution buffer. In this case, the effect on the activity caused
by SO4%~ addition is likely to be related, at least at a first approximation, to the
bulk pH shift. This is true, for example, for phosphate buffer 200 mM where the
addition of 1 M NaSOy4 gives a pH shift from 7.00 to 6.62 (see Fig. 9b) and an en-
zymatic activity of 289 umolmin~! g~! (Fig. 7b). This pH shift goes in the direction
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of the maximum in the activity versus pH curve (pH = 6.52; enzymatic activity =
268 umolmin~' g~ 1) in Fig. 6b.

In the case of 200 mM Tris-HCI, the addition of 1M Na;SO; gives a pH shift from
7.00 to 7.38 (Fig. 9b) and an enzymatic activity of 188 umol min~!g~! (Fig. 8b). If
this pH shift in the activity versus pH curve is considered (Fig. 6b), an enzymatic
activity = 140umolmin ' g~! at pH = 7.44 is obtained. The different effect of sul-
fate anion (activation/deactivation) observed with the different buffers confirms the
importance of the choice of weak electrolytes used to set the bulk pH. The choice
of buffer is supposed not to be influential, but clearly it is.

If these explanations are correct, the effect induced by the HS neutral anion C1™
is partially due to a combination of nonspecific electrostatic forces and ion-specific
NES forces. This is also tuned by the solution buffer, with competition for the active
site between chloride and buffer ions being explicit. That this is probably so receives
support from the observation that the effect of high buffer concentration (200 mM) is
also explainable in terms of Hofmeister series. Indeed, when buffer concentration is
low (5 mM), its weak buffering capacity does not allow to reach a single maximum.
It is however remarkable that the three buffers produce similar maximal activities
although at different pH values (cfr. Fig. 6a). When buffer concentration increases,
the higher buffering capacity allows to reach the real value of optimal pH (around
6.5). At this point, a Hofmeister effect appears giving different activities, namely a
high value for the kosmotropic phosphate and citrate anionic buffers and a low value
for the chaotropic Tris-HCI cationic buffer (cfr. Fig. 6b).

2.3 Inferences from Hofmeister Effects Observed
in Enzyme Activity

The present works demonstrate explicitly the specific effects of weak and strong
electrolytes on enzymatic activity of a lipase. Previously, the consensus has been
that the former acts only as buffers, i.e. to set pH only, and that the latter acts as ionic
strength regulators, i.e. to modify electrostatic forces of association only. Here, we
have shown that this picture is much too simple. Both buffers and salt anions have
specific effects that fall within the ambit of the Hofmeister series phenomena. This
is not a trivial phenomenon. It is one that conventional biochemistry text books
have neglected even though Hofmeister effects have been known for more than 100
years and first demonstrated with protein solubilities. The reason is evidently due to
the circumstance that the underlying theories of physical chemistry have not been
fully satisfactory and predictive. They have been mainly limiting laws valid only for
dilute solutions and inadequate for the job.

Recently, some of the flaws in classical theories have been exposed [52]. In-
corporation of many body NES forces into theories is providing new insights into
Hofmeister phenomena. These insights can be used to rationalize several phenom-
ena both in biochemistry and in colloidal chemistry problems [53, 54].
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3 Colloid Stability: Limits of the DLVO Theory

The stability of colloidal systems is determined by a delicate interplay of various
intermolecular forces. Supramolecular microstructures, long-range ordered liquid
crystals and also some simple biological systems are often used as models that re-
flect the role of different intermolecular forces in stabilization processes and in the
evolution of microstructure. For more than half a century, the DLVO theory [55,56]
has underpinned the intuition of colloid scientists on these forces. The apparent suc-
cesses of DLVO theory derive from its simplicity that allows the extraction of the
essential physics of the problem of lyophobic colloid stability. Its starting point is the
ansatz that colloidal particle interactions (the stability or coagulation of dispersions)
is determined by the balance of two separate forces: the double layer repulsion and
the van der Waals attraction.

But the two forces are intimately coupled. The separation of forces is an invalid
approximation [52]. This limits the applicability of the theory to low electrolyte con-
centrations (1 x 1072 —5 x 1072 M). Fig. 11 summarizes the two relevant equations
describing the repulsive and the attractive potentials between two particles.

DLVO theory loses its predictive ability in a huge number of colloidal phenom-
ena that are dominated by the problem of ion specificity, or Hofmeister effects. This
problem, extant for more than a century is one for which, indeed, the original DLVO
theory did not claim any competence. Moreover, the further approximations are that:
(1) the solvent is a bulk continuum, unperturbed by an electrolyte; (2) that no profile

{ Current theories: DLVO J
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Fig. 11 DLVO may explain colloidal stability in very diluted regime, but not HS effects or ion-
specific induced superactivity in enzymes




176 A. Salis et al.

of surface induced solvent order (hydration) exists at an idealized interface; and
especially (3) that no perturbation of this hydration occurs due to interaction with
adsorbed hydrated ions. (The first and third assumptions remain open. The second is
justified thermodynamically by the theorem that for the evaluation of free energies,
it is sufficient that the distribution function, i.e., profile of order is correct only to
zeroth approximation).

Theoretical developments have treated the electrostatic double layer interactions
by a nonlinear theory of electrolytes. The second kind of (nonelectrostatic, NES)
forces have been handled by the linear theory of Lifshitz that in principle deals
with all many-body quantum mechanical fluctuation forces. This procedure, with
the one force treated by a non linear theory, and the others by a linear theory violates
both the Gibbs adsorption equation and the gauge condition on the electromagnetic
field [1,52]. As a consequence, it can be shown that specific ion effects are missed.
The words “specific ion effects” then are a mnemonic that disguises the fact that
there has been no encompassing theory of systems involving aqueous electrolytes
except in the limit of extreme dilution (the situation has been reviewed in a recent
special issue of Current Opinion Colloid Interface Science [5]). The problem is en-
demic and occurs not just for colloidal interactions, but also for the Born energies
of transfer, correlation free energies of electrolytes (Debye Huckel theory), and in-
terfacial tensions. When the defects are remedied by treating both kinds of forces at
the same level in a consistent nonlinear theory, specific ion effects do show up and
apparently predictively [37]. There are many more recent theoretical studies. Indeed
co- and counterion specificity manifests itself in a variety of processes too numerous
to list. They range all the way from bacterial growth [57], enzymatic activity [14]
as shown in Sect. 2, to self-assembly of surfactants [58, 59], to hydrophobic chro-
matography [33] and the effects can usually be ordered (at least at a qualitative level)
within the well known Hofmeister series [32]. The series is often reversed and de-
pends on surface or substrate, and buffer type, a fact that alone implicates the NES
forces.

While progress has been made by working just at the level of continuum solvent
approximation, the major source of the effects is still debated. And reasonably so.
For, the extension of theory just discussed does not include bulk salt and surface
induced water structure. Nor does it include effects of dissolved gas [60,61].

To account for ion specificity, two parallel lines of thought have been followed.
The two approaches apparently sit in apposition and opposition to each other. One
assigns to ionic hydration, the entire responsibility and carriage of the ion specific
effects [62, 63]. The other insists on the fact that ions near an interface must ex-
perience a potential due to (NES) dispersion forces in concert with the classical
electrostatic potential [37,52]. Basically, the first approach ascribes ion specificity
to ionic influence on water structure, the other to relative ionic affinity to interfaces.
Both effects are certainly operating. The question is which dominates. The first ap-
proach is more complicated as hydrated ion-ion interactions or hydrated ion-surface
interactions necessarily involve more, or less, overlap of hydration shells that leads
to the concept of “hard” and “soft” ions, which itself goes back to the “civilized”
model of electrolytes of Stokes [2]. Although the second focuses on surface-ion in-
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teractions via forces not included in conventional theory, the NES ionic and solvent
frequency-dependent dielectric susceptibilities (as exemplified by excess polariz-
abilities) play arole in both theories. The (self) interaction of a bare ion with water in
the presence of its neighbors and/or an interface via NES interactions [64—66] gives
rise to strong or weak hydration and the characterisation of ions as kosmotropic
or chaotropic. These hydrated or “dressed” ions then experience further specific
NES dispersion potentials with an interface directly, and with its profile of hydra-
tion. The two apparently different approaches are consistent, the second, in fact,
including at least a part of the first. Which effect dominates in a particular case is
a matter of dispute [9]. This fact renders somewhat ambiguous the attribution of
experimental results to one approach (bulk effects), as opposed to the other (sur-
face effects). An emblematic example is the following: Dialkyldimethylammonium
bromide (DDAB)/water/hydrocarbon mixtures show a large reverse (water-in-oil)
microemulsion region [67-69] whereas changing the DDAB counterion with sul-
fate (DDAS), a normal (oil-in-water) microemulsion is found [58, 59]. Titration of
the DDAS/water/hydrocarbon microemulsion with a NaBr solution induces a transi-
tion back to the reverse phase system. Surprisingly, the change in curvature occurs at
a mole fraction of bromide equal to 0.4 [59]. Typical counterion (sulfate) concentra-
tions are around 1 M. Such a result clearly indicates a marked preference of bromide
to the interface with respect to sulfate. From an electrostatic point of view, this is,
of course, plainly absurd. The divalent sulfate ion ought to be the clear winner in a
competition for the charged surface with the univalent bromide ion. This behavior
can be attributed to the stronger attractive NES interaction between bromide and
the interface as determined by its higher polarizability. Although dispersion forces
must be called into question, there are no evident reasons (experimental results) to
argue against the fact that bromide preference for the charged surface could also
be due to its chaotropic behavior (sulfate is a kosmotropic ion). Therefore, in such
an example, both proposed theories hold. (Earlier preliminary studies of coion and
counterion effects in this system showed up some extraordinary changes in the phase
diagrams [70]).

At the present time, there is progress in extending solution theory further to in-
clude hydration effects and hydration shell overlap within the same extended non-
linearized continuum Lifshitz—double layer formalism. Once that is done, any ap-
parent conflict between apparently opposing schools of thought disappear.

4 Salt Effects on pH of Buffered Solutions

The presence of a background electrolyte, its type and concentration, can affect
the pH of a solution [71-76]. With a glass electrode, the measured pH changes
with added electrolyte, buffered or not. The changes depend on salt type [76]. Such
effects are not accommodated within the standard [UPAC Recommendations on pH
measurements and procedures [77]. These recommendations rely on the extended
Debye-Hiickel theory of electrolytes and the Nernst equation (see Sects. 5.1 and
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IONIC STRENGTH
Adding an inert salt increases the solubility
of an ionic compound.

lonic atmospheres
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¢, = molar concentration of each ion
z, = charge of each ion

Fig. 12 Activity coefficients and ionic strength: the net attraction between the cation and its ionic
atmosphere and between the anion and its ionic atmosphere is smaller than it would be between
pure cation and anion. As a consequence, the solubility increases

11.1 in that reference). Neither theoretical assumptions embrace specific ion effects.
For the best up-to-date account of the situation on hydronium activity determination,
see [78].

Before describing the effects of added salts to buffered solutions, it is worth re-
calling the basic concepts of ionic strength: this is shown in Fig. 12. The equation
reported in Fig. 12 is valid only in very dilute regimes. Indeed, it is known that
adding an inert (neutral) salt increases the solubility of an ionic compound since the
net attraction between the cation and its ionic atmosphere and between the anion and
its ionic atmosphere is generally smaller than it would be between pure cation and
anion. In other words, the activity coefficients decrease; therefore, important correc-
tions are to be used for real concentrations. Fig. 13 summarizes the main equations
used to calculate the activity coefficients. It should be noted that only the Debye—
Huckel extended theory introduces a specific ion parameter, that must be determined
experimentally via a fitting procedure.
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Predicting ion activity coefficient

Debye-Huckel (1924) limiting law logy, = —Az ;2 ‘/f
Debye-Huckel extended law
lon 2° (104 cm) ¥ e Ba®JT
NHA* 25 A=0511
Cr, NO;, K* 3.0 ey
HS', OH 35 a° = determined experimentally for each ion
HCO3', Na* 4.0-45 (as a fitting parameter)
HPO,Z, SO, 40
Co.z 45
g2 5.0 Davies (1962) equation
Ca?t 6.0 ‘/—

+ I
Mg? 8.0 logy, = —Az’| ——= —0.37
H 9.0 1+/7

Fig. 13 Calculation of activity coefficients

4.1 Phosphate and Cacodylate Buffers (Sodium Salts)

Turning the attention to pH measurements of buffered solutions in the presence of
added electrolytes, it should be mentioned that the absence of the buffer prevents
reliable determinations of pH values. This is due to CO, dissolution whose extent
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Fig. 14 pH of phosphate (a) and cacodylate (b) buffers (5 mM, initial pH 7) with increasing con-
centration of salts: NaCl ((); NaBr (A); NaNO;3 (O); Nal (e); NaClOy4 ([J); calculated pH from
DH limiting law (dashed line). SDyax = 40.02 pH units
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is determined by the added salt concentration but cannot be precisely quantified.
Nevertheless, reverse HS effects clearly emerge from experimental data.

Hence, sodium phosphate and sodium cacodylate buffers 5 and 20 mM, at pH =7,
were used as starting solutions. To these, the various sodium salts were added. pH
values were measured at different salt concentrations. Figs. 14a and 14b show the
results of pH measurements as a function of sodium salt concentration for starting
solutions of 5 mM phosphate and cacodylate buffers at initial pH = 7.

The dashed lines indicate the pH values calculated according to the extended
Debye-Hiickel (DH) theory (see Eqs. in Figs. 12—13 and section below).

The first remark is that in the presence of a buffer at pH 7, the addition of salts
causes a significant decrease of the measured pH values as concentration increases.
Different pH changes are recorded in the two buffers for the various sodium salts.
The efficacy of anions in changing pH follows different sequences. The effects are
strongly dependent on the nature of the buffer.

At high salt concentration (1 M), ApH values in the range 0.60-0.85 and of
0.2-0.4 pH units are observed for phosphate and cacodylate, respectively. Phos-
phate buffers induce a larger decrease of pH values than cacodylate. The extended
DH theory calculations provide a trend qualitatively similar to those experimen-
tally observed (see the discussion below). For the 5 mM buffers, the anion effective-
ness in changing pH is: ClO4~ > NO3~ ~ I~ > Br~ > Cl~ for phosphate buffer,
and Br~ > ClI” > NO3~ > ClO4~ for cacodylate buffer, with an inversion in the
series.

It is worth recalling that — in terms of the kosmotropic/chaotropic model —
the phosphate anion itself is probably the most efficient kosmotrope, whereas the
added anion having the highest chaotropic effect (ClO4™) is the most effective
in changing the measured pH. Thus, the anions show a decreasing effectiveness
from chaotrope to kosmotrope in the Hofmeister anion sequence. For the phosphate
buffer, a clear crossover between Nal and NaClO4 occurs around 0.4 M salt con-
centration (Fig. 14a). The same effect is observed between NaNO3 and NaClOy4 in
cacodylate buffer (Fig. 14b). This effect does not appear in the 20 mM phosphate
buffer (see Fig. 16). The effect of buffer concentration was further investigated for
NaCl and NaClOy salts (see par. 4.3).

4.2 Reversal of Effects with Potassium Salts

The measurements shown in Fig. 14a were repeated replacing sodium with potas-
sium. Because of its low solubility, potassium perchlorate was replaced by potas-
sium thiocyanate.

The pH measurements were performed up to 2 M concentration of salts. A much
smaller decrease of pH was observed with potassium than with sodium phosphate
buffer. And, considering the data measured at 1M concentration, the effects are in
the order Br— > CI™ =NO3~ > SCN~ > I as shown in Fig. 15. That is, replacing
Na™ with KT brings about a reverse Hofmeister series effect. It seems difficult to



Hofmeister Effects in Enzymatic Activity, Colloid Stability and ph Measurements 181

assign this finding to a bulk effect, and presumably a mechanism involving specific
surface adsorption of cations is indicated [9].
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Fig. 15 pH of potassium phosphate (buffer 5mM, pH 7) with increasing concentration of salts:
KCI (0); KBr (A); KI (e); KNO3 (O); KSCN (0); calculated pH from DH limiting law (dashed
line). SDpax = £0.02 pH units

4.3 Role of Buffer Concentration

Phosphate buffer solutions 0.1, 1, 5, and 20 mM were used. Results are shown in
Fig. 16a for NaCl and Fig. 16b for NaClOy.

Besides the expected major effect of NaClO4 salt, the role of buffer concentra-
tion can be clearly seen. At 0.1 mM, the buffer shows a fluctuating, but markedly
decreasing trend for both salts. ApH values of about 0.9 and 1.3 are measured for
CI™ and CIO4~ anions, respectively. As expected, the ApH effects decrease signifi-
cantly with increasing buffer concentration.

The more dilute the buffer solution, the lower the recorded pH value, regardless
of the electrolyte concentration.

Finally, we remark that cations also seem to play a key role as demonstrated by
the different behavior observed in Na™ and K™ phosphate/salt systems.
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4.4 pH Values and Intermolecular Forces

Besides any speculation that might be made on the interpretation of these results,
it is clear that a delicate balance related to the different composition of buffers and
salts, and to their respective concentrations, plays a subtle role in determining the
measurement of pH of the solution. All these variables affect pH values significantly.
At least what we measure. This seems not to have been widely recognized. Whether
the measurements reflect a real or only an apparent change in pH seems to be an
important open question. It is perhaps not too surprising that in the classical theory
that underlies interpretation of the pH measurement, NES forces acting on ions are
missing.

The observations have relevance to biological problems. This is so for two rea-
sons. The changes in pH measured — whether real or apparent — depend on salt
concentration, i.e. ionic strength or Debye length. In a real biological situation, for
example physiological saline roughly 0.15M, it might be expected that these ef-
fects are small. But, in fact, a real system — the cytoplasm — contains a significant
amount of proteins, carbohydrates, and other multivalent species. For such a system,
even a very small amount of multivalent ions increases the Debye length dramati-
cally [79-81].

Not only the measured pH is influenced, dramatic changes in the enzymatic activ-
ity were found as a result of added electrolytes in different buffers [14,19,57,82-84].
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Fig. 16 Effect of phosphate buffer concentration on pH of NaCl (a) and NaClO4 (b) solutions.
0.1mM (O); I mM (A); 5mM (O); 20 mM (o). SDpax = £0.02 pH units for buffer concentration
5 and 20 mM and SDy,px = 4-0.05 pH units for buffer concentration 0.1 and 1 mM
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4.5 Correlation Between pH and Other Physico-chemical
Properties: Hofmeister Fingerprints

We summarize our results in terms of direct or reverse Hofmeister series (HS). The
usual, direct Hofmeister series is:

H,PO,” >S04> >F >Cl” >Br >NO; >I >ClO;~ >SCN~

Then, in terms of effectiveness in modifying pH, we observe

pure water; Na™ salts I >ClO4~ >Br~ >ClI” >NO3;~ reverse HS
Na™ phosphate 5mM; Na* salts ClO4~ >NO; ~I~ >Br~ >CI~ reverse HS
Na™ cacodylate 5mM; Na™' salts Br~ > Cl~ > NO3;~ > ClO4~ direct HS

K* phosphate 5mM; Kt salts ~ Br~ >Cl~ >NO3;~ >SCN~ >1" direct HS

Phenomena where significant specific ion effects occur usually show correlations
when the experimental data are compared to some physico-chemical parameters that
are characteristic fingerprints of Hofmeister effects. Typically, some of these quan-
tities are: ion excess polarizability, partial molar volume, molar refractivity, surface
tension molar increment, Gibbs free energy and entropy change of hydration, ly-
otropic number, Jones-Dole viscosity B-coefficients, Setschenow constants, entropy
change of water, and so forth. Since they depend on the chemical nature, these quan-
tities provide a marker for each ionic species or ion pair [1].

Regular trends are found when the experimental pH values are related, at fixed
concentrations, to the partial molar volume (v) of the anions, the molar refractivity
(Rs) and the surface tension molar increment (). For a more detailed presentation
of these parameters, see [1,27]. Table 1 summarizes those parameters along with
the pH values measured in the presence of the various salts, at 0.5 and 1 M concen-
tration, and in 5 mM and 20 mM phosphate buffers.

Fig. 17 shows the change in the measured pH value as a function of the partial
molar volume (V) of each anion. Remarkably, an almost linear trend is observed.
The pH decreases with increasing vg, and Ry, and with decreasing . In terms of the

Table 1 pH values of phosphate buffer solutions in the presence of different electrolytes (0.5
and 1M), partial molar volume (vs, cm?’ /mol), molar refractivity [85] (R for 1M salt solutions,
cm’ /mol), and molar surface tension increment (6, mN - L/m - mol) values for each anion

pH vi Ry ©
[salt]=0.5M [salt]=1 M
[buffer]=20 mM [buffer]=5mM [buffer]=20 mM [buffer]=5 mM

H,O 7.0 7.0 7.0 7.0

ClI™ 6.6 6.6 6.4 6.35 16.6 8.51 1.63-2.21
Br~ 6.5 6.5 6.3 6.3 23.5 12.13 1.31-1.83
NO3™ 6.5 6.5 6.3 6.3 27.7 11.02 0.89-2.08
I~ 6.5 6.4 6.3 6.3 35.0 13.72 1.08-1.23

ClO4~ 6.5 6.35 6.2 6.2 43.0 19.25 0.22-0.62
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kosmotropic/chaotropic language, the pH is less affected by the harder, less polariz-
able kosmotropes (CI7). It consistently decreases with the softer, more polarizable
chaotropes (Cl1O4~ and I7). These properties (vg, R, and ©) are directly related via
(mainly) polarizability of anions. This is so for hydration or self free energies of
ions [64]. It is also so for changes in Born and dispersion self energies due to dif-
ferent ion-substrate interactions, that are given by the same theoretical formalism of
Lifshitz [52, 64-66].

pH T T T T T
Cl Br NO3; 1 ClO,
6,6 - -
buffer 5 mM
6,5
6,4 |
6,3
62f Satim el .
buffer 20 mMM m
1 1 1 1 1

20 30 40 VS

Fig. 17 pH values of phosphate buffer solutions in the presence of different electrolytes, as a
function of the partial molar volume. e: [buffer] = 20 mM and [salt] = 0.5M; (): [buffer] = 5mM
and [salt] = 0.5M; A: [buffer] = 20mM and [salt] = 1 M; A: [buffer] = 5mM and [salt] = 1 M.
Partial molar volumes from [85]

We can also infer that the same highly specific electrodynamic NES interactions
must participate in interpretation of the salt- and buffer-dependent pH change.

These observations, together with the reversals with buffer type and cation, sug-
gest that the phenomenon is due to a delicate interplay of different intermolecular
interactions. These interactions are related to polarizabilities and ionization poten-
tials, and to corresponding dielectric properties of substrate and water.

We now discuss how NES forces might affect pH via bulk and surface inter-
actions between ions in the solution and between ions and glass electrode surface
respectively.
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4.6 Bulk Interactions

Adirectbulk effectof the activities (a = y x ¢) of the acid/base pairs (HyPO4 ~/HPO42~
and (CH3),AsOOH/(CHj3 ), AsOO™) must be considered. The standard analysis used
to calculate the activity coefficients of the buffers in the presence of salts is here re-
sumed by giving the most important formulae.

From the equilibrium:

H,PO; ™ +H,0 = HPO4*™ +H;0"
We can write the expression of the thermodynamic equilibrium constant ngz

o a(HPO ) xa(Hy;0")
2 a(HLPOY ) X a(Hy0)

HPOT] | y(HPOY)
[H,PO; | Y(H,POy)

(7

pH = pKp, +log —loga(H,0) (®)
Where y(X ™) and [X ] are the activity coefficient and the molar concentration of the
generic anion X, respectively. A similar equation can be written for the cacodylate
buffer.

From these equations, the expected pH can be calculated, assuming that K22 and
the molar concentrations of the acid and its conjugated base are constant. With
this assumption, pH changes originate from the variation in activity coefficients
with ionic strength /. Activity coefficients are calculated from the extended Debye—
Hiickel (DH) equation:

, Vi

1+ BaV1

where A and B are constants that depend on temperature and the dielectric constant
of the solvent &; z is the ion charge; and a is an ion size parameter (unknown, subject
to best fitting demands); 7 is the ionic strength.

The dashed lines reported in the Figs. 18 and 19 were obtained using Equa-
tions 8-9 (8-9) and assuming a(H,O) = 1. Such equations do not take into account
any real ion specificity. More importantly, they do not account for the series inver-
sion observed for phosphate and cacodylate buffers (Fig. 14). Even more problems
arise when we replace sodium with potassium (compare data in Figs. 14a and 15).
To account for the observed deviations from a purely electrostatic approach, dif-
ferent attempts have been done adding to Equation(9) a first order term (bl), but
b is again a fitting parameter [2, 86]. Another approach can be the introduction, in
the pH calculations, of the activity coefficients of water obtained from the osmotic
coefficients according to the usual equation for an electrolyte solution [2]:

—logy, = Az ©)]

vmWh0

lna(HQO) = W

¢ (10)
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where v is the number of ions formed from one mole of electrolyte; m is the molality
(molKg 1), Wyo is the molecular weight of water, ¢ is the osmotic coefficient of
the electrolyte. Then, the pH values for NaCl, NaBr, and NaNOs salts were calcu-
lated using also Equation 10 and according to Equation 8, (e.g. the extended DH

equation with pKz(z)thosphate =7.2055;. A =0.51 and B =0.33 at 25°C in water; a =

4 A for H,PO,~ and HPO4?~) [87]. Comparing these new figures with those calcu-
lated by the non-ion-specific extended DH theory, the pH variations for the different
salts appear in the 3rd or 4th digit in pH units. Clearly, this is irrelevant either for
a more reliable prediction of the experimental data or to justify the observed HS
effects. Hence, the theoretical curves reported in Figs. 18 and 19 are simply based
on the extended DH law. These results suggest that some other considerations have
to be involved.

According to Equation 8, the effect of salts on pH can be related to changes in
the values of the activity of HPO42~, H,PO4—, and water. Since a detailed calcu-
lation of a(H,0) from osmotic coefficients shows that its value changes so slightly
from one salt to another, its contribution cannot be responsible for the deviations de-
tected. This evidence prompts us to ascribe the main role to the other terms, namely
ngz (Kfl)z, the dissociation constant of HyPO4 ™) and log[a(HPO4>~) /a(H,PO4 7).
It may be proposed that NES dispersion interactions between the salt anions and the
ionic species that participate in the acid/base equilibrium, can lead to a delicate but
non-zero variation of the ratio K% x a(HPO4~)/a(HPO4%~). The balance of this

Measuring pH: bulk and surface effects
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Fig. 18 Phenomena at the glass electrode surface. Ion specific effects can arise from ion spe-
cific adsorption at the solid-liquid interface, and from different diffusion velocity across the mem-
brane.(ES and NES forces)
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@

To account for ion specificity
ES + NES forces

In the presence of an electrolyte M* X-
The equilibrium HA <=> H* + A- and then the pH
are altered by an interplay of attractive and repulsive interactions
that occur either in the bulk or at the solid-liquid surface (SiO-)

Bulk Surface
INTERACTION ES NES ES NES
attractive H*/A- XA SiO/H* Sio X
attractive H*IX: X:HA Si0/Me* HAJSIO
attractive Me*/A- AISIOr
repulsive H*/Me* ASIO -
repulsive XA H*/Me*

o]
NES forces are higher for soft ions and electron rich neutral molecules
NES forces are lower for hard ions with one or more charges

Fig. 19 ES and NES forces along with bulk and surface interactions during pH measurements

variation and the change in a(H,O) would determine the final pH. This hypothesis
relies on the fact that salts can change the ionization state of a weak acid [88-90].
What is new here is that NES dispersion forces can be at the origin of such phe-
nomenon. In this context, for instance, it is explained why chloride, that can es-
tablish hydrogen bond interactions with the monovalent biprotic species HyPO4 ™,
produces the lowest change in pH. Instead, a species less active in producing hydro-
gen bonds but with a larger polarizability, such as 1™, will stabilize the monoprotic
divalent HPO,>~ ion, with a consequent larger effect on pH.

4.6.1 Problems with Current Explanations of Bulk Phenomena

Let us focus now on the results obtained in 5 mM buffers. Figs. 14a and 14b show
two main results: (i) The measured pH is not constant but decreases with increasing
salt concentration; (ii) The pH decrease is ion specific and follows the Hofmeister
series. Tentatively, these results may be accommodated in terms of bulk phenomena.
If we consider the range of ionic strength up to 0.1 M, we can, in first approxima-
tion, neglect the terms containing the activity coefficients in Equation 8. Even in this
case, the measured pH is lower than the expected value of 7. This can be explained
in terms of ES forces acting between Na®, H" and their counterparts HyPO, ™,
HPO,4*~. Close to neutrality, [H*] = 10~ mol /L and [Na*] = 10" mol /L, so Na™*
is 10° times more concentrated than H*. Thus, Na™ will compete with H* for inter-
acting with the divalent anion HPO4>~. This will lead to less H™ bound to phosphate
buffer and more H* free in the solution and thus to a lower pH. This phenomenon
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will increase by increasing salt concentration from 0.1 M to 1.0 M. A similar expla-
nation appears to be responsible for the decrease in pH with salt concentration in
the case of cacodylate buffer. The higher pH measured in this case, with respect to
the phosphate buffer, should be produced by the weaker interactions between Na™
and (CH3),AsO0™ as compared to that between Na™ and HPO42~.

Ion specificity begins to show up strongly at / > 0.1 M and increases with concen-
tration. This range of concentration is that where the NES (dispersion) forces begin
to dominate [52]. The extended DH theory contains additional ion, ion pair and
buffer size parameters in the expression for 7, (see E(9)). Since no theoretical ex-
pression for activity coefficients that considers ion specificity or mixed electrolytes
has yet been derived, the availability of such parameters, specific to each case is
tantamount to the tautological restatement that pH is buffer and salt concentration
dependent. In qualitative terms, dispersion potentials between ions will be different
for differently polarizable anions. The effect will give different pH/salt curves for
different anions.

4.7 Surface Interactions

Specific ion adsorption at a metal electrode surface is a well-known phenomenon.
It was treated in terms of a Langmuir isotherm by Stern in 1924 [91], and the ideas
were successively developed by Parsons [92]. It was believed that the adsorption
occurs via electronic transfer from the anion to the orbitals of the metallic electrode
[93-95]. More recently, a new approach correlating electrochemistry with colloid
science emerged. In particular, Conway found a Hofmeister series in the zero charge
potential of Hg electrodes. He proposed a new explanation in terms of solvation
factor [96]. A succeeding work by Conway [97] correlated the adsorption with the
effective ionic radii and hydration volumes. The main conclusion was that electronic
effects alone are insufficient to describe ion specificity. Hydration effects in anion
adsorption were invoked as the substantial part of the observed specificity of ion
adsorption [97].

A scheme to illustrate surface interactions is shown in Fig. 1.

Ion adsorption specificity was also observed at air-water interface where no such
electronic effects can be invoked [64, 98, 99]. Clearly, ion adsorption may occur at
the glass-water interface as well.

In the past, bulk effects had been expected to account for the general decrease of
pH and ion specificity of pH/salt curves. If bulk effects were the only phenomenon
responsible for the observed changes, we should expect the same Hofmeister se-
ries trends with different buffers for enzyme action [14], and for reverse and direct
sequences with proteins [9]. Fig. 14 shows that the Hofmeister series is inverted
if cacodylate buffer instead of phosphate is used. In addition, Figs. 14a and 15 in-
dicate a reverse Hofmeister series when sodium is replaced by potassium. These
effects may be explained in terms of different competition between ionic species for
the buffer and/or the glass electrode surface [100]. At the very least [100] shows
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that the same NES forces responsible for interfacial tensions and specific ion effects
in proteins predict changes in pH of the right magnitude and cannot therefore be
neglected.

4.7.1 A Comment on Junction Potential

Glass electrode functioning is based on a glass membrane that is sensible to H
activity. When calibrated against standard buffer solutions of known pH (pHj), in
principle, it shows a Nernstian behavior (see Fig. 20). It is known that [71]:

(Es—E')+ (Ep, — EL)
2.303RT/F

pHmeasured = pHs - (11)

where, E; is the potential of the standard buffer solution, E’ is the potential of the
unknown solution, E; ; and Ey are the liquid junction potentials of the unknown and
the standard buffer solutions, respectively. Liquid junction potentials are caused by
the different distribution of cations and anions at the interface between two different
electrolyte solutions. This asymmetry is usually ascribed to different activities and
diffusion velocities across the interface between the two solutions [77,78,101].

In a typical pH measurement, the inner solution of a glass electrode is always
the same, and the difference E;; is due to the different composition between the
standard and the unknown solution. Differences in Ey; are usually ascribed to dif-
ferences in ionic strength [71,73] or to H activity coefficient differences in the
presence of different background salts (bulk effect) [76].

In view of old and recent findings related to Hofmeister effects [1] rationalized in
terms of dispersion forces, an alternative explanation can be proposed. The potential
E;,; changes with type and concentration of the electrolyte in the unknown solution;
this is caused by ion—glass membrane interaction (surface effect), driven by the
combination of ES and NES forces, which, we note, are not additive [52]. This will
lead to ion specific (EZ’A, — Ey ) differences and thus to ion specific pHpeasurea [78]-

In a more sophisticated electrochemical treatment, the different contributions to
the glass electrode response should be considered. Namely, the potential difference
on the membrane, the ohmic drop, the internal and external reference electrode po-
tentials, and the liquid junction potential arising from the migration of ions between
the sample and the reference solution must be taken into account; the latter being
probably the most affected by the variation of the background electrolyte composi-
tion and concentration [102]. However, in the present study, we report and discuss
the effect of salt solutions on the overall measured pH of a buffer solution, and do
not make any attempt at separating the individual outcome on each single potential.
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5 Concluding Remarks

We have shown that conventional theories are not able to predict experimental mea-
surements on pH of buffer solutions with increasing salt concentration. A first at-
tempt to rationalize these effects was done by Bostrom et al. [100]. This analysis
was incorrect since the experiments did not take into account CO, dissolution [103].
Nevertheless, the idea that dispersion forces acting on ions were sufficiently large
to accommodate observed trends there and in buffers seemed to be interesting. In-
deed, the dispersion forces contribution [52] has explained a number of Hofmeister
phenomena, including interfacial tensions If changes in bulk solution properties de-
termine these effects, one is left with the conundrum that specific ion adsorption
alone also does. NES forces certainly exist and have not been taken into account
properly.

However, the debate on ascribing Hofmeister effects to bulk or surface effects
is, in fact, largely semantic. A more subtle bulk effect can be identified. Thus, the
interactions of an ion with water, in the presence of its neighbors, involves con-
tributions from the Born (electrostatic interactions) plus quantifiable specific NES
many-body contributions that are included in the terms hydration [64]. The conse-
quently “dressed” ions, with hydration “shells” that are soft or hard, kosmotropic or
chaotropic depending on one’s taste in terminology, can interact and overlap, more
or less via combined ES and NES forces, to give rise to ion specific activities. The
specificity seems to occur mainly via ionic dispersion forces that, within the same
(Lifshitz) formalism, give both self and interaction energies. The same route can be
accomplished, in principle, via molecular simulations. But it is somewhat simpler to
use measured dielectric properties of solutions as a function of frequency to deduce
the required energies. The same processes go on at any interface.

Our results seem to indicate that the adsorption of ions at the glass electrode/water
interface is a non-negligible phenomenon. This conclusion is consistent with other
interfacial phenomena [9, 30,99], and with some more recent papers that show that
only a few layers of hydrating solvent molecules are strongly affected by the ionic
electric field, while the structure of bulk water remains unperturbed [39-41, 104].
So, a contribution that involves specific surface adsorption of ions at interfaces
seems to be more relevant.

The wider implications we believe deserve mention. For, if what we believe is
an experimental pH measurement relies on an interpretation based on incorrect as-
sumptions, then the implications for extrapolating and using such measurements to
infer surface pH and potential of a biomembrane, and the standard pK,,s of proteins
and colloids, is also an open question. These effects are important if one consid-
ers that the glass electrode procedure is the most common way for measuring pH,
particularly in biological systems.

In the end, this chapter shows how the addition of different electrolytes affects
the pH of a buffer solution measured with a glass electrode. This effect — which
depends on the nature of salt and buffer solutions and on their concentration — is
real and cannot be neglected. Qualitatively, the measured pH value may be affected
by the presence of the electrolytes via bulk and surface interactions according to the
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scheme reported in Fig. 19. It would take us too far afield to consider yet another
matter that is beginning to loom large. Dissolved atmospheric gas affects hydropho-
bic association and interactions and probably free radical production profoundly.
Dissolved gas depends on salt concentration also dropping to essentially zero at 1 M
concentration. This will probably open up an entirely new ball game in the future.

NES Forces to introduce ion specificity

(niarer - ni!as.\)a:(o)hwi
X) =~ 3

ispersion( 8 x

U,

This ionic dispersion potential (NES) should be included
in calculating ion real concentrations,
particularly [H*] at the electrode surface

c.(x)=c" exp{—ﬁ (xep+U d,.spe,sim,(x))} =c® cxp[— k;iT]

B

+ s @
], ]|

Fig. 20 The calculation of [H'] concentration. NES dispersion potential felt by an ion at the
distance x from a surface depends on: (i) The refractive index of the substrate n,psqe compared
to that of water (ii) The static excess polarizability of the ion in water a; (iii) The electron affinity
(or ionization potential) @; is not known experimentally with any real certainty, but it should be
between IR and UV frequency [64—66]

Ion specificity needs to be accounted for during pH measurements through
suitable dispersion potentials according, for instance, to the equations reported in
Fig. 20.

Enzymatic activity is clearly affected by buffers, added salts, and pH. Hofmeis-
ter effects appear as a natural consequence. The origin of the observed phenom-
ena is related to both bulk and surface interaction. In turn, these interactions arise
from the special properties of water molecules (solvation ability, strength of the
hydrogen bond) in relation to the specific properties (particularly polarizability) of
the added ions — anions and cations — that can show their features under different
names: Kosmotropic and chaotropic ions, alias hard and soft ions, alias structure
making and structure breaking ions, alias lyotropic series, alias Hofmeister series
(cfr. Fig. 2).
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