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PREFACE

The aim of this book is to bridge the interdisciplinary gap in biomedical engineering
education. No single medical device has ever been developed without an extensive
interdisciplinary collaboration but, nevertheless, a wide gap still exists between
different themes like biomaterials, biomechanics, extracorporeal circulation research,
nanotechnology, and safety and regulations.
We have to evitate that, due to the growing complexity, we only gather with and

communicate in our own expert groups with their specific research topics.
Therefore it is, in my opinion, extremely important that a high quality book
is available to cover these interdisciplinary islands by bringing representative research
groups together. The aim of this book is a top review of current research advances in
biomedical engineering but on an educational level, so it is also useful for teaching
master’s students, Ph.D. students, and professionals. Each chapter is complementary
to reviews in specific scientific journals. The topics range from visualization
technology and biosignal and imaging analysis over biomechanics and artificial
organs to nanotechnology and biophotonics and cardiovascular medical devices.
I thank all authors for their support and I sincerely hope this book will contribute to
better engineering for health.

Prof. Pascal Verdonck
December 2007
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Abstract

An explosion in multidisciplinary research, combining mechanical, chemical, and elec-
trical engineering with physiology and medicine, during the 1960s created huge advances

in modern health care. In cardiovascular therapy, lifesaving implantable defibrillators,
ventricular assist devices, catheter-based ablation devices, vascular stent technology,
and cell and tissue engineering technologies have been introduced. The latest and

leading technology presents robots intended to keep the surgeon in the most comfor-
table, dexterous, and ergonomic position during the entire procedure. The branch of the
medical and rehabilitation robotics includes the manipulators and robots providing
surgery, therapy, prosthetics, and rehabilitation. This chapter provides an overview of

research in cardiac surgery devices.

Keywords: Heart prostheses, valve prostheses, blood pumps, stents, training and expert
systems, surgical tools, medical robots, biomaterials



1. INTRODUCTION

Remarkable advances in biomedical engineering create new possibilities of help
for people with heart diseases. This chapter provides an overview of research in
cardiac surgery devices. An explosion in multidisciplinary research, combining
mechanical, chemical, and electrical engineering with physiology and medicine,
during the 1960s created huge advances in modern health care. This decade opened
new possibilities in aerospace traveling and in human body organ replacement. Homo
sapiens after World War II trauma became not only the hero of mind and progress but
also the creator of the culture of freedom. Computed tomographic (CT) scanning
was developed at EMI Research Laboratories (Hayes, Middlesex, England) funded in
part by the success of EMI’s Beatles records. Modern medical imaging techniques
such as CT, nuclear magnetic resonance (NMR), and ultrasonic imaging enable the
surgeon to have a very precise representation of internal anatomy as preoperative
scans. It creates possibilities of realizing new intervention methods, for instance, the
very popular bypass surgery. It was a revolution in disease diagnosis and generally in
medicine. In cardiovascular therapy, lifesaving implantable defibrillators, ventricular
assist devices (VADs), catheter-based ablation devices, vascular stent technology, and
cell and tissue engineering technologies have been introduced.

Currently, the number of people on Earth is more than 6 billion: increasingly
lesser number of living organisms and about million increasingly more “intelligent”
robots accompany them.

Robotics, a technical discipline, deals with the synthesis of certain functions of
the human using some mechanisms, sensors, actuators, and computers. Among
many types of robotics is the medical and rehabilitation robotics – the latest but
rapidly developing branch at present, which includes the manipulators and robots
providing surgery, therapy, prosthetics, and rehabilitation. They help fight pareses
in humans and can also fulfill the role of a patient’s assistant. Rehabilitation
manipulators can be steered using ergonomic user interfaces – e.g., the head, the
chin, and eye movements. The “nurse” robots for patients and physically chal-
lenged persons’ service are being developed very quickly. Partially or fully robotic
devices help in almost all life actions, such as person moving or consuming meals,
simple mechanical devices, science education, and entertainment activities. Help-
Mate, an already existing robot-nurse, moving on the hospital corridors and rooms
delivers meals, helps find the right way, etc.

On the one hand, robots are created that resemble the human body in appearance
(humanoids), able to direct care; on the other hand, robotic devices are constructed –
telemanipulators – controlled by the human tools allowing to improve the precision
of human tasks. Robots such as ISAC (Highbrow Soft Arm Control) or HelpMate
can replace several functions of the nurse, who will give information, help find the
way, bring the medicines and the meal. In case of lack of qualified staff, to provide
care for hospice patients at home, these robots will be of irreplaceable help.

Robotic surgery was born out of microsurgery and endoscopic experience. Mini-
mally invasive interventions require a multitude of technical devices: cameras, light
sources, special tools (offering the mechanical efficiency and tissue coagulation for
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preventing bleeding), and insufflations (thanks to advances in computer engineering,
electronics, optics, materials, and miniaturization). The mobility of instruments is
decreased [from seven, natural for human arm, to four degrees of freedom (DOFs)]
due to the invariant point of insertion through the patient’s body wall. Across the
world, physicians and engineers are working together toward developing increasingly
effective instruments to enable surgery using the latest technology. The leading
technology presents robots intended to keep the surgeon in the most comfortable,
dexterous, and ergonomic position during the entire procedure. The surgery is
complex and requires precise control of position and force. The basic advantages of
minimally invasive robot-aided surgery are safe, reliable, and repeatable operative
results with less patient pain, trauma, and recovery time. Conventional open-heart
surgery requires full median sternotomy, which means cracking of sternum, compro-
mising pulmonary function, and considerable loss of blood.

Milestones in the Evolution of Cardiac Devices

1628 William Harvey, St Bartholomew’s Hospital, London, presented his
theory of the circulatory system. He described the function of the heart,
arteries, and veins. It is considered to be one of the greatest advances in
medicine.

1812 Julien-Jean Cesar LeGallois, a French physician, proposed the idea of
artificial circulation.

1882 German von Schröder introduced the first bubble oxygenator.

1929 Werner Forssmann, a German surgeon, developed the technique of
cardiac catheterization, the first to document right heart catheterization in
humans using radiographic techniques (won the Nobel Prize in 1956).

1934 Dr Michael DeBakey invented the DeBakey pump (peristaltic).

1937 Artificial heart designed by the Soviet scientist W.P. Demichow was first
successfully applied on the dog for 5.5 h.

1949 IBM developed the Gibbon Model I heart–lung machine, delivered to
Jefferson Medical College, Philadelphia, PA, USA. It consisted of
DeBakey pumps and film oxygenator.

1952 Paul Zoll developed the first cardiac pacemaker.

1952 Charles Hufnagel sewed an artificial valve into a patient’s aorta.

1953 Dr John H. Gibbon, Jr, Jefferson Medical College Hospital, Philadelphia,
PA, USA, first successfully applied extracorporeal circulation in an
18-year-old female with an atrial septal defect.

1953 Dr Michael DeBakey, Baylor University, Houston, TX, USA, implanted
a seamless, knit Dacron tube for surgical repairs and/or replacement of
occluded vessels or vascular aneurysms.

1957 Wild et al. reported the use of ultrasound to visualize the heart
noninvasively.

1957 Dr C. Walton Lillehei and Earl Bakken, an electronic engineer, developed
the first portable pacemaker. Bakken later formed the Medtronics
Corporation.

1957 Drs William Kolff and Tetsuzo Akutsu at the Cleveland Clinic implanted
the first artificial heart in a dog. The animal survived for 90min.
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1958 Dr Mason Sones, a cardiologist at the Cleveland Clinic Foundation,
developed coronary angiography.

1960s Semm et al. developed laparoscopic instrumentation.

1960 Dr Albert Starr, an Oregon surgeon, developed the Starr–Edwards heart
valve. One of the most successful heart valves produced until the late 1970s.

1967 René Favaloro, an Argentine surgeon in the United States, performed the
first coronary bypass operation using the patient’s native saphenous vein as
an autograft.

1967 Christiaan Barnard performed the first heart transplantation.

1968 A. Kantrowitz et al. performed the first clinical trial in a man with intra-
aortic balloon pumping.

1969 Dr Denton Cooley, Texas Heart Institute, Houston, TX, USA, implanted
a total artificial heart (TAH) designed by Domingo Liotta. The device
served as a “bridge” to heart transplantation until a donor heart was found,
for 64 h. The heart transplant functioned for an additional 32 h until the
patient died of pneumonia.

1971 White –ECMOonnewborn babies using veno-venous bypass for up to 9 days.

1975 A. Gruentzing developed the first balloon catheter.

1975 Dr Willem Kolff, University of Utah, designed a nuclear-powered
artificial heart (Westinghouse Corporation).

1975 BioMedicus BioPump (Centrifugal) introduced for clinical applications.

1975 Computerized axial tomography, the “CAT scanner”, was introduced.

1977 Newer generations of mechanical prostheses included the monoleaflet
(Medtronic-Hall) and the bileaflet (St Jude Medical).

1979 The Jarvik TAH was designed using a flexible four-layer diaphragm and a
structural design that fits in the human chest. This design was a larger
100 cc version of today’s CardioWest TAH–t, which is 70 cc.

1981 Dr Denton Cooley implanted another pneumatically driven artificial heart
designed by Dr Akutsu. This artificial heart was used for 27 h as a “bridge”
to cardiac transplantation.

1982 Dr William DeVries implanted the Jarvik 7 into Barney Clark, DDS. Dr
Clark lived for 112 days.

1984 Baby girl Faye’s native heart, Loma Linda Medical Center, was explanted
and replaced with a baboon heart. She survived for 3 weeks.

1984 First human implant and successful bridge-to-transplant – a Novacor� LVAS.

1985 The FDA gave approval for Hershey Medical Center to perform six
PennState artificial heart implants as bridges to human heart
transplantations. This heart is no longer used with human subjects.

1985 At the University of Arizona, Dr Jack Copeland implanted a prototype
TAH in a patient who had rejected a recently transplanted heart.

1986 The first atherectomy devices that remove material from the vessel wall
were introduced.

1987 Introduction of the first use of coronary stent (by 1997, more than 1
million angioplasties had been performed worldwide).

1990 First LVAS patient discharged home with a Novacor LVAS.

1990–1992 The FDA had withdrawn the Investigational Device Exemption (IDE)
from Symbion for the clinical study of the Jarvik TAH. Symbion
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subsequently donated the TAH technology to University Medical Center
(UMC), Tucson, AZ, USA, which reincorporated the company and
renamed it CardioWest.

1994 First FDA-approved robot for assisting surgery [automated endoscopic
system for optimal positioning (AESOP) produced by Computer Motion
(CM; Goleta, CA, USA)].

1994 FDA approved the pneumatically driven HeartMate� LVAD (Thoratec
Corporation, Burlington, MA, USA) for bridge to transplantation (the
first pump with textured blood-contacting surfaces).

1994 HeartMate LVAS has been approved as a bridge to cardiac transplantation.

1996 REMATCH Trial (Randomized Evaluation of Mechanical Assistance for
the Treatment of Congestive Heart failure, E. Rose principal investigator)
initiated with HeartMate� VE (Thoratec Corp.). Results published in
2002 showed mortality reduction of 50% at 1 year as compared to patients
receiving optimal medical therapy.

1998 Simultaneous FDA approval of HeartMate VE (Thoratec Corporation,
Burlington, MA, USA) and Novacor LVAS (World Heart Corporation,
Ontario, Canada), electrically powered, wearable assist systems for bridge
to transplantation, utilized in more than 4000 procedures to 2002. Till
now, we can estimate 4500 HeartMate XVE, more than 440 IVAD
(Implantable Ventricular Assist Device) and more than 1700 Novacor in
this kind of blood pump.

1998 First clinical application of next-generation continuous-flow assist devices.
DeBakey (MicroMed Inc.) axial-flow pump implanted by R. Hetzer,
G. Noon, and M. DeBakey.

1998 Carpentier and Loulmet performed first in the world endoscopic
operation of single bypass graft between left internal thoracic artery and
left anterior descending (LITA–LAD) and first operation inside the heart –
mitral valve plastic and atrial septal defect closure was performed using
surgical robot da Vinci (Intuitive Surgical, Sunnyvale, CA, USA).

1998 Mohr and Falk bypass surgery and mitral valve repairs in near endoscopic
technique (da Vinci).

1999 First clinical application of a totally implantable circulatory support
system. LionHeart LVAS implanted in a 67 year-old male recipient by
R. Koerfer and W. Pae.

1999 D. Boyd first totally endoscopic coronary artery bypass graft (E-CABG)
using Zeus robot (Computer Motion, CA, USA, currently intuitive
surgical, not in the market).

2000 Physicians in HoustonUS have realised the implantation and have got the first
patient in the clinical investigation of the Jarvik 2000 Heart. Jarvik Heart, Inc.
and the Texas Heart Institute began developing the Jarvik 2000Heart in 1988.

2000 THI was granted permission by the Food and Drug Administration to
evaluate the Jarvik 2000 Heart as a bridge to transplantation in five patients.

2000 The FDA gave permission to extend the study. Patients have
been sustained for more than 400 days with this device. (http://
www.texasheartinstitute.org/Research/Devices/j2000.cfm).

2001 The AbioCor was implanted in Robert Tools by cardiac surgeons Laman
Gray and Robert Dowling on July 2, 2001, at Jewish Hospital in
Louisville, Kentucky. L. Robert Tools aged 59 years with the artificial
heart survived 5 months. He died because of the blood clot.

Review of Research in Cardiovascular Devices 5



2001 Doctors Laman Gray and Robert Dowling in Louisville (KY, USA)
implanted the first autonomic artificial heart – AbioCor (Abiomed, Inc.,
Danvers, MA, USA). The FDA approved the Abiocor for commercial
approval under a Humanitarian Device Exemption in September, 2006.
ABIOMED is also working on the next generation implantable
replacement heart, the AbioCor II. Incorporating technology both from
ABIOMED and Penn State, the AbioCor II is smaller and is being
designed with a goal of 5-year reliability. The BVS 5000 was the first
extracorporeal, or outside the body, ventricular assist device on the market
and is still the most widely used bridge to recovery device with systems
located in more than 700 institutions throughout the world. Abiomed also
offers the Impella 2.5 – a minimally invasive, percutaneous ventricular
assist device that allows the heart to rest and recover
(http://www.abiomed.com/products/faqs.cfm).

2001 Drs Laman Gray and Robert Dowling in Louisville (KY, USA) implanted the
first autonomic artificial heart –AbioCor (Abiomed Inc.,Danvers,MA,USA).

2001 The first transatlantic telesurgery – Lindbergh operation – surgeon from
New York operated patients in Strasburg using Zeus� system.

2001 The first full implantable TAH Lion Heart (the Texas Heart Institute in
Houston, Abiomed in Danvers, US) was used. The first-ever human
implant of the LionHeartTM left ventricular assist system took place
October 26, 1999 at the Hearzzentrum NRW in Bad Oeynhausen,
Germany. Eight patients have lived with the device for more than 1 year,
and four patients have lived with the device for more than 2 years. The
Food and Drug Administration approved the first series of US clinical
trials for the Arrow LionHeartTM heart assist device in February 2001.
Penn State Milton S. Hershey Medical Center implanted the device in the
first US patient later that month (http://www.hmc.psu.edu/lionheart/
clinical/index.htm).

2001 The first totally implantable TAH LionHeart (the Texas Heart Institute in
Houston, TX, USA; Abiomed in Danvers, MA, USA) was used.

2002 FDAapproved theHeartMateVELVADfor permanent use (ThoratecCorp.).

2002 Novacor LVAS became the first implanted heart assist device to support a
single patient for longer than 5 years.

2002 The first percutaneous aortic valve replacement was performed by Alain
Cribier in April of 2002 [xxxx]. To

2004 The CardioWest TAH-t becomes the world’s first and only FDA-
approved temporary total artificial heart (TAH-t). The indication for use
is as a bridge to transplant in cardiac transplant patients at risk of imminent
death from nonreversible biventricular failure. SynCardia Systems, Inc.
(Tucson, AZ, USA) is the manufacturer of the CardioWestTM TAH-t.
It is the only FDA- and CE-approved TAH-t in the world. It is designed
for severely ill patients with end-stage biventricular failure. The TAH-t
serves as a bridge to human heart transplant for transplant eligible patients
who are within days or even hours of death. A New England Journal
of Medicine paper published on August 26, 2004 (NEJM 2004; 351:
859–867), states that in the pivotal clinical study of the TAH-t, the 1-year
survival rate for patients receiving the CardioWest TAH-t was 70% versus
31% for control patients who did not receive the device. One-year and
5-year survival rates after transplantation among patients who had received
a TAH-t as a bridge to human heart transplant were 86% and 64%. The
highest bridge to human heart transplant rate of any heart device is 79%
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(New England Journal of Medicine 2004; 351: 859–867). Over 715
implants account for more than 125 patient years on the TAH-t
(http://www.syncardia.com).

2005 A total of about 3000 cardiac procedures were performed worldwide
using the da Vinci system. This includes totally endoscopic coronary
artery bypass grafting (TECAB), mitral valve repair (MVR) procedures,
ASD closure, and cardiac tissue ablation for atrial fibrillation.

2006 The next-generation pulsatile VAD, the Novacor II, entered a key phase
of animal testing with the first chronic animal implant.

2006 The FDA approved the first totally implantable TAH – developed by
AbioCor – for people who are not eligible for heart transplantation and
who are unlikely to live more than a month without intervention.

2006 Have experience with human implantation: Edwards Lifesciences (>100
patients) and CoreValve (>70 patients). (www.touchbriefings.com/pdf/
2046/Babaliaros.pdf)

2006 US FDA approval to start pilot clinical trial for Impella 2.5 (Abiomed,
Inc., Danvers, MA, USA). To date the Impella 2.5 has been used to
support over 500 patients during high-risk PCI, post PCI, and with
AMI with low cardiac output.

2007 More than 4,500 in 186 centers advanced heart failure patients worldwide
have been implanted with the HeartMate XVE. Longest duration of
support (ongoing patient on one device): 1,854 days, age range: 8–74
(average 51). The REMATCH (Randomized Evaluation of Mechanical
Assistance for the Treatment of Congestive Heart Failure) clinical trial
demonstrated an 81% improvement in two-year survival among patients
receiving HeartMate XVE versus optimal medical management. A
Destination Therapy study following the REMATCH trial demonstrated
an additional 17% improvement (61% vs. 52%) in one-year survival of
patients receiving the HeartMate XVE, with an implication for the
appropriate selection of candidates and timing of VAD implantation.

2008 State of art in 2008, based on the experience almost 20–30 years shows
among others:

– future of long-term heart support methods will be connected with
rotary pumps, the stop of activity in pulsating pump technology is
observed (rotary pumps are smaller and comfortable in the implantation
especially it is possible introduce mini invasive surgical methods)

– the mono-leaflet disk valve are applied more and more seldom (they
require during the implantation the definite orientation in the heart) in
the comparison with bi-leaflet

– the new kind of biological valve prostheses based on tissue engineering
method get into the clinical experiment

– the multiple companies have engineered percutaneous heart valves
(PHV), primarily for aortic stenosis

2008 There have been 867 unit shipments worldwide – 647 in the United States,
148 in Europe and 72 in the rest of the world ( http://
www.intuitivesurgical.com). Devices for “robotic surgery” are designed
to perform entirely autonomous movements after being programmed
by a surgeon. The da Vinci Surgical System is a computer-enhanced
system that interposes a computer between the surgeon’s hands and
the tips of microinstruments. The system replicates the surgeon’s
movements in real time.
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2. THE HEART DISEASES

The human biological heart has two sets of pumping chambers. The right atrium
receives oxygen-depleted blood from the body,which is pumped into the lungs through
the right ventricle. The left atrium receives aerated blood from the lungs, which is
pumped out to the body through the left ventricle. With each heart beat, the ventricles
contract together. The valves control the direction of blood flow through the heart.

Congestive heart failure, a condition in which the heart is unable to pump the
blood effectively throughout the body, is one of the leading causes of death. This
disease is caused by sudden damage from heart attacks, deterioration from viral
infections, valve malfunctions, high blood pressure, and other problems. Although
medication and surgical techniques can help control symptoms, the only cure for
heart failure is heart transplantation. Artificial hearts and pump assist devices have
thus been developed as potential alternatives.

Ischemic heart disease is caused by progressive atherosclerosis with increasing occlu-
sion of coronary arteries resulting in a reduction in coronary blood flow. Blood flow can
be further decreased by superimposed events such as vasospasm, thrombosis, or circula-
tory changes leading to hypoperfusion. Myocardial infarction (MI) is the rapid develop-
ment of myocardial necrosis caused by a critical imbalance between the oxygen supply
and the oxygen demand of the myocardium. Coronary artery bypass grafts (CABGs) are
implanted in patients with stenosed coronary arteries to support myocardial blood flow.

Valvular heart disease is a life-threatening disease that affects millions of people
worldwide and leads to valve repairs and/or replacements.

In theUSA andEurope alone,withmore than 600million inhabitants andmore than
6million patients with heart failure, the prevalence of advanced heart failure, constituting
1–10% of the heart failure population, is estimated to total between 60,000 and 600,000
patients. More than 700,000 Americans die each year from heart failure, making it the
number one cause of death in the U.S., as well as worldwide. About half of these are
sudden cardiac deaths, which occur so quickly that there is not enough time for
intervention with a cardiac assist or replacement device. For the remaining half, heart
transplantation is one of the few options available today. Though hundreds of thousands
are in need, only about 2,000 people in theU.S.will be able to receive donor hearts every
year. This consistent shortage in the supply of donor hearts in the U.S. demonstrates the
need for an alternative to heart transplantation. The total potential market for the artificial
heart is more than 100,000 people in the U.S. each year. (http://www.abiomed.com).

3. THE CARDIOVASCULAR DEVICES IN OPEN-HEART SURGERY

Cardiac surgery is surgery on the heart and/or great vessels. This surgery is a
complex procedure requiring precise control of position and force. Conventional
open-heart surgery requires full median sternotomy, which means cracking of
sternum, compromising pulmonary function, and considerable loss of blood.
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The repair of intracardiac defects requires a bloodless and motionless environ-
ment, which means that the heart should be stopped and drained of blood. Hence,
the patient requires the function of the heart and lungs provided by an artificial
method.

Modern heart–lung machines can perform a number of other tasks required for
a safe open-heart operation. This system preserves the patient’s own blood
throughout the operation and the patient’s body temperature can be controlled
by selectively cooling or heating the blood as it flows through the heart–lung
machine. Medications and anesthetic drugs can be administered via separate con-
nections. The disadvantages include the formation of small blood clots, which
increase the risk of stroke, pulmonary complications, and renal complications.
The machine can also trigger an inflammatory process that can damage many of
the body’s systems and organs. Those risks push today’s biomedical engineers to
improve the heart–lung machine and oxygenator, while surgeons are developing
advances that would eliminate the need for the machine altogether. One such
advance is minimally invasive surgery (MIS).

The surgeons have begun to perform “off-pump bypass surgery” – coronary
artery bypass surgery without the aforementioned cardiopulmonary bypass. The
surgeons operate on the beating heart stabilized to provide an (almost) still work
area. One of the greatest challenges in beating-heart surgery is the difficulty of
suturing or sewing on a beating heart. A stabilization system makes it possible for
the surgeon to work on the patient’s beating heart carefully and, in the vast majority
of cases, eliminates the need for the heart–lung machine.

3.1. Blood Pumps

The human heart is a pump that is made of muscle tissue. A special group of cells
called the sinus node is located in the right atrium. The sinus node generates
electrical stimuli that make the heart contract and pump out blood. The normal
human heart beats about 75 times per minute (i.e., about 40 million times a year) –
i.e., the heart pumps 5 l of blood per minute. The normal systemic blood pressure is
120/80mmHg. The mechanical power (calculated by multiplying the pressure by
the flow rate) of the human heart is about 1.3W. However, to provide this
mechanical power, the heart requires 10 times much higher rate of energy turn-
over, owing to its low mechanical efficiency (less than 10%).

However, the development in biotechnology can open the opportunity for
tissue engineering (a branch of biotechnology) – a prospect of saving people with
extremely complex or irreversible failure heart will still be realized using mechan-
ical heart support devices.

During the last half-century, various blood pumps were introduced into
clinical practice, which can partially support or replace the heart during open-
heart surgery or considerably for a longer time period until heart recovers or
until transplantation is performed. Several millions of people owe their health
and lives to these devices. According to the American Heart Association, an
estimated 5 million Americans are living with heart failure and more than
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400,000 new cases are diagnosed every year. About 50% of all patients die
within 5 years.

The first operation on a beating heart was performed by Gibbon in 1953 using a
peristaltic pump. Since then, there has been rapid development in mechanical assist
devices, leading to the realization of today’s mechanical aid system for blood
circulation, based on the requirements using the following:

• intra-aortic balloon pump (IABP)
• continuous blood flow devices – roll and centrifugal rotary pumps
• pulsating flow blood pumps – pneumatic or electro-control membrane pumps

The assumed time of blood pump using in the organism influences the con-
struction and material used in its design. According to this criterion, the pumps can
be divided into following categories:

• short-term (during the operation or in sudden rescue operations)
• medium-term – over several weeks or months (as a bridge to heart
transplantation or treatment)

• long-term – several years (already at present) and permanently (in the intention)
(as the target therapy)

The extracorporeal circulation (perfusion) and the controlled stopping of heart
action make it possible to perform the open-heart operation. The peristaltic pumps
are in common use, where the turning roll locally tightens the silicon drain to move
a suitable volume of the blood. The disadvantages of this procedure, such as the
damage to blood components, are eliminated or reduced by pump construction and
material improvement. The patients with both heart and lung failure are assisted by
the system consisting of pump and oxygenator. The method of time oxygenation
(supply oxygen to the blood) for extracorporeal blood – extracorporeal membrane
oxygenation (ECMO) – was applied the first time in 1972 by Hill. The blood
pump, membrane oxygenator, heat exchanger, and a system of cannulas (tubes) for
patient’s vascular system connection are the elements of the system. Inner surface of
all these parts are covered with heparin. The Extracorporeal Life Support Organi-
zation Registry has collected (since 1989) data on more than 30,000 patients, most
of whom have been neonates with respiratory failure [7]. The currently available
centrifugal pump VADs are BioMedicus BioPump (Medtronic, Minneapolis, MN,
USA), CentriMag� (Levitronix, Zürich, Switzerland), RotaFlow� (Jostra, Hirrlin-
gen, Germany), and Capiox� (Terumo, Ann Arbor, MI, USA). These pumps have
been available since 1989 to support neonates and older children with postoperative
cardiac failure but competent lung function.

Centrifugal pumps benefit from the physical phenomena (centrifugal, inertia
force) of blood acceleration during temporal rotational movement. These pumps
consist of a driving unit and an acrylic head driven by a magnetic couple. Input and
output blood flow channels are perpendicular to each other. The output velocity of
the blood on the conical rotor depends on the input rotary speed, preload, and
afterload. Based on vortex technology, these pumps use turbine spins of
10,000–20,000 rpm to create a flow of 5–6 l/min and have generally been applied
for temporary assistance of stunned myocardium of the left ventricle. The

10 Zbigniew Nawrat



construction of working pump and its environment conditions influence the blood
hemolysis during its use. According to the results of in vitro experiment, with the
pump working as VAD and extracorporeal circulation (CPB and ECMO), the use
of the pump as VAD caused the least degree of hemolysis, and the hemolysis of
pumps in the time to ECMO strongly depends on the kind of oxygenator used.
Pumps with the conical rotor caused a greater degree of hemolysis working with
small flows and large pressures (ECMO). On the contrary, a lesser degree of
hemolysis was observed for pumps with the flat rotor, regardless of its purpose.

The intra-aortic balloon was introduced as a tool for coronary circulation assis-
tance in works of Maulopulos, Topaz, and Kolff in 1960. In 1968, Kantrowitz was
the first to prove the clinical effectiveness of intra-aortic counterpulsation. It
became the classic method in the 1970s, thanks to Datascope Company for its
first device (System 80) for their clinical applications. The balloon (30–40 ml)
placed in the aorta, synchronically with the heart, is filled up and emptied by
raising the diastolic pressure and the perfusion of coronary arteries. As a result, the
myocardial contractibility is improved, and hence, the cardiac output is bigger. This
is one of the basic devices in cardiosurgery units. The balloon, rolled up on a
catheter, is introduced through the artery. Kantrowitz introduced to cardiosurgery
also another type of pump called the aortic patch, which has been in clinical use for
many years, and uses the natural localization of heart valve. The balloon, which is
sewn to cut the descending aorta, is connected through the skin with the pneumatic
driver unit. The aortic blood flow is improved by the pulsate balloon filling and the
aortic valve blocked the backflow to the ventricle.

New constructions of TAHs and VADs offer new hope for millions of heart
patients whose life expectancy is greatly reduced because the number of patients
waiting for a transplant far exceeds the donated hearts available. An artificial heart or
VAD is made of metal (typically titanium–aluminum–vanadium alloy), plastic,
ceramic, and animal parts (valve bioprostheses). A blood-contacting diaphragm
within the pump is made from a special type of polyurethane that may also be
textured to provide blood cell adherence.

The VAD (Figure 1) is an extracorporeal pneumatic blood pump, invented
to assist a failure left or right ventricle, or the whole heart until it recovers or
until a replacement by transplantation is performed. A mechanical heart assist is
used to support the heart during failure caused by the ischemia of the heart
muscle, the small cardiac output, cardiomyopathy, or heart valve diseases. The
role of these aid pumps is to support the life function of the brain and other
organs and heart treatment (thanks to the devices that partly take over its role)
by improving hemodynamic conditions. It is fitted with inflow and outflow
cannulas for connecting the VAD with heart and vascular system in parallel
with the biological heart ventricle being assisted. The VAD consist one or two
ventricles placed outside the body (failing heart is left in place) connected to
the control unit.

The TAH (Figure 2) is designed for emergency replacement of irreversible
damaged natural heart. Because the natural heart is completely removed, the TAH
must ensure the hemodynamic, regulatory, and control functions of the circulatory
system.
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Figure 2 Schematic diagram of an artificial heart.

Figure 1 The steps in POLTAH design process (model after cadaver study, transparent model
for laser visualization investigation, first polyurethane model for starting animal
experiments). Nonsymmetrical shape of POLVAD proposed and designed creates a very good
internal flow condition.The first successful POLVAD implantation was performed in 1993 in
T. Gruszczyn¤ ski. Until now, more than 200 POLVAD clinical implantations have been
performed, the longest time successful application being over 200 days. Pneumatically driven
artificial heart (POLTAH) and ventricular assist device (POLVAD). (See color plate1).
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If the total replacement artificial heart is to mimic the function of the natural
human heart, it meet the following requirements [1]:

1. Two separate pumps duplicating the left and the right heart
2. Output range of 5–10 l/min from each side
3. Aortic arterial pressure range of 120–180mmHg
4. Pulmonary arterial pressure range of 20–80mmHg
5. Physical dimensions permitting easy surgical insertion within the pericardium
6. Low weight to minimize restraints
7. A minimum of noise and vibration
8. A heat output of less than 25W
9. A low degree of hemolysis

10. Inert to body chemicals

The artificial heart, designed by the Soviet scientist W.P. Demichow, was first
successfully applied on a dog for 5.5 h in 1937. Several study groups in the United
States in the 1950s performed the first clinical experiments. In 1957 T. Akutsu andW.
Kolff (Figure 3) made the pneumatically driven artificial heart. The artificial heart
constructed by D. Liotta with the same drive type successfully replaced the patient
heart for 64 h, before heart transplantation in 1969. On 4 April 1969, Dr Denton
A. Cooley performed the first human implantation of a TAH when he used a device
developed by Dr Domingo Liotta to sustain the life of Mr Haskell Karp. After having
undergone resection of a left ventricular aneurysm, the 47-year-old patient developed
cardiac failure. The Liotta heart supported him for nearly 3 days until a suitable donor
heart was available and successfully transplanted. This case demonstrated the feasibility
of bridging to transplantation with a mechanical circulatory support system.

In 1982 William DeVries (UT, USA) implanted the artificial heart designed
by R. Jarvik, cooperating in that time with W. Kolff, called Jarvik 7 in a patient for
112 days. The Jarvik heart was pneumatically driven (driver unit called COMDU)
through a drain carried out by the skin. Four disk valves from Medtronic-Hall were
fixed in the polyurethane body. The inner surface of ventricle was covered with a
smooth layer of polyurethane (Biomer, Ethicon Inc.) and a four-layer membrane
made from Biomer that separated the pneumatically driven part from the part

Figure 3 WilliamKolff in Kampen and in Gent (photo taken by the author).
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having contact with the blood. There were two types of these VADs: Jarvik 7-70
and Jarvik 7-100 with 70 and 100ml of stroke volume, respectively. Since 1993,
these types of the artificial heart after a little modification have been clinically used
[now under the name CardioWest (the technology transferred from the
firm Symbion to CardioWest Technologies Inc., Tuscon, AZ, USA currently
Syncardia Systems, Inc. Tucson, AZ, USA) and is marked C-70 and C-100,
respectively]. The pump can operate at 30–199 bpm and also has variable systolic
duration, delay, and stroke volume. By 1989, such devices had largely become a
bridge to human heart transplantations. In a pivotal clinical study [2], these patients
were successfully transplanted 79% of the time. The 1-year and 5-year survival rates
after heart transplantation among these patients were 86 and 64%, respectively.

In Europe, the hospital La Pitié in Paris has the biggest experiences in implant-
ing the artificial heart in patients. From April 1986 to June 2000, there had been
120 implantations of pneumatically driven Jarvik VADs (with the trade name TAH
Symbion and at present TAH CardioWest). The total time of the implantation was
more 3000 days (with the longest being 607 days implantation). Another type of
pneumatically driven TAH named PennState was made at the Pennsylvania State
University, where ventricles were also made from Biomer, but sacks were used
instead of membrane-type construction. PennState VAD with the Björk–Shiley
(B–S) disk valves was considerably not as often applied as the Jarvik heart.

As a next stage, the electrically powered PennState artificial heart was constructed.
In this device, a DC brushless motor turns over the helical (screw) drive, which causes
compression and expansion of segment polyurethane sack resulting in an 8 l/min
volume flow with 16–22W of consumed power. The total animal experimentation
time is about 5 years at present, the longest trial beingmore than 5months. Searching for
the biocompatible and durable biomaterials in 1969, Y. Nose made the steel heart
covered with Teflon (so-called Green Heart), which he implanted in the ram for 50h.
Therewere also trials to use properly preparedheart pericardium for the internal structure
of the ventricle. Electrohydraulic artificial heart (Japan) EHTAH is equipped with
ellipsoidal ventriclemembranesmade fromnonthrombogenic, segmented polyurethane,
21 and 23mm B–S valves and vascular Dacron grafts (Medox Medical, USA). Baylor
TAH (BaylorCollege ofMedicine,USA) is the electromechanical pump (the rotation of
the screw causes the movement of membrane). The membrane is made from polyolefin
rubber, the ventricle body from epoxy Hysol (Dexter Electronic Materials, USA) or at
present from coal fibers, which is lighter and stronger. In the laboratory of Kolff, small
ventricles with semielastic shell were worked out. They were made from Pellethane
80AE/2363 (Dow Chemical, Japan) by the vacuum forming and glued by dielectric
welding. Valves are made from Isoplast, covered with Pellethane, and glued. W. Kolff
sent the sets of ventricles to many centers in the world, for realization experiments, to
Poland as well. In Zabrze comparative in vitro investigations were carried out with these
ventricles to detect the extent of artificially induced thrombogenesis.

AbioCor implantable replacement heart (Abiomed, Inc., Danvers, MA, USA) is
a fully implantable, electrically driven artificial heart. The rotary pump forces the
movement of liquid, which by means of a second motor is directed to the left or
right ventricle causing cramp of polyurethane sacks with two polyurethane valves.
It does not require a compliance chamber (the internal hydraulic platform was
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rather applied). The normal flow is 4–8 l/min up to a maximum of 10 l/min.
Internal implanted batteries enable 30–60min of work. The pump regulates auto-
matically its work frequency in the range 60–140 bpm. As a pump biomaterial
tested for the last 20 years, the elastomer Angioflex was applied. After successful
laboratory investigations on implantation in animals, the clinical experiment begun.
On 3 July 2001, Drs Laman Gray and Robert Dowling in Louisville (KY, USA)
implanted the first autonomic artificial heart (AbioCor). It consists of two ventricles
separated by the pumping mechanism. Four original polyurethane valves are used
to direct the flow (identical valves like these had been applied for many years in the
Abiomed BVS pump). Energy from the external battery is wirelessly transferred
through the skin port. The final goal of AbioCor applications is to reach the 5-year,
statistical survival of patients with the replaced natural heart. Unlike the Jarvik 7,
the AbioCor is powered by electrical energy that is transmitted from a battery across
the skin to an internal coil and a backup battery. Because an opening in the skin is
not needed to allow passage for tubes or wires, the risk of infection is greatly
reduced. In addition, the external battery pack is designed to be worn on a belt or
suspenders, enabling the patient to be mobile. From 2001 to 2004, the patients who
had received the heart and survived the operation lived for 5 months, on average,
the longest being not more than 17 months. In 2006, the AbioCor was approved
for use in patients who do not qualify for a heart transplantation if their life
expectancy as a result of heart failure is less than a month; the device is also
approved as a temporary measure for patients awaiting a transplant.

The Abiomed Company designed AbioCor based on experience with applica-
tion blood assist pumps. Abiomed BVS 500 (Abiomed, Inc., Danvers, MA, USA) is
pneumatically driven, two-chamber pump one atrium without any power support
and the other pneumatically driven ventricle for pumping freely (means not
pneumatically driven, under the natural blood pressure) filled atrium with the freely
filled atrium, vertically fixed to the patient’s bed. Relatively long cannulas are used
for establishing the patient’s circulatory system connection. It is relatively easy to
adjust, with the full ejection mode (80ml). As a first, the company introduced the
polyurethane valves to the pump (had been in clinical use for more than 10 years).
Cannulas are made from Angioflex, which is a nontoxic and durable material (can
withstand 100,000 beats/day). Endings of the cannulas sewn to the atrium have a
special armature and the shape preserving collapsing the atrium walls or the block-
ing of the cannula inlet. From the output side, the arterial cannulas have special
Dacron collars facilitating their sewing.

In Europe, the most developed construction of implantable artificial heart is
located in Aachen and in Berlin. In Poland, apart from pneumatically driven artificial
heart POLTAH, in the Artificial Heart Laboratory of Foundation for Cardiac
Surgery Development in Zabrze, promising construction of implantable electrohy-
draulic pump project is being led. According to plan, this project will give as a result a
totally implantable VAD with all driven and control units inside the patient’s body.

In 1966, the pump designed by M. DeBakey, who was also the constructor of
the first roll pump applied to the perfusion of the heart during surgery, was a first
successfully implanted membrane VAD for left heart ventricle support. The future
of implantable pumps is based on the electric drive. The first VAD of this type was
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Novacor (Novacor Division, World Heart Corporation, Ontario, Canada) with
electromagnetic driving system. The blood flows in the rhythmically compressed
sack, made from Biomer (polyurethane) having two biological valves (made from
pericardium 25mm or porcine 21mm from the Edwards Laboratories, Baxter Inc.)
working as the one-way flow valves. The controller provides electrical energy, via
the percutaneous lead, to actuate the driver during the ejection cycle. The driver’s
balanced, symmetrical solenoid (electromagnet) converts this electrical energy into
mechanical energy, stored in a pair of springs. The spring forces act directly on the
blood pump’s dual symmetrically opposed pusher plates, pressurizing the blood
within the pump, and propelling it into the aorta to support systemic circulation.
The ventricle body was made from polyester resin, strengthened by glass fibers. It is
located in the left upper square of the stomach. The blood flows into the ventricle
from Dacron cannula placed in the apex of the left ventricle and is ejected to the
system through the Dacron cannula as well to the side wall of the ascending aorta. It
works synchronically with the heart. The pump/drive unit can eject from all-fill
volumes (from 25ml to its maximum capacity of 70ml), to match the stroke
volume received from the left ventricle. A small residual blood volume, propor-
tional to afterload (systemic pressure), remains in the blood pump at the end of
ejection. The system can thereby adapt to the natural heart’s function without
depending on an ECG signal or other physiological measurement. Currently,
WorldHeart’s Novacor LVAS has been implanted in nearly 100 medical centers
worldwide in more than 1700 patients, and is the first mechanical circulatory
support device to support a single patient for more than 6 years. Also, 172 primarily
bridge-to-transplant patients have been supported by Novacor LVAS for more than
1 year, 45 have been supported for more than 2 years, 24 for more than 3 years, 11 for
more than 4 years, and 1 for more than 6 years. Only 1.4% of the pumps have needed
replacement. No patient deaths have been attributed to Novacor LVAS failure.

Another type of the implantable VAD used for several years as a pneumatically
and electrically driven pump is HeartMate VAD (HE HAS; Thermo Corporation,
Burlington, MA, USA (http://www.thoratec.com/vad-trials-outcomes)). Heart-
Mate is the family of ventricles. First FDA on the mechanical VAD (Pneumatic
HeartMate� I) in the United States was designed as the platform to the transplanta-
tion. Electrically driven HeartMate received FDA in 1998. All ventricles were
made from the especially rough surface facilitating the formation of natural
endothelium. This VAD is implanted in abdominal space between the heart apex
and the ascending aorta and the power supply is transferred by the wire through the
skin. The second pipe (through the same skin port) is used to deaerate the chamber
or in emergency states allows an external person to manually drive the pump. The
volume flow is up to 11 l/min. Closed in titan body motor through the cam system
causes the pulsator to move up and down the synthetic sack filled with the blood,
closed at two sides by biological pig valves (25mm, Medtronic). This company
also introduced different solution, assuring biocompatibility of membrane. Instead
of focusing on achieving the maximal smoothest of polyurethane bag, they worked
out material with built-in network of the fibers that facilitates the creation of
natural endothelium. Currently, similarly to R. Jarvik, this company works out
the artificial heart with turbine axial pump.
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PennState LionHeart, LionHeart LVD LVAS (Arrow International, Inc., Read-
ing, PA, USA), is an implantable pulsating pump that has developed since 1994.
The stroke volume is automatically controlled, resulting in the 3–7 l/min of flow. A
set of external batteries (3.5 kg weight) is adequate for 6 h of work. It was first
clinically used in Germany in October 1999.

Thoratec� VAD (Thoratec Laboratories, Inc., Pleasanton, CA, USA) is an
external pump, applied to the short and long support comparatively often. The
new implantable version has streamlined shapes, body made of polished titanium,
and rest made from polyurethane and the sack through which the blood will flow
from Tharalon. It is supplied pneumatically from the mobile, handy driver, con-
nected through the skin by 9mm drain. This relatively small VAD is also suitable
for the biventricular assistance, weighs 339 g, and has an external volume of 252ml.

The Thoratec PVAD (Paracorporeal Ventricular Assist Device) provides short-
to-intermediate, uni- or biventricular support with the option and benefit of home
discharge. With more than 20 years of clinical use, the PVAD has been well
established as a Bridge-to-Transplantation or Post-Cardiotomy Recovery option
for advanced heart failure patients of any age or size. Around 69% of PVAD patients
were successfully supported to cardiac transplantation or device removal for myo-
cardial recovery. More than 4,000 patients implanted at over 240 medical centers in
26 countries, the longest duration of support: 1,204 days (858 days discharged to
home), smallest patient: 17 kg (BSA 0.73 m2).

The IVAD (Implantable Ventricular Assist Device) provides intermediate-to-
chronic support and is the only biventricular, implantable, and home-dischargeable
VAD. It is indicated for Post-Cardiotomy Recovery and Bridge-to-Transplantation.
Patients implanted: More than 440 patients at 95 medical centers in 9 countries,
longest duration of support: 735 days, smallest patient: BSA 1.31 m2.

As Thoratec’s first-line intermediate-to-chronic left ventricular assist device, the
HeartMate II has been extensively studied as Bridge-to-Transplantation for
advanced heart failure. Over 1,200 worldwide patients implanted, longest duration
of support (ongoing patient on one device): 3.6 years, transplanted, recovered, or
supported to 180 days: 80%. World Heart registry (http://www.worldheart.com).

In the nearly 100 medical centers worldwide that use Novacor� LVAS, it is
renowned for its reliability, durability and predictability of wear. Of the more than
1,700 Novacor� LVAS recipients to date, 172 primarily Bridge-to-Transplant
patients have been supported by Novacor� LVAS for more than one year.
Among these recipients, 45 have been supported for more than two years, 24 for
more than three years, 11 for more than four years and 1 for more than six years.
Only 1.4% of the pumps have needed replacement. No patient deaths have been
attributed to Novacor� LVAS failure. In Germany, the 1,500th patient was implanted
with Novacor� LVAS in 2004.

Medos-HIA VAD from Aachen is made from biocompatible polyurethane (pro-
ject led by Helmut Reul). It is similar to natural trileaflet valves also made from
polyurethane, but with the valve cusp optimization resulting in a conical shape
(natural are spherical). Ventricles are made in the full row of sizes, from 60 to 9ml
(pediatric ventricle). Medos was clinically used in more than 100 cases. The inves-
tigations carried out in 1994 allowed to guarantee the minimum time of valve
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functioning of half-year (18 million of cycles). Since 1990, in Aachen, the HIA TAH
has been developed, which is based on electromechanical driving unit. The inclina-
tion of the plate onwhich themembrane is fixed about 2 cm allows to reach the 65ml
stroke volume. Brushless motor rotates in only one direction (similar to the case of
HeartMate, but the construction of the cam unit is different). The pump allows to
reach above 10 l/min (with the frequency of 140 bpm under physiological
conditions).

HeartSaver VAD (WorldHeart Corporation, Ottawa, ON, Canada) is the
pulsate pump with hydraulic drive (project led by Tofy Mussivand). In 2000, it
was almost ready for the starting of clinical experiments. Different types were
prepared: the axial pumps for continuous flow and VADs and TAHs for pulsating
pumps. All models are driven electrohydraulically (rotor). The external volume of
the VAD is approximately 530ml, the membrane is made from smooth polyur-
ethane, and Medtronic-Hall mechanical valves are used, which according to plan
will be replaced with the less thrombogenic biological Carpentier–Edwards valves.
The working liquid in this pump is the silicon oil, which is currently not in use.

Berlin Heart is a series of external, pneumatically driven, ventricle assist devices,
with the 50, 60, or 80ml ejection, equipped with B–S mechanical valves or the
polyurethane valves. Berlin Heart VADs have comfortable silicone cannulas with
the wire armature, which renders cannulas a suitable shape. This type of VADs had
been successfully in vitro tested for 5 years (more than 210 million cycles), mainly
in Berlin. Berlin Heart VAD was used in Poland by Z. Religa’s team in first
successful mechanical support of heart as a bridge to transplantation.

The pneumatically driven membrane-type Polish ventricle assist devices
POLVAD (U-shaped) and artificial heart POLTAH (spherical) were developed in
Zabrze, Poland. Until now, more than 200 VAD implantations have been per-
formed. First successful bridge to transplantation was constructed by Z. Religa’s
team. The implantation of BVAD produced by Berlin Heart LVAD was performed
in May 1991. The patient T. Gruszczyński was awaiting heart transplantation. After
11 days of support, the heart transplantation was performed and patient returned
home. Unfortunately, rejection occurred and the patient needed a second, new
heart. In the meantime, author (physicist) designed and B. Stolarzewicz (chemist)
performed a new Polish ventricular assist pump named POLVAD. After tests,
POLVAD was ready for clinical applications. It happened that the first patient to
use POLVAD was the same patient T. Gruszczyński (the heart was rejected after
2 years). Fortunately, the POLVAD worked very well, and after 21 days, the heart
transplantation was performed. Unfortunately, the patient died during surgery
(second heart transplantation).

In pulsate blood pumps, the part producing mechanical energy is separated from
the blood by a biocompatible and durable membrane. Membrane-type VADs have
it fixed to the hard or half-elastic body. They divide the artificial chamber in two
almost even parts. However, in the ventricle with sack, the membrane is shaped
into this bag hung in stiff chamber. The artificial ventricles can be driven pneuma-
tically, hydraulically, or electromechanically. The trials of the nuclear power source
introduction failed. The VADs are used for supporting patient’s life as a bridge to
transplantation or to natural heart recovery. At the end of this procedure, the
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cannulas connecting VAD to the patient’s circulatory system are operationally
removed. The TAHs are used in these cases, when heart transplantation is the
only rescue for the patient or as a target therapy.

Distinct from abovedescribed pulsate pumps, the Jarvik 2000 and MicroMed–
DeBakey are the currently used implantable axial pumps with continuous flow.
The first axial flow pump to be introduced into clinical practice for intermediate to
long-term treatment of end-stage heart failure in adults was the DeBakey VAD�.
MicroMed–DeBakey VAD is the rotor, axial pump (flow up to 5 l/min), connected
by the cable through the skin to the driver unit held on the patient’s belt. It is
implanted between the heart apex and aorta (ascending or descending). The
DeBakey VAD is 30mm� 76mm, weighs 93 g, and is approximately 1/10th the
size of pulsatile products on the market. In 2000, the first successful usage was
performed in Vienna.

Jarvik 2000 is a small (2.5/5.5 cm) rotor pump (the electromagnetic rotor
covered by titanium layer). It fits directly into the left ventricle, which may
eliminate problems with clotting. The outflow graft connects to the descending
aorta. The device itself is nonpulsatile, but the natural heart continues to beat and
provides a pulse. The rotor has ceramic bearings, which are washed by the blood
(smearing and the receipt of warmth). The angular velocity of 9000–16,000 rpm
ensures 3–6 l/min of output flow with the aortic pressure of 80mmHg and power
consumption of 4–10W. The system is powered by external batteries remotely
through skin using electromagnetic field created by a set of coupled coins or using
the wire carried out through the “port” in the skull safety plugged with the
pyrolytic carbon. On 25 April 2000, physicians in Houston, TX, USA, have
realized the implantation and introduced the first patient in the clinical investigation
of the Jarvik 2000. For lifetime use, the Jarvik 2000 has also had proven
successful in treating a target population of patients suffering from chronic
heart failure due to a prior heart attack or cardiomyopathy. Many have been
rehabilitated to a dramatically improved life at home, and in some cases patients
have even returned to work. So far, the Jarvik 2000 FlowMaker� has been used
to treat more than 200 patients in the United States, Europe, and Asia. Of
those, roughly 79% received the Jarvik 2000 as a bridge to transplantation and
21% as a permanent implant, with a number of patients in each group being
terminally ill, near-death cases. Nearly 70% of those patients were supported
successfully. Several surgeons reports have described placement of continuous
flow devices without cardiopulmonary bypass. Frazier described a patient in
whom he placed this pump while briefly fibrillating the heart and placement of
the Jarvik 2000 with an anterior, intraperitoneal approach without bypass. This
technique is attractive in reoperative situations.

The University of Pittsburgh–Thermo Cardiosystems HeartMate� II is an axial
rotary pump with the stone bearing with a volume of 89ml, weighs 350 g, and
the estimated time of use is 5–7 years. As intermediate-to-chronic left ventricular
assist device, the HeartMate II (now Thoratec’s) has been extensively studied as
Bridge-to-Transplantation for advanced heart failure. Over 1,200 worldwide patients
implanted, longest duration of support (ongoing patient on one device): 3.6 years,
transplanted, recovered, or supported to 180 days: 80%. The third-generation,
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HeartMate III, will be the centrifugal pump with the rotor levitating in the magnetic
field (without mechanical bearings).

There have been several scientific groups working in the field of artificial heart
in Japan, Australia, Austria, Argentina, France, Germany, Poland, Czech Republic,
Russia, and so on. But from the market point of view, there is not easy business.
Currently, the strongest company offering the wide range of products in the area of
blood pumps is Thoratec. Thoratec Corporation is engaged in the research, devel-
opment, manufacturing, and marketing of medical devices for circulatory support,
vascular graft, blood coagulation, and skin incision applications. The Thoratec
VAD system is the device that is approved for left, right, or total heart support
and that can be used both as a bridge to transplantation and for recovery from open-
heart surgery. More than 4300 of these devices have been used in the treatment of
over 2800 patients worldwide. With the introduction of the Implantable Ventri-
cular Assist Device (IVAD

TM

), Thoratec delivers the first and only implantable
VADs for left, right, and biventricular support for bridge to transplantation and
for postcardiotomy recovery. The HeartMate� XVE Left Ventricular Assist System
(LVAS) is now FDA approved as a long-term permanent implant, called destination
therapy. In addition, the accompanying Thoratec TLC-II� Portable VAD Driver
provides hospitals with the first mobile system that allows these univentricular or
biventricular VAD patients to be discharged home to await cardiac transplantation
or myocardial recovery. The company is also a leader in implantable LVADs. Its
air-driven and electric HeartMate LVAD, which has been implanted in more than
4100 patients worldwide, are implanted alongside the natural heart and take over
the pumping function of the left ventricle for patients whose hearts are too
damaged or diseased to produce adequate blood flow.

WorldHeart is a developer of mechanical circulatory support systems (e.g., Nova-
cor) with leading next-generation technologies. The Levacor is a next-generation
rotary VAD. It is the only bearingless, fully magnetically levitated implantable cen-
trifugal rotary pump with clinical experience. An advanced, continuous-flow pump,
the Levacor uses magnetic levitation to fully suspend the spinning rotor, its only
moving part, inside a compact housing.

WorldHeart’s Novacor II LVAS is a next-generation, pulsatile VAD. It can be
fully implanted without a volume displacement chamber, thereby reducing the risk
of complications by eliminating the need to perforate the skin. The operation of the
pump drive unit is very interesting. When the pusher plate is driven to the right
(pumping stroke), the prechamber expands, filling from the left ventricle. Simulta-
neously, the pumping chamber is compressed, ejecting blood into the body. When
the pusher plate returns to the left (transfer stroke), the prechamber is compressed
while the pumping chamber expands; blood transfers from the prechamber to the
pumping chamber, with no inflow or outflow. Because the total volume of the
two chambers remains constant as one fills and the other empties, the system can
operate without a volume compensator or venting through the skin. WorldHeart’s
Novacor II LVAS is not currently available. In 2005, WorldHeart conducted the
first animal implant of the Novacor II LVAS – ahead of schedule. WorldHeart
Company currently focuses on new products – especially for pediatric patients. The
PediaFlow VAD is an implantable, magnetically levitated blood pump based on
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WorldHeart’s proprietary rotary VAD MagLevTM technology. In its pediatric
configuration, the device is designed to provide a flow rate from 0.3 to 1.5 l/min.
The PediaFlow VAD is being developed to provide medium-term (less than 1 year)
implantable circulatory support to patients from birth to 2 years of age with congenital
or acquired heart disease.

Pneumatic pulsatile VADs have been available in pediatric sizes since 1992. At
Herzzentrum Berlin, VADs are used lasting from several days to 14 months in
70 infants and children with myocarditis and cardiomyopathy, leading to a notable
rise in survival in the past 5 years. It is possible to discharge 78% of the infants under
1 year old [3].

Several types of VADs have been used in children and adolescents whose body
surface area is greater than 1.2m2 – that is, generally in children older than 5 years.
The Thoratec VADs (Thoratec Laboratories, Inc.) have been available since the
early 1980s for adult use, but they can also be implanted in older children and
adolescents. Several other adult-size VADs, such as the Novacor (Baxter Healthcare
Corporation, Irvine, CA, USA), have been applied in adolescents, and a version of
the axial flow DeBakey VAD (MicroMed Technology Inc., The Woodlands, TX,
USA) has been developed that is suitable for use in children and has been implanted
in several patients. Two miniaturized extracorporeal, pneumatically driven VADs
designed specifically for smaller children and infants have been introduced in
Europe so far: the Berlin Heart Excor� (Berlin Heart AG, Berlin, Germany) in
1992 and the Medos HIA device (Medos Medizintechnik AG, Stolberg, Germany)
in 1994. The first reported implantation of a Medos VAD as a bridge to transplan-
tation in a child took place in 1994. Only the extracorporeal, pneumatically driven
Berlin Heart Excor and the Medos HIA pulsatile systems have so far proven
successful in children of all ages. The pediatric version of the Berlin Heart Excor
VAD is mounted with trileaflet polyurethane valves and is available with pump sizes
of 10, 25, 30, 50, 60, and 80ml. The 10-ml pumps are suitable for neonates and
infants with body weight of up to 9 kg (body surface area 0.43m2), and the 25 and
30ml pumps can be used in children up to the age of 7 years (weight 30 kg and body
surface area of about 0.95m2); adult-sized pumps can be implanted in older children.
The adult pump has a stroke volume of 80ml and tilting disk valves. Pediatric-sized
pumps are suitable for children with a body weight of 3–9 kg. This pump has a stroke
volume of 10ml and polyurethane trileaflet valves [3].

Several other pulsatile devices developed for the adult population are used in
school-aged children: the HeartMate I (Thoratec Laboratories, Inc.), Toyobo
(National Cardiovascular Center Tokyo, Japan), Abiomed� BVS 5000 (Abiomed
Inc., Delaware, MA, USA), and Novacor (World Heart Corporation, Ontario,
Canada). Two continuous flow rotary VADs that use axial flow or centrifugal flow –
the Incor� VAD (Berlin Heart) and the DeBakey VAD – have been introduced
into routine clinical care. Some further devices are still being subjected to clinical trials:
Jarvik 2000 (Jarvik, New York, NY, USA), HeartMate II, Duraheart� (Terumo
Kabushiki Kaisha Corporation, Shibuya-ku, Japan), VentrAssist (Ventracor, Chats-
wood, NSW, Australia), and CorAid� (Cleveland Clinic, Cleveland, OH, USA) [3].

The Incor device (Berlin Heart AG) is 146mm long and 30mm wide and
weighs 200 g. MicroMed modified the adult pump to fit children and in 2004
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received FDA humanitarian device exemption status, enabling implantation of the
DeBakey VAD Child pump for persons, aged 5–16, awaiting heart transplantation.

Berlin Heart AG products are Incor, Excor cannulas, and driving units. In June
2002, the worldwide first implantation of the Incor device took place in the
German Heart Center DHZB. By July 2005, no less than 300 Incor devices had
been implanted (two patients have been living with the device for 3 years). Excor is
an extracorporeal, pulsatile VAD. Various types and sizes of blood pumps and a
wide range of cannulas allow us to meet all clinical needs and treat all patients,
regardless of their age.

The VentrAssist, which is made by the Australian company Ventracor, has a
moving part – a hydrodynamically suspended impeller. It has been designed to have
no wearing parts or cause blood damage. It weighs just 298 g and measures 60mm
in diameter, making it suitable for both children and adults. VentrAssist also has an
advantage over its one competitor, Incor made by the German company Berlin
Heart. The VentrAssist is less likely to damage red blood cells because it moves the
blood more slowly with a bigger impeller.

The term VAD has been applied to a wide variety of mechanical circulatory
support systems designed to unload the heart and provide adequate perfusion of the
organs.

Short-term circulatory support with an LVAD may be indicated for patients
with end-stage heart failure (of any etiology) who are awaiting a donor heart for
transplantation, and for patients with a severe acute heart failure syndrome from
which myocardial recovery is anticipated (such as acute myocarditis). An LVAD is
sometimes used if weaning from cardiopulmonary bypass after cardiac surgery fails.
In the active arm of a nonrandomized controlled study, 78% (32/41) of patients
survived for a mean of 215 days with LVAD support. In another comparative study,
81% (13/16) of patients survived to transplantation (duration of support not stated).
One case series showed that at 30 days of bridging to transplantation with an
LVAD, survival was 83%, falling to 19% after 24 months’ support.

In a nonrandomized controlled trial, posttransplant survival of patients bridged
on LVAD support was 66% (21/32) at 41 months, compared with 67% (98/146) of
patients at 36 months who had a transplant without circulatory support, although
patients in the latter group were significantly older. One case series of 243 patients
in whom LVADs were used to bridge to transplantation reported actuarial post-
transplant survival of 91% at 1 year, 70% at 5 years, and 40% at 10 years. Results
from case series included in a systematic review showed that between 60% (12/20)
and 83% (5/6) of patients survived to transplantation or were still alive awaiting
transplantation on LVAD support. Of the total cases of bridge to recovery reported,
58% (7/12) of patients survived to final follow-up; successful explantation of the
device or weaning from support was achieved in all these patients [4].

The randomized controlled study showed a reduction of 48% in the risk of
death from any cause in the group that received left VADs as compared with the
medical therapy group [relative risk 0.52; 95% confidence interval (CI) 0.34–0.78;
P= 0.001]. Randomly assigned 129 patients with end-stage heart failure were
ineligible for cardiac transplantation to receive a left VAD (68 patients) or optimal
medical management (class IV heart failure). The rates of survival at 1 year were
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52% in the device group and 25% in the medical therapy group (P= 0.002), and the
rates at 2 years were 23% and 8% (P= 0.09), respectively. The frequency of serious
adverse events in the device group was 2.35 (95% CI 1.86–2.95) times that in the
medical therapy group, with a predominance of infection, bleeding, and malfunc-
tioning of the device. The quality of life was significantly improved at 1 year in the
device group. The use of a left VAD in patients with advanced heart failure resulted
in a clinically meaningful survival benefit and an improved quality of life. A left
VAD is an acceptable alternative therapy in selected patients who are not candidates
for cardiac transplantation [5].

All mechanical circulatory support systems are associated with a wide range of
possible complications: bleeding, infection, device malfunction, hemolysis, periph-
eral ischemia, and perforation of a ventricle or the aorta, of which bleeding and
thromboembolic complications are the most frequent and most serious. Infections,
hemolysis, pulmonary edema, and multiorgan failure have also been reported. It
was also noted that implantation of an LVAD could unmask previously subclinical
right ventricular dysfunction. Damage to the blood pump equipment rarely causes
harm to the patient. As examples, one Jarvik 2000 patient broke a cable connector
when he slammed it in a car door; another accidentally cut his cable with scissors
while changing his bandage; yet another patient lost connection to his battery and
controller when a purse snatcher grabbed his shoulder bag and ran off with it.
Fortunately, in all these cases, the patient suffered no harm. Their own natural
hearts were able to sustain them until they could connect to their backup equip-
ment. But it can be noticed that the longest-running Jarvik 2000 FlowMaker
patient has been supported by the device longer than any patient in the world
with any other type of mechanical heart, either TAH or VAD – i.e., more than 4
years.

In September 2006, the FDA approved the first totally implantable TAH
(AbioCor) for people who are not eligible for a heart transplant and who are
unlikely to live more than a month without intervention. It is a big success, but
it also means that many problems are awaiting to be solved in laboratories (Figure 4)
in the near future.

3.2. Valve Prostheses

Valvular heart disease is a life-threatening disease that affects millions of people
worldwide and leads to approximately 250,000 valve repairs and/or replacements
every year. Almost 90,000 Americans a year need surgery for valve disease. Mal-
functioning of a native valve impairs its efficient fluid mechanical/hemodynamic
performance. Human heart valves act as check valves, controlling the direction of
blood flow through the heart. The aortic valve is between the left ventricle and the
aorta and the mitral valve is between the left atrium and the left ventricle. It opens
and closes to control the blood flow into the left side of the heart. The normal
aortic valve area is 3.0–4.0 cm2. In general, severe aortic stenosis has been defined as
a valve whose area was reduced to 0.75–1.0 cm2. In general, mean transvalvular
pressure gradients greater than 50mmHg represent severe aortic stenosis, while
mean gradients less than 25mmHg suggest mild aortic stenosis. Mitral stenosis
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causes leaflet/chordal thickening and calcification, commissural fusion or short-
ening, chordal fusion, or a combination of these processes. The normal mitral valve
area (MVA) is 4.0–5.0 cm2. Accordingly, mild mitral stenosis is defined as a
condition with an MVA of 1.5–2.5 cm2 and a mean gradient at rest less than
5mmHg. Moderate and severe mitral stenoses are defined as conditions with an
MVA 1.0–1.5 and less than 1.0 cm2, respectively, with mean gradients greater than
5mmHg [6].

Valve repair is now the method of choice for surgical treatment of valve disease,
thanks to improvements in techniques over the past 40 years. Starr and associates
first reported a technique for aortic repair in 1960. In the early 1980s, surgeons who

Figure 4(a) The in vitro cloth formation and hemolysis test [A,B]. The artificial heart
POLTAH in vivo (calf ) implantation [C] and in vitro blood circulation test stand [D].
Computer flow simulation method (Fidap software) [E] and laser anemometry, flow
visualization stand (constructor Z.Małota) [F]. (See color plate 2(a)).
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performed percutaneous balloon valvotomy became more involved in aortic valve
repair after annular disruptions, and other balloon-induced injuries caused acute
insufficiency in young patients requiring immediate repair. Balloon valvotomy may
be appropriate for children and adolescents with congenital aortic stenosis, but not
for adults with calcific aortic stenosis.

The application of mitral and tricuspid valve repair method allows to maintain
the natural anatomy of the heart valve. The surgeon repairs the tissue of the
damaged valve and usually implants an annuloplasty ring to provide extra support
to the valve.
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Figure 4(b) One of the problems that are not satisfactorily solved was the interpretation of
laser flow visualization pictures. Proposed by the author in the 1990s, functional analyzing
method (FAM) method involves monitoring the quality of a flow system.The artificial heart is
a pump that should cause fluid flow from the inlet (atrial) to the outlet channel and provide
blood with a determined amount of energy to overcome the load, in order to create clinically
desired pressure-flow state in the circulatory system. Both goals must be achieved, while
conserving the safe transportation of morphotic blood elements, which is essential for long-
term blood pumps. Therefore, it must minimize the undesired phenomena occurring at the
blood^artificial surface interface. (See color plate 2(b)).

Review of Research in Cardiovascular Devices 25



30

20

10

0

–10

VADP (kPa)

Vr (cm/s) Vi (cm/s) Vo (cm/s) Vr (cm/s) Vi (cm/s) Vo (cm/s)

Vr (cm/s) Vi (cm/s) Vo (cm/s) Vr (cm/s) Vi (cm/s) Vo (cm/s)

VADP (kPa)DP (kPa) DP (kPa)Qo (1/min) Qo (1/min)

100

80

60

40

20

0

–20

–40

80
1

23

4

60

40

20

0

–20

–40

80

60

40

20

0

–20

–40

80

60

40

20

0

–20

–40

30

20

10

0

–10

Figure 4(c) The chamber was divided into areas where, for a given section, and for every local
flow velocity, vectors are assigned with its components in the direction of an outletVo and inlet
Vi channel as well as the componentVr tangent to the chamber’s wall.The results depend on the
phase of work cycle.The analysis of time changes of the first two components allows to track
down the dynamics of flow structure organization during an entire cycle, to detect inertial
effects and passage time, while the tangent component is responsible for a good washing of
wall vicinity areas. The full analysis makes possible the classification of obtained pictures
(since digital picture recording is suitable for computer analysis and gives results that are easy
to interpret), so that the conclusions regarding the causes of phenomena and their regulation
may be drawn easily. (See color plate 2(c)).

26 Zbigniew Nawrat



Natural valve leaflets are constructed from layers of connective tissue lined with
endothelium. The zones of stress concentration are reinforced with bands of collagen
fibers. Artificial heart valves should be designed to mimic the natural function and
flow dynamics that are optimized in the course of million years of evolution.

The prosthetic valve must be durable and biocompatible, should quickly change
phase (close to open, or vice versa), and must allow adequate blood flow with a
minimum pressure gradient (energy dissipation), turbulence, and stagnation zones
(Figure 5). Optimum leaflet valve design creates minimal stress concentration in
leaflets, and optimal cusp shape effects smooth washout, minimal pressure gradient,
and adequate longevity. The geometry and the construction of the valve should be
surgically convenient to insert in the heart. Most number of valves, including natural
ones, are constructed from three leaflets. The simplest configuration (Figure 6) shows
that it is due to the � number whose value is about 3.

There are two main types of prosthetic valves: mechanical and biological. Mechan-
ical valves can cause various complications, including thrombosis, ischemia, and

a

b c

Figure 5 Results of valve test tester designed and introduced in Institute Heart Prostheses,
FCSD.The opening area valve test and comparison in one cycle of working biological Religa,
Polcryo, and synthetic Polpu prototypes with Carpentier^Edwards bioprotheses (a).The laser
visualization and laser anemometer test results of Polish disk valve prototype (b). Several
testing apparatus used in our laboratories (c). (See color plate 3).
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turbulent flow. Advantages of bioprosthetic valves (porcine and bovine xenografts)
include their durability and low incidence of thromboembolism. Complications asso-
ciated with bioprosthetic heart valves include hemorrhage and stiffening of the leaflets.

For over 50 years, materials and construction of cardiovascular prosthesis have
been under investigation. Hufnagel was the first to implant a valvular prosthesis in
the descending aorta for the treatment of aortic insufficiency (in 1952).

The first artificial heart valve prosthesis for routine prosthetic valve replacement
clinical use was the Starr–Edwards mechanical valve, which was introduced in the
1960s. The problem of lifelong anticoagulation therapy in mechanical heart valves
was solved with the introduction of biological valves in the 1970s: porcine or
pericardial. The most popular tissue valves, the Hancock and the Carpentier–
Edwards prostheses, are porcine xenografts. However, their durability was limited
and age dependent with faster degeneration at younger age.

In 1977 the new generations of mechanical prostheses were introduced: the
monoleaflet Medtronic-Hall and the bileaflet St Jude Medical valves and next
CarboMedics valves. Currently, mechanical heart valve prostheses account for
60–70% of the prosthetic heart valves implanted worldwide, with bileaflet tilting
disk prostheses accounting for the majority.

The development of flexible polymeric heart valves started as early as in 1958
(Roe implanted valves made of silicone rubber). Between 1961 and 1963,
23 patients underwent aortic valve replacement with a tricuspid polytetrafluor-
oethylene (PTFE) prosthesis by Braunwald et al. Again, mortality was high, and
the explanted valves showed severe thickening and rupture of the leaflets. Next
aortic prosthesis made of Dacron and silicone was implanted by Roe in 1966, but
only four patients survived the operation and lived for 33–61 months. In 1977,
Hufnagel implanted a single leaflet aortic prosthesis made of Dacron into the
aortic position. Most valves failed, but some patients survived up to 15 years.
Embolic complications and fatigue failure were observed frequently in silastic,
collagen, and PTFE valves; the latter also exhibited shrinkage. Calcification was
also observed frequently, hinting at a destruction of the chemical integrity of the
polymer. Polyurethanes have demonstrated the best biocompatibility, durability,

r

r

Figure 6 The simplest configuration of avalve:. An openvalve ideally constructed using three
leaflets lies on the perimeter of the wheel created by the aorta’s cross section (2�r is equal to
about 2rþ 2rþ 2r).
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and resistance to thromboembolism among all polymers and are, therefore, also
used for a variety of medical devices [7].

Currently, some polymeric valves have proven efficacious in assist devices
(Abiomed, Medos, and Berlin Heart). However, so far no flexible polymeric
heart valve has proven durability for long-term implantation.

All mechanical valves are made up of an orifice ring and occluders, either one or
two leaflets through which blood flows through the heart in a forward direction.
Because of susceptibility to thromboembolic events, mechanical devices are used in
a lifelong anticoagulation therapy (using agents such as Heparin, Warfarin, or
Coumadin that delay the clotting of blood, which can cause a heart attack or
stroke). The abovementioned drawbacks are minimized or eliminated when bio-
prostheses are implanted.

Tissue valves (bioprosthetic valves) are made of human or animal tissue. There
are three types of tissue valves: pig tissue (porcine), cow tissue (bovine), and human
tissue (e.g., aortic or pulmonary valves obtained from human cadavers), or auto-
grafts (e.g., the patient’s own pulmonary valve, pericardium, or fascia lata). Homo-
graft aortic or pulmonary valves (and associated portions of aortic or pulmonary
root) obtained from human cadavers are cryopreserved and implanted directly in
place without a synthetic frame.

Heterograft tissue valves for aortic or mitral valve replacement (MVR) are made
from natural, animal tissue (porcine aortic valve or bovine pericardium) fixed,
usually in dilute glutaraldehyde (GA) and mounted on a synthetic stent – a semirigid
frame comprising a base ring and struts.

The technically more difficult to implant, similar to the homograft valve,
porcine stentless valve is used only for aortic valve replacement.

The mechanical valves are made from Stellite 21, Haynes 25, Titanium (the
housing/strut), Delrin, pyrolytic carbon, carbon/Delrin composite, and an ultra-
high-molecular polyethylene (UHMPE) (the leaflet).

In bioprostheses, leaflets are made from porcine aortic valve or porcine peri-
cardial tissue fixed by stabilized GA mounted on stents (polypropylene stent
covered with Dacron and Elgiloy wire and nylon support band covered with
polyester and Teflon cloth).

The sewing ring is made from Dacron and soft silicone rubber insert covered
with porous, seamless Teflon cloth or PTFE fabric over silicone rubber filter.

The physical properties of material, valve geometry, stress–strain distribution in
leaflets, and the local pressure and flow values near the valve influence the risk of
valve failure and can cause damage to the blood components. Dangerous for blood
local space are associated with shear velocities and shear stress reaching critical
values for morphotic blood elements. For soft (biological) valve durability, the stress
on leaflets is the most important factor, which lead to calcifications and, as a result,
valve damage.

The global geometry of valve is enforced by the fit criteria and is characteristic
of physical nature of work. The biological valve design made from donors (humans
or animals) is limited by anatomical valve tissue and heart geometry.

The use of xenograft and allograft biomaterials has typically required chemical
or physical pretreatment aimed at preserving and sterilizing the materials and
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reducing the immunogenicity of the tissue. Multiple chemical and physical cross-
linking techniques have been explored to stabilize the collagen-based structure of
the tissue, maintaining its mechanical integrity and natural compliance. Bioproth-
eses are mainly prepared from animal structures, e.g., valves or pericardium,
composed primarily of collagen. The main advantage of xenogenic bioprotheses
is their structural similarity to human tissues. However, in order to improve
prosthesis durability reflected by the enhanced resistance to enzymatic degradation
and reduced immunogenicity, animal tissues must be chemically or physically
pretreated (fixed). Fixation procedures are connected with crosslinking of tissue
proteins. Among chemical methods of crosslinking, the most commonly accepted is
treatment with GA. This five-carbon bifunctional aldehyde reacts with free amino
groups of proteins – mainly "-amino groups of collagen lysyl residues – forming
inter- or intrachain crosslinks. Prostheses obtained after tissue treatment with GA
reveal remarkable reduction in immunogenicity and sensitivity to in vivo
degradation.

Patients with mechanical valves require long-term anticoagulant therapy owing
to the risk of thromboembolic complications. Reports of strut failure, material
erosion, and leaflet escapes as well as pitting (cavitations) and erosion of valve leaflet
and housing have resulted in numerous investigations on the closing dynamics of
mechanical valves and the pressure distribution on the leaflets and impact forces
between the leaflets and guiding struts. This requires the flow through the clearance
between the leaflet and the housing in closing position influencing the hemolysis
and thrombus initiation.

The valve-related problems are as follows:

• Mechanical valves: thromboembolism, structural failure, red blood cell and platelet
destruction, tissue overgrowth, damage to endothelial lining, para/perivalvular
leakage, tearing of sutures, infection

• Bioprosthetic valves: tissue calcification, leaflet rupture, para/perivalvular leakage,
infection

The cause of valve failure can be related to the valve components (Figure 7).
The probability of survival 5 and 10 years following heart valve replacement is

approximately 70 and 50%, respectively. Prosthesis-associated complications often
lead to reoperation such that replacements currently account for 15–25% of all
valve operations. Thrombotic deposits may form on heart valve prostheses, which is
more likely to occur in mechanical heart valves which are more thrombogenic than
tissue valves. Hemorrhage rates are higher in patients with mechanical valves in the
aortic site than in patients with aortic tissue valves. However, these rates are similar
for mechanical and tissue valves in the mitral location. Rates of infection (1–6%) do
not differ significantly between tissue and mechanical prostheses. In tissue valves,
infection may be localized in the vicinity of the sewing ring. However, the cusps
may also be a focus of infection [6].

From the early generation of heart valves, only the Starr–Edwards ball valve
design remains in clinical use today. Currently available mechanical valves have
been designed with a lower profile and a more effective orifice area, to improve
hemodynamics.
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The initial design of tilting disk valve consisting of Delrin disk exhibited good
wear resistance and mechanical strength. But due to the swelling phenomenon, it
was replaced by pyrolytic carbon. Structural dysfunction of the B–S (Shiley Inc.,
USA) 60� and 70� convexo-concave mechanical heart valve prosthesis occurred at a
relatively high frequency (2.2–8.3%). The B–S tilting disk design has been with-
drawn from the market, while the Duromedics bileaflet prosthesis was reintroduced
as the Edwards–Tekna (Edwards Lifesciences, USA) valve following design mod-
ifications. The failure mode of the B–S prosthesis is due to failure of the welded
outlet strut with resultant embolization of the disk. Fracture of the carbon compo-
nent in a small number of mechanical valves, including the Edwards–Duromedics
(Edwards Lifesciences, USA) and St Jude Medical (St Jude Medical Inc., USA)
bileaflet tilting disk valves, has also been reported [6].

The most common cause of failure during implantation is leaflet fracture. The
most common causes of mechanical valve failure are pannus formation and throm-
bosis. Structural dysfunction occurs more commonly with tissue valves than with
contemporary mechanical valves [6].
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Figure 7 The samples of explanted valves collected in the Institute of Heart Prostheses, FCSD
(COST Action 537 project). One-disk (a) and two-disk mechanical valve (b) and two
bioprostheses (c,d).The in vivo valve test on ship (e).The microscopic evaluation of valve’s disk
(f ) and modeling of mechanical valves ^ equivalent elastic strain values (g,h). The effect of
biological heart valve prosthesis damage on hemodynamic efficiency has been investigated
and analyzed: improper functioning due to leaflet calcification ^ the opening area of
‘‘calcified” (leaflets partially glued (i)) valve decreased by 44%, while the pressure gradient
grew up to 22mmHg. Perforation of a leaflet (j) ^ significant perforation (hole area 6.68mm2)
of leaflet caused increase in back-leakage of 147% to 8.38 (6.8ml). (See color plate 4).
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The rate of bioprosthetic valve failure increases over time, particularly after the
initial 4–5 years after implantation. At 10 years after implantation, 20–40% of
porcine aortic valves implanted in either aortic or mitral sites require replacement
for primary tissue failure. Up to 50% of such valves fail after 10–15 years. Calcifica-
tion, cuspal tears, or both are the most common manifestations of tissue failure in
bioprosthetic porcine aortic valves.

Stentless bioprosthetic porcine aortic valves have shown minimal cuspal calcifica-
tion or tissue degeneration for periods up to 8 years following implantation. As with
bioprosthetic porcine valves, bioprosthetic heart valves made from bovine pericar-
dium develop both calcific and noncalcific tissue failure. The second generation of
bovine pericardial prostheses, such as the Carpentier–Edwards pericardial valve, have
increased durability compared with first-generation pericardial valves [Ionescu–Shiley
(Shiley Inc., USA), Mitroflow (CarboMedics, Canada), and Hancock] and excellent
hemodynamics. Cryopreserved human homograft (or allograft) aortic valves have
equivalent or slightly better durability than contemporary bioprosthetic porcine
valves with valve survival rates of approximately 50–90% at 10–15 years [6].

Technology continues to improve the durability of bioprostheses and to reduce
the thrombogenic effects of mechanical prostheses.

The most significant changes in mechanical heart valves over the last decade
have focused on the sewing ring and the ability to rotate the valve after implanta-
tion. The St Jude Medical Regent prosthesis and CarboMedics Top Hat improve
valve hemodynamics by introducing modification that allows for the placement of
the device in a supra-annular position. The St Jude Medical Silzone (silver nitrate
incorporated in the sewing cuff) was withdrawn from the clinical trials due to
increased incidence of paravalvular leak in the silzone cohort. The newer genera-
tion mechanical prostheses, e.g., the Edwards–MIRA (Edwards Lifesciences, USA)
(Sorin Bicarbon mechanical prosthesis with a modified sewing ring), ATS (Advan-
cing the Standard) (ATS Inc., USA), and On-X (Medical Carbon Research
Institute, USA), have just completed regulatory clinical trials [6].

The most significant changes in biological heart valves over the last decade have
focused on the stent construction and tissue treatment method (changing fixation
pressure and chemicals). Stent mounting produces higher transvalvular gradients
and also causes premature valve failure. In the brief period in which homografts
were stented, the average life expectancy of the valve was less than 10 years (about
90% homografts have a 10-year freedom from valve degeneration). Furthermore, to
date, in two large international trials, no Medtronic Freestyle (Medtronic Inc.) and
Toronto SPV (St Jude Medical Inc.) stentless valves have been explanted because of
primary structural failure [6].

The valves fixed at zero pressure retain a collagen architecture virtually identical
to that of native unfixed porcine aortic valve cusps. The 10-year experience with
the Medtronic Intact (Medtronic Inc.) (zero pressure fixed) valve reported no cases
of primary structural degeneration in patients over 60 years of age and only one case
of valve failure in individuals over 40 years of age. The exposed amine residues of
the GA molecule promote tissue calcification. Surfactants, particularly sodium
dodecyl sulfate (T6) (Hancock II, Medtronic Inc., USA), polysorbate 80
(Carpentier–Edwards standard and supra-annular porcine bioprostheses;
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Edwards Lifesciences, USA), and toluidine blue (Medtronic Intact, Medtronic
Inc.), have been incorporated in the preservation process. No-React detoxifi-
cation process has been proposed as a method of preventing calcification of GA
fixed tissue. Detoxification with homocysteic acid is used in Sorin products
(Sorin Group Inc.) [6].

The Carpentier–Edwards PERIMOUNT Pericardial Bioprosthesis, made of
bovine pericardial tissue that has been preserved in a buffered GA solution and
mounted on fully extensible stents and distensible struts, decreases shearing stresses
on valve leaflets and maintains physiologic aortic ring movements to reduce flow
turbulence and vibrations. Both the frame and the sewing ring are covered with a
knitted PTFE cloth. This material helps facilitate the healing and ingrowth of tissue
around the implanted valve.

The Medtronic Company is currently manufacturing two new bioprostheses.
One valve is stentless (Freestyle aortic root bioprosthesis) and the other incorporates
a stent design (Mosaic bioprosthesis). Both represent new concepts in the manu-
facture of bioprostheses, specifically, zero-pressure fixation and a-amino oleic acid
antimineralization treatment. CarboMedics is investigating a Photofix bioprosthetic
valve: a patented trileaflet, central-flow prosthesis, with each leaflet mounted on a
flexible support frame. The leaflets are prepared from bovine pericardium treated
with a unique patented dye-mediated photo-oxidation process. This new fixation
process results in collagen crosslinking without the use of GA, a suspected con-
tributor to the calcification failures of other clinically available tissue valves.

The choice of prosthesis is again a decision to be made by the surgeon and the
patient, with full knowledge of the advantages and disadvantages of the different
types available.

From a clinical point of view, the use of bioprosthetic valves is recommended for
older patients (over 65–70 years) because of the increased risk of bleeding in the elderly
and the low probability of structural failure of the bioprosthesis in the remaining
expected life of these patients. Mechanical prostheses are indicated for patients
70 years of age or younger, even though there is significant valve-related morbidity.
The outcomes 15 years after valve replacement with a mechanical versus a biopros-
thetic valve have been reported by the Veterans Affairs randomized trial. All-cause
mortality was not different afterMVRwith mechanical prostheses versus bioprostheses.
Structural valve deterioration was greater with bioprostheses for MVR in all age groups
but occurred at a much higher rate in those less than 65 years of age. Thromboembo-
lism rates were similar in the two valve prostheses, but bleeding was more common
with the mechanical prostheses. In 2003, the Edinburgh randomized trial extrapolated
results to 20 years. The prosthesis type did not influence survival, thromboembolism, or
endocarditis. Major bleeding was more common with mechanical prosthesis [6].

Thanks to EU grant COST Action 537 – “Core Laboratories for the improve-
ment of medical devices in clinical practice from the failure of the explanted
prostheses analysis (FEPA)” – organized in Europe. The goal is to improve medical
devices in clinical practice from the FEPA – systematic studies of medical evaluation
of cardiovascular implants requiring an explantation and assessment of generalized
(immunological, inflammatory) and/or remote biological effects in patients with
cardiovascular implants and with complications.
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Living tissue valve replacements would solve many of the existing problems. In
the future, natural biomaterials repopulated with autologous or genetically engi-
neered cells will be used as ideal templates for the design of living tissue grafts. To
date, the knowledge about these new materials is not very wide.

Further developments toward the alternative biological valve prostheses based on
biological cell-free matrices as ideal valve substitutes using tissue engineering would
potentially eliminate the known disadvantages of current valve prostheses. The
endothelial cells harvested from the patient may be cultured in laboratory and incor-
porated into the synthetic scaffolds (polyglycolic acid, polyhydroxyalkanoate, and
poly-4-hydroxybutrate) or both heterograft and allograft valvular decellularized tissues.

An ideal heart valve substitute should possess the following characteristics:
absolute biocompatibility, long-term durability, nature-like biomechanical proper-
ties, no thrombogenic or teratogenic effects, sufficient availability in all common
sizes, and moreover, particularly for pediatric patients the growth potential is
crucial. Regions of stress concentration on the leaflets during the complex motion
of the leaflets have been implicated in the structural failure of the leaflets with
bioprosthetic valves. Computational fluid dynamics (CFD) has emerged as a pro-
mising tool, which, alongside experimentation, can yield insights of unprecedented
detail into the hemodynamics of prosthetic heart valves.

3.3. Heart Pacemaker

The pacemaker was the first electronic device ever surgically implanted inside a
human. In 1950, John Hopps, an electrical engineer, built the first pacemaker. The
first successful attempts at designing a totally implantable pacemaker were reported by
W. Chardack, A. Gage, and W. Greatbatch (New York). The group’s work was
recognized by Medtronic, which in 1960 signed a contract with Chardack and
Greatbatch to produce an implantable pulse generator. These pacemakers and batteries
have improved and saved the lives of millions of people worldwide. The pacemaker
was applied for the first time in 1952 (P. Zoll) to stimulate the heart muscle through
electrodes placed on the patient’s chest. On the next stage, endocavitary electrodes
were introduced into the right ventricle through the vein and a new, more effective
way of controlling the system was carried out. The size and the weight of pacemakers
and their durability had improved after replacing mercury batteries with lithium
batteries, which have to be replaced every 10 years. Currently, the average weight of
the device is about 15–30 g and 2.5mm in diameter. In order to reduce the risk of
system distortion, the bipolar electrodes should be fixed to endocardium using special
methods. The electrode tips are made of special metal alloys and have a porous surface.

4. THE MINIMALLY INVASIVE CARDIOLOGY TOOLS

Minimally invasive cardiology requires a separate set of tools allowing the
surgeon to operate through vessels. For surgical interventions, the following devices
can be used: the guideline (diameter 2–3mm), catheters (the balloon catheter has a
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diameter of 0.8mm), balloons (the balloon has to hold out an inflation up to
20 atm), and broadening vascular stents and devices (about 2mm in diameter
covered with diamond particles) for drilling out and excising the atherosclerotic
plaques in coronary vessels, all under X-ray control.

The human circulatory system consists of the heart and the network of vessels
transporting blood throughout the body. A pathological state of the aorta, which in
more advanced stage blocks the blood flow, can be treated by vascular prosthesis
implantation, replacing the damaged fragment of the vessel. Tissue implants (auto-
genic, allogenic, xenogenic) and synthetic vessels can be used as vascular prostheses in
the surgery of vessels and cardiosurgery. If the main aim is to preserve the life of the
cells, then depending on the time of tissue treatment, they are stored in antibiotic bath,
nutritious liquids, or in hypothermia; or deep-freezed in liquid nitrogen. The blood
cannot be used as a preservation solution, because at room temperature, unoxygenated
blood becomes toxic. In some cases, vascular stents can also be used, which are
constructions for vessel wall supporting to preserve its physiological diameter. They
are pipes with diameter up to several centimeters, made of biocompatible materials
(Dacron) fixed on a steel frame, assembled in the vessel during operation.

The narrowing or blockage in one or more coronary arteries (those supplying
the blood to the heart muscle) can be a direct cause of the coronary artery disease.
Currently, several treatment methods are available: e.g., using bypass techniques,
vessel stents and minimally invasive, mechanical cloth, or by calcification removing.
Pharmacological therapy and tissue engineering are very promising tools for con-
temporary and future treatment.

The catheter can be brought to the desired location via navigation, propulsion,
and steering to perform several functions:

– actuation (ablation of material, balloon angioplasty, deployment of stent)
– sensing (pressure)
– transportation of material or energy (contrast fluid, embolization material, or
signal from sensors for diagnostic purposes)

and that it can be retrieved again from the body [8]. The physical contact of the
interventionist with the patient’s tissue is established by using catheter, and the
visual observation is mediated by the X-ray imaging.

Since the origin of the field of interventional cardiology in 1966 with balloon
atrial septostomy, a procedure directed at treating congenital heart diseases, pedia-
tric interventional cardiologists have developed percutaneous techniques for treat-
ing congenital valvular and great vessel stenoses and transcatheter closure of
aberrant vascular channels. Balloon angioplasty [percutaneous transluminal coron-
ary angioplasty (PTCA)] is widely used for treatment of the blockages of coronary
artery. Percutaneous coronary intervention (PCI) encompasses a variety of proce-
dures used to treat patients with diseased arteries of the heart. The catheter with
balloon is inserted into the vessel (most often the femoral artery) through a small
prick in artery. After transferring the balloon to the destination place, it is filled with
a physiological saline mixture up to several atmospheric pressure. Due to this
pressure, the balloon will expand, thus compressing the plaque, and hence, the
narrowed vessel will also expand. The effectiveness of coronary angioplasty can be
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improved by using vessel prosthesis – a stent that is placed in vessel supports it and
prevents it from closing. Typically, PCI is performed by threading a slender
balloon-tipped tube – a catheter – from an artery in the groin to a trouble spot in
an artery of the heart (this is referred to as the PTCA, coronary artery balloon
dilation, or balloon angioplasty). The balloon is then inflated, compressing the
plaque and dilating (widening) the narrowed coronary artery so that blood can flow
more easily. This is often accompanied by inserting an expandable metal stent.
Stents are wire mesh tubes used to prop open arteries after PTCA. The stent is
collapsed to a small diameter and put over a balloon catheter. It is then moved into
the area of the blockage. When the balloon is inflated, the stent expands, locks in
place, and forms a scaffold. This holds the artery open. The stent remains in the
artery permanently, holds it open, improves blood flow to the heart muscle, and
relieves symptoms (usually chest pain). Within a few weeks of the time the stent
was placed, the inner lining of the artery (the endothelium) grows over the metal
surface of the stent. More than 70% of coronary angioplasty procedures also include
stenting. Some blockages in the arteries are hard, calcified deposits that do not
respond to balloon angioplasty or stent implantation. In this case, the rotablator
technique may be introduced. This is a small device used inside of the coronary
arteries to “drill” through the calcified blockage. It breaks the calcium into micro-
scopic pieces and disintegrates the blockage.

Percutaneous balloon dilation of isolated congenital semilunar valvular stenoses
has proven to be highly effective in providing long-term hemodynamic and
symptomatic benefit in neonatal, pediatric, and adult patient populations. Kan
and associates described the first clinical application of balloon valvuloplasty in
1982, in which drastic improvement in transvalvular gradient was achieved in
five children with pulmonary valve stenosis.

Percutaneous balloon valvuloplasty has thus been proposed as a less invasive
means of treating mitral stenosis (Figure 8). The valve is usually approached in
an anterograde direction via an interatrial septal puncture, although a retrograde
technique has been reported. One or two tubular balloons or a specialized
nylon-rubber (Inoue) balloon is advanced to position across the mitral valve
and repetitive inflations are performed until the balloons have fully expanded.

Figure 8 The physical percutaneous balloon valvuloplasty simulation on polyurethane and
mitral valve.

36 Zbigniew Nawrat



Hemodynamic improvement following mitral valvuloplasty occurs immediately,
with valve area increasing on average by 1.0 cm2, with a prompt drop in
pulmonary pressures.

A randomized trial comparing mitral balloon valvuloplasty to open surgical
commissurotomy among patients with favorable valvular anatomy demonstrated
comparable initial hemodynamic results and clinical outcomes among patients
treated with either technique, although hemodynamic findings at 3 years were
more favorable in the balloon valvuloplasty group.

Pulmonary artery stenosis or hypoplasia may be effectively treated using catheter-
based technologies. Success rates following balloon dilation of these vessels have
ranged from 50 to 60%, with failures due primarily to elastic recoil. There has also
been a limited experience with balloon angioplasty or stent placement for manage-
ment of aortic coarctation, venous obstruction, or stenoses of Fontan shunts.

Advances in the technology for percutaneous coronary revascularization have
been accompanied by a dramatic increase in the number of procedures carried out
in the world.

Intravascular stenting of arteries is one of the most frequent operations in
cardiovascular surgery. Stents are inserted into a vessel with injured inner wall to
avoid its destruction, thrombus formation, or vasoconstriction. Vascular stents
should have a shape rendering it relatively elastic and durable with respect to the
vessel (Figure 9). There have to be (e.g., gold) marker lines, allowing stent
observation during procedure (RTG monitoring). Stents are made from metal
alloys using various techniques. They can be formed from the wire or through
excising from tubes using laser. More recent research uses shape memory alloys
(Nitinol). Such stents in cooled stage are transported to the target place, where after
warming up to physiological temperature, they reach the final shape. One of the
first stents clinically applied (Wiktor-GX stent, Medtronic Interventional Vascular,
Holland) is an original project of Pole, Dominick Wiktor, in the United States.
This stent was created from wire with sinusoidal shape wounded on the cylinder. It

Figure 9 Fatigue tests on the nanocrystalline diamond and steel coronary stents were
carried out: Tyrode’s physiologic solution; frequency 180 cpm; 3 months. Coronary arteries
were simulated using a tube of inner diameter 3mm and wall thickness 1mm.
After investigations, the corrosion resistance tests of the implants have been additionally
performed.
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is made from tantalum, instead of steel, because of its better contrast in RTG
visualization and the electronegative surface improving thromboresistance of the
stent. The first clinical implantation of stent was performed in 1989. The materials
used for the construction of these stents have changed dramatically over the past
10 years. Unfortunately, metal stents induce thrombus formation. Stent biocom-
patibility can be enhanced by either modifying the metal surface of the implant or
applying biocompatible coatings. To improve its biocompatibility and to prevent
the closing of renewed vessel, the surface of stents is covered with heparin. Stenting
procedures can also be connected with genetic therapy by covering its surface by a
layer of polymer, which when placed into the vessel wall releases the genetic
material, which blocks the cell growth. In Poland, the multidisciplinary team
works on original vascular stents covered with a layer of nanocrystalline diamond.

Currently, multiple research projects are focused on the design of a stent with
better radiopacity, reduced stent–vessel wall contact area, and improved elasticity,
and thrombogenic effects are lowered when the stent is coated with the proper
antithrombotic substances. The problem that plagues about one-third of patients
who receive angioplasty with or without stents is “restenosis” – the recurrence of
the narrowing of the blood vessel. The new drug-coated stents release a medication
that blocks this scarring process.

Novel technologies will be introduced and developed, directed at the efficient
removal or modification of arterial plaques with minimal arterial trauma or at
site-specific drug delivery to inhibit thrombosis and restenosis. Concurrently,
intravascular ultrasound and angioscopy will be further refined and integrated
into revascularization devices, allowing precise guidance and optimization of pla-
que ablation or remodeling while limiting associated coronary injury. Finally,
understanding of the vascular biology of percutaneous revascularization, thrombo-
sis, and restenosis will be improved, leading to pharmacological therapies designed
to ameliorate adverse thrombotic, proliferative, and remodeling responses.

5. THE TECHNOLOGY FOR ATRIAL FIBRILLATION

The evolving technologies for ablation of atrial fibrillation include radio
frequency, cryotherapy, microwave, laser, and ultrasound. The efforts directed at
isolating and ablating percutaneous catheter pulmonary vein have essentially been
abandoned because of the extensive length of procedures and the high incidence of
pulmonary vein stenosis. The newer technologies have been developed to create
transmural lesions during cardiac surgery [6].

Radiofrequency used in ablation: Radio frequency corresponds to the frequency of
unmodulated alternating current delivered in the range of 0.5–1.0MHz between
two electrodes, one located on the endocardial surface and the other on the skin. Its
heating effect produces homogeneous lesions that measure a few millimeters in
diameter and depth. It has been demonstrated that reliable and effective ablation is
performed at 70�C for 60 s. The goal temperature should never be set at more than
95�C to avoid potential tissue disruption.
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Cryoablation: Cryoablation has an excellent clinical safety record, although its use
in atrial fibrillation surgery has been limited to creating spot lesions over the tricuspid
and mitral valve annuli. The salient features of the procedure are rapid freezing, and
slow thawing with repeated freeze–thaw cycles. The coldest temperature (the prime
determinant of cell death) may range from –50�C to –150�C and the application time
can vary between 0.5 and 5min, depending on the area of application.

Laser ablation: The laser lesion formation is thermal through photon absorption
at the surface, with deeper myocardial sites heated through passive conduction. The
wavelength chosen for good penetration is 980 nm (using a 980-nm diode laser).
This wavelength ablates tissue with absorption of actual laser energy as deep as
4mm into the tissue and further ablation by conductive heating mechanisms. The
lesion times are for 36 s utilizing 5W/cm, but ablation cannot be longer than 5 cm.

Microwave ablation: The electromagnetic microwaves occur at 2.45GHz to
generate frictional heating by induction of dielectric ionic movements. The micro-
wave device can provide a range of 40–45W of power for 20–30 s, generating a
consistent 3–6mm lesion depth sufficient to produce transmural ablation.

Ultrasound ablation: This technology uses an ultrasound transducer to deliver
mechanical pressure waves at high frequency. The tissue destruction is thermal and
lesion depth corresponds to vibrational frequency. The ultrasound wave emitted
from the transducer travels through tissue causing compression, refraction, and
particle movement, resulting in kinetic energy and heat [6].

6. MINIMALLY INVASIVE SURGERY

Minimally invasive surgery, a keyhole surgery, is an operation technique in
which access to the inside of the patient’s body is achieved via small incisions. The
long rigid instruments inserted via trocars can be used to move, retract, and cut
tissue in abdomen (laparoscopy), chest (thoracoscopy), blood vessels (angioscopy),
gastrointestinal tract (colonoscopy), uterus (hysteroscopy), and joints (arthero-
scopy). Insufflation of the body cavity may be carded out and maintained by seals
on the trocar port, which allow tool manipulation without excessive loss of
insufflation gas [8]. The trocars may be sized to provide ports of differing sizes,
typically of about 5–11mm diameter. Currently, tools such as retractors, forceps,
graspers, suture needles, scissors, different types of knives, laser incision instruments,
and specimen bags are available. A video camera is generally operated through a
trocar port for visualization and control of the procedures in the cavity. High-
definition video cameras and monitors are then attached to the camera and a
surgical team can obtain a clear picture of the affected internal area without
resorting to radical, disfiguring surgical incisions to physically open the patient.
Another benefit of laparoscopic surgery is the significantly reduced recovery time,
when compared to standard surgical procedures, due to the minuscule size of the
scalpel incisions and avoidance of the massive internal traumatization known in
standard surgical procedures.
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Due to fixed entry points of the instruments in the abdominal wall, the DOF is
reduced, and the movements are mirrored and scaled. The coupling between
observation and manipulation, the hand–eye coordination is disturbed, tactile
information about tissue properties partially, due to friction and the poor ergo-
nomic design of instruments, lost. The future is open for semiautomatic tools for
MIS. As an example, Medtronic, Inc., has introduced the world’s first minimally
invasive epicardial lead placement tool. The Medtronic Model 10626 Epicardial
Lead Implant Tool allows for perpendicular alignment to the heart from different
angle approaches. The tool furthers the trend moving away from invasive sternot-
omy procedures. Laparoscopy reduces patient trauma, but eliminates the surgeon’s
ability to directly view and touch the surgical environment. This is reason that the
surgeon introduced the small-incision surgery when they have a direct view of the
tissue.

The rapid development and growing interest in MIS methods impelled creation
of modern, complicated tools: cardiosurgical robots.

6.1. The Classical Thoracoscopic Tools

Laparoscopic or thoracoscopic surgery requires that surgeons perform complex
procedures using a standardized set of tools. For laparoscopic procedures, special
sewing devices, ligating instruments, knot pushers, clips, and clip appliers have been
developed. The clamp is an essential tool for stopping or controlling blood flow to
an organ during surgery. There is a need for a secure and easy method of suturing in
laparoscopic surgery. Laparoscopic suturing can be performed with a suture, using
automatic sewing devices or clips. When a surgeon wants to suture laparoscopically
in the traditional way by using a Roeder knot for instance, the tying of the knot
requires some expertise and makes the procedure more complicated and time-
consuming. The vascular clips provide a very easy (and secure) method of stopping
blood flow while performing procedures on vessels. The locking forceps allows
easy, precise, and secure grasping of the surgical clips. The risky point of a clip is the
open end of its U-shaped design, which makes it possible for the clip to slip off.
Sutures avoid this risk by totally enclosing the structure to be occluded. Knotting
instruments require a two-forcep technique, whereas sewing devices require only
one working channel.

There has been a tremendous interest in the development of anastomotic devices
for coronary surgery. Coronary artery disease is a major health problem worldwide,
with approximately 850,000 bypass procedures being performed every year. The
current methods of coronary bypass surgery can be time-consuming and technically
difficult especially when minimally invasive instruments for suturing the blood
vessels (the connection is called anastomosis) are used. Alexis Carrel, who many
consider the father of anastamoses, received a Nobel Prize for the suturing of blood
vessels about 100 years ago. More than 5 million vascular anastomoses are
performed annually in the world and more than 70% often are on the CABG
market [9].

The requirements of anastomotic devices include reproducibility, ease of use,
and a short anastomotic time (less than1min). The anastomotic device ideally
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would work with either vein or artery and so the proximal or distal order of
anastomoses should be interchangeable. The device should facilitate a wide range
of surgical access points and should have patency comparable to that of hand-sewn
techniques [9].

There are manual and automatic anastomotic devices. The manual proximal
anastomotic devices Heartstring Aortic Occluder

TM

from Guidant (that acts as an
umbrella inside an aortotomy) and the Enclose

TM

device from Novare Medical
(require a separate insertion through the aorta) create a dry area for conventional
suturing in aortotomies.

The Symmetry
TM

Bypass System Aortic Connector is the first in a line of
sutureless anastomoses devices for CABG developed by St Jude Medical, Inc.,
Cardiac Surgery Division – Anastomotic Technology Group (ATG), formerly
Vascular Science, Inc. (VSI). There have been more than 50,000 implants
performed.

CardioVations
TM

has released the Corlink
TM

proximal device in Europe. This is a
Nitinol-based stent device. The major difference in comparison with Symmetry is
that the Corlink device sits outside of the vein graft wall and the Symmetry device
lies inside the vein graft wall.

The Passport
TM

automatic proximal device consists of an integrated system that
performs the aortotomy, delivers the graft to the aorta, and deploys a stainless-steel
connector end-to-side the graft using a delivery device. The stainless-steel stent
(more rigid than Nitinol) creates a widely patented anastomosis.

Another proximal anastomotic device is the Magnaport from Ventrica. This is
also a one-step anastomotic device using rare earth magnets.

Coalescent Surgical
TM

has developed an automatic proximal anastomotic device,
called the Spyder� based on their proprietary Nitinol (nickel–titanium) clip
technology.

The first distal device to market (launched in 2000) was the manual Coalescent
U-CLIP

TM

. This is a self-closing, penetrating device with bailout. The U-CLIP
device is designed to provide an alternative to conventional suture and surgical
clips in a variety of applications including anastomosis creation and tissue
approximation. The device consists of a self-closing surgical clip attached to a
conventional surgical needle by a flexible member. U-CLIP device placement is
easy and requires only standard surgical instrumentation. The self-closing clip
eliminates the requirement for knot-tying and suture management. A fresh, sharp
needle is provided with each clip. The clip is easily removed. The U-CLIP
anastomotic device technology consistently facilitates the interrupted technique
in both on-pump (or surgery performed with a cardiopulmonary bypass
machine) and off-pump (also known as beating-heart, CABG procedures).
Independent core laboratory analysis demonstrated that the left internal mam-
mary artery to the left anterior descending coronary artery (LIMA to LADA)
anastomoses created with the U-CLIP anastomotic device were 100% perfectly
patented at 6 months [9].

The Spyder device provides fast, automated proximal anastomotic connection
by simultaneous delivery of six U-CLIP devices without the use of a side-biting
clamp or second manipulation of the aorta. The JoMed Solem connector consists
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of a stented “T”-shaped PTFE graft connected to the internal mammary artery. The
St Jude distal connector consists of a stent that is deployed with a balloon using a side-
to-side technique to create a distal coronary anastomosis. The Converge Medical device
consists of outer and inner Nitinol couplers that are placed on the vein graft. This
device allows for an angled anastomosis and creates elliptical interface. Magnetic
Vascular Positioner (MVP), developed by Ventrica (received CE Mark approval in
February 2002), uses magnetic attraction to form an instantaneous self-aligning, self-
sealing connection between two blood vessels. The elliptical magnets are placed inside
the conduit and native vessel. The MVP device connects the “bypass graft” to the
coronary artery in seconds, and is designed to be used in the distal, or smallest, portion
of the coronary arteries.

Anastomotic devices in OPCAB may play their most important role in the
proximal anastomosis. The major meta-analyses reveal the significant benefits of
performing OPCAB (off-pump coronary artery bypass) over CCABG (conven-
tional coronary artery bypass) for certain patient populations requiring myocardial
revascularization procedures. The technology has potential benefits as a replace-
ment for sutures due to shorter procedure times, uniform and repeatable connec-
tions, and the potential to allow for significantly smaller incisions. This would allow
proximal anastomoses to be performed with minimal aortic manipulation, which
may result in a lower rate of intra- and postoperative embolism. An automated
distal device could facilitate lateral wall grafting in OPCAB. In total endoscopic
coronary artery bypass (TECAB), a distal automatic device could be critical in
evolving the endoscopic procedure. Currently, the Ventrica device is being mod-
ified for deployment in a robotic environment. Finally, in multivessel TECAB
procedures, distal anastomotic devices are predicted to make a major contribution.
Most minimally invasive procedures in the future will be facilitated by an auto-
mated anastomotic device. The automated anastomotic device will level the playing
field and allow for more surgeons to perform more perfect anastomoses. Wolf
concluded that with continued evolution of these devices, it is easy to anticipate
that in the near future the majority of anastomoses may be performed with a manual
or automatic device as opposed to the current conventional suture technique [9].
The leaders of clinical trials of these new methods are Randall K. Wolf and
Volkmar Falk, MD.

Since 1997, Medtronic has been a pioneer in minimally invasive, beating-heart
surgery with the introduction of the Octopus tissue stabilizer system and its family
of products, and most recently with the release of the Starfish2 heart positioner.

In traditional open-heart surgery, the heart is stopped and an artificial pump is
used to maintain blood circulation. This is highly traumatic as the blood flow is
rerouted through a machine. Many patients with coronary heart disease undergo
open-heart operations, especially bypass surgery. These are traditionally performed
with a heart–lung machine. The machine serves as a substitute for the patient’s own
beating heart and lungs, allowing the organs to function while surgeons operate on
a “still” heart.

Endoscopic surgery in a major cavity in the body requires space for manipula-
tion and local cardiac wall immobilization for coronary artery grafting on the
working heart. One of the revolutionary instrument used in beating-heart surgery
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is Octopus. The name comes from its suction device of two arms and a series of
“suckers”, which allow to position the heart in various places with the chest open.

6.2. The Surgical Robots

About 4 million MISs are performed in the world every year. The aim is to limit
the operative field and spare surrounding tissue, which would be damaged if a
traditional surgical technique was used. The number of endoscopic procedures, less
invasive than traditional surgery, performed through natural orifices in the patient’s
body, or through special openings called ports, is on the rise.

The success of the procedures largely depends on the instruments used. Unfor-
tunately, typical endoscopic (laparoscopic) instruments reduce precision and make
the surgery more difficult because they add to hand tremor and almost completely
eliminate the natural sense of touch. Additionally, the surgeon does not have a
direct view of the operative field – a camera inserted into the body through a third
opening transmitting the image to a display. So the surgeon’s task is not easy. An
ideal noninvasive surgery can be compared to renovating a house through a key-
hole without disturbing the household members. Across the world, physicians and
engineers are working together toward developing increasingly effective instru-
ments to enable surgery using the latest technology. But how can one enhance
instrument precision and maneuverability, which are so important in the case of
surgery on the beating heart, for instance? Surgical robots provide such capabilities.

Surgical robots improving precision and facilitating minimally invasive access to
the area of the operation make up a great potential instrument for the surgery.
Currently, these are mainly telemanipulators, where on the “master” side is the
surgeon giving the instructions (movements, tasks), on the “slave” side is the end-
effector as a surgery tool tip executing tasks in the definite working space, and in
the middle of these “actors” is a control system, which reads, processes the input
data, enriches them, and computes the output commands.

Currently, two types of medical robotic systems are used in the surgery:

Robots replacing the assistant during the operation: By using systems such as AESOP
(Computer Motion – production stopped at present) or EndoAssist (Armstrong
Healthcare Ltd, High Wycombe, UK), the surgeon can unaidedly control the
position of endoscopic camera, serving as their “eyes” in the closed area of the
operation field.

Surgical robots: Robots invented for less minimally invasive cardiac surgery are
computer-controlled devices, located between surgeon’s hands and the tip of a
surgical instrument (Figure 10). Currently used cardiac surgery robots fulfill the
role of telemanipulators, the main task of which is to detect and scale up or down
the surgeon’s hand movements and precisely translate them to the movements of
robot’s arm equipped with tools. A cardio-robot was invented in the United
States in the 1990s. Two companies, currently merged, Computer Motion�

(Computer Motion) and Intuitive Surgical� (Intuitive Surgical, Mountain View,
CA, USA), were set up based on Star Wars project technologies developed by
NASA and Pentagon. In Europe, Poland, the Robin Heart family robots are
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Figure 10(a) Robot daVinci (left) andRobin Heart cardiosurgery robot (right).

Figure 10(b) Comparison of different tools: Robin Heart 0,1 and laparoscopic tools; test of
Robin Expert advisory system (presented by the author); and the test using animal tissue.
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developed (Figure 10). The Foundation of Cardiac Surgery Development
(FCSD) in Zabrze in 2000 started issuing the grant for realizing the prototype
of a robot useful for cardiac surgery. The multidisciplinary team including
specialists in medicine and techniques prepared until now four robot
prototypes named Robin Heart [10].

An application of teleoperation allows to remove the tremor and to introduce
the scaling of hand movement range via interface of manipulator on exact move-
ments of tool inside the body, thus improving the ergonomics and precision.
Supervision is held using visual observation via voice- or manually controlled
endocamera (2D or 3D). American cardiosurgical robots have been produced by
two, currently merged, companies, Computer Motion and Intuitive Surgical,
which was firstly clinically used in Europe.

The first mechanical assistant of surgeon – voice-controlled endoscope posi-
tioner AESOP 1000 (automated endoscopic system for optimal positioning) – was

A B 

C D 

E F

Figure 10(c) Evaluation of Robin Heart robot is carried out using the following
measurements: vibration (new accelerometer sensors) [A]; linear movement (using digital
micrometer) [B]; system of external trajectory recording (several digital cameras, markers,
and image analysis methods) [C]; and physical [D] and computer surgery simulation (bottom:
general range of robot mobility and workspace equipped with [E] standard laparoscopic tool
and [F] Robin Heart I instrument). (See color plate 5(c)).
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introduced by firm CM in 1994. In January–May 1998, a French team in Paris and
a German group from Leipzig performed using da Vinci (Figure 10a) (IS) tele-
manipulator the first endoscopic operation of single coronary bypass and mitral
valvuloplasty. About 1000 surgical and endocamera robots were installed in clinics;
to date, more than 130,000 minimally invasive procedures, across a wide range of
surgical applications such as general surgery, gynecology, spinal, urology, and
cardiothoracic surgery, have been performed in several counters (also in Poland,
Katowice) [11].

In 1999, the Zeus surgical system made history in the world’s first robot-assisted
beating-heart bypass surgery, by Douglas Boyd, MD. In 2001, the first transatlantic
telesurgical procedure was performed using the Zeus system. The doctors in New
York removed a gallbladder of a 68-year-old patient in Strasbourg, France, and the
procedure was successful with no complications.

In traditional laparoscopic surgery, the operating surgeon does not have direct
visual control of the operative field due to manual camera control by an assistant.
Ideally, the surgeon should have full control of operative instruments and the
operative field. Camera holders should return camera control to the surgeon and
stabilize the visual field during minimally invasive procedures. The active and
passive camera holders offer the surgeon an alternative and better tool to control
the operating surgeon’s direct visual field. One of the first, active teleoperated
robots introduced into clinical practice was produced by Computer Motion (US)
Company. Currently, more than 1500 of Computer Motion’s robotic systems
(AESOP, Zeus) are in use worldwide in 900 hospitals by more than 3000 surgeons
in 32 countries. The Zeus system consists of three robotic arms mounted onto an
operating table. Two arms hold surgical instruments, and the third arm holds and
positions the endoscope via voice control. All three arms are connected to a master
console where the surgeon telemanipulates the arms. The handles used to control
the movement of the surgical instruments are similar to the instruments used in
conventional surgery. The surgeon’s manual movements are filtered and scaled for
the slave instruments to perform precise microsurgery. The Zeus system can be
used in combination with an independent 3D visualization system (AESOP). More
than 300,000 surgical procedures have been performed with Computer Motion’s
robotic systems assistance. The AESOP system is both CE marked and FDA
approved and has been used in more than 100,000 laparoscopic and endoscopic
procedures. The duration of several types of endoscopic surgery was reportedly
faster using the AESOP; voice control was considered to be more efficient and
faster than either the foot or hand control.

The disadvantages for the AESOP include the constant voice commands, which
may be distracting. In addition, the voice control is slower compared to the rapid
camera movements achieved by an experienced assistant. The AESOP is intended
to facilitate solo-surgeon laparoscopic procedures; however, the surgeon may still
need an assistant to control the fourth laparoscopic port. The Intuitive Surgical Inc.
(US) da Vinci telemanipulator consists of three or four robotic arms in one set fixed
on one common column, placed near the operating table.

In contrast to the AESOP system, da Vinci arm for camera holding is integrated
with all robotic arms. Today approximately 400 da Vinci systems have been
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installed worldwide, and its applications have been described in thousands of
scientific publications and presentations. It is CE marked and FDA approved and
used in more than 300 hospitals in America and Europe. The da Vinci was used in
at least 16,000 procedures in 2004 and sells for about $1.3 million.

In Europe, the Armstrong Healthcare Ltd (UK) produced telemanipulator
EndoAssist. A robot system EndoAssist holds a conventional laparoscopic telescope
and camera, coordinated by the surgeon’s head movements. EndoAssist (CE
marked and approved by FDA) has also been used in telesurgical applications
with control via a joystick communicating with the robot over a telephone line.
About 30 systems installed worldwide now has been used in several thousand
clinical procedures.

The future of robotic surgery has significant potential that has been proven in
many clinical applications. The procedure completed without the need for an
additional assistant is called a “solo surgery”. Robotic assistance has enabled a solo
surgery approach. The basic principle of manipulator construction is that of a serial
architecture of joints and links with a fixed remote center in the corporeal wall. For
instance, the da Vinci robot have seven DOFs: three (yaw, pitch, and insertion)
have surgical manipulators provide motion coupling to the end-effector, an
exchangeable instrument that adds four DOFs (roll, pitch, yaw, and grip) by
means of a cable-driven mechanical wrist. The surgeon controls the movements
of tools via a human machine. The slave is capable of detecting force feedback
(tissue contact, collision of manipulator) greater than 2.2N. Scaling is useful in the
range from 1:1 to 10:1, in combination with tremor filtering greater than 6Hz [12].

The computer and laboratory tests are required to design a new, smart surgery
robot and expanding its applications to the field of medicine. The 3D computer
simulation and physical modeling will continue to be supported on Polish grants.

The use of conventional endoscopic instruments allows a limited range of
motion by the trocars through which the instruments are introduced and by
reduction to only four DOFs for tools. Long and rigid instruments are harder to
control and amplify tremor.

Six DOFs are required to perform a free motion. For instance, suturing
perpendicular to the four-DOF tool’s shape becomes impossible. The study
shows that using four-DOF robot (Zeus system, Computer Motion) the 1.5mm
tube anastomosis was performed in 46min compared to only 12min performed by
six-DOF robots (da Vinci). Endoscopic tissue manipulation and suturing using
four-DOF instrumentation requires skill and training.

Cardiac surgery is carried out on soft tissues. Results obtained from surgical
action analysis allowed to determine the maximum values of forces needed for
typical procedures performed in heart area, using different types of tools. This can
be the basis for cardiac surgery robot design assumption, in the field connected with
controlling of robot tool movements. The penetration of soft tissue involves actions
such as cutting, slicing, inserting a needle, and knotting. The difficulty with soft
tissue is that it deforms and changes shape. The map of force resistance during
pricking for left and right heart chamber was obtained (i.e., the basic mechanical
properties of typical surgical actions; from the FCSD). For example, the maximal
force value for surgical needle Prolene 3/0 during pricking through papillary

Review of Research in Cardiovascular Devices 47



muscle reached the 150G, the measured load value equaled 200G (2 cm depth)
during scalpel cutting procedure for the left ventricle (the mitral valve ring), and up
to 200G with 0.1mm/s test speed for sewing tests – the knot-tying using Prolene
needle.

One of the limitations of current surgical robots used in surgery is the lack of
haptic feedback. Although current surgical robots improve surgeon dexterity,
decrease tremor, and improve visualization, they lack the necessary fidelity to
help a surgeon characterize tissue properties for improving diagnostic capabilities.
Many research groups focus on the development of tools and software that will
allow haptic feedback to be integrated in a robot-assisted surgical procedure.

The surgeon needs assistants of next robot arm during operation mainly for
stabilization of the heart (beating-heart bypass grafting) or another tissue. Several
trials using two da Vinci consoles delivered good results. In response, the IS
prepared the da Vinci S model with four arms.

The devices providing an “inside equipment store” for the surgeon are also
needed. A self-sufficient Cargo Module was developed as a transportation and
depot device by Dresden group. With the Assist Module, the surgical equipment,
tissue, and vessels can be positioned on a desired place in the operating field. This
module provides the surgeon an “assistant” inside the closed chest.

Potential applications of robotics in cardiac surgery includes aortic valve repla-
cement (standard or percutaneous technology); tricuspid valve repair; descending
thoracic aortic surgery; transmyocardial laser revascularization; ventricular septal
defect, patent ductus arteriosus, coarctation; and intramyocardial delivery platform
for biological agents such as stem cells, molecular therapeutics, genetic vectors, and
AORobAS (Artificial Organs Robotically Assisted Surgery).

In the Institute of Heart Prostheses, FCSD, surgeries related to artificial organ
(AO) implantation are performed. Our future plans, AORobAS, include carrying
out a robotically assisted less invasive procedures to implant pumps and valves.

The da Vinci system is therefore the only surgical telemanipulator that is
currently clinically being used. Due to the actual range of the system acceptance,
the number of endoscopic cardiac procedures performed in 2005 worldwide
(reported in a company-based registry) was 2984 and it increased steadily. This
includes TECAB procedures or small access single- or multivessel coronary artery
bypass procedures with endoscopic uni- or bilateral ITA harvest (1784 procedures).
The number of MVR increased to about 450 cases in 2004, to more than 600 in
2005, to 850 in the first 10 months of 2006 (reported in a company-based
registry) [13].

The number of procedures performed may increase due to development of and
improvement in facilitating anastomotic devices (MVP magnetic coupling device)
and augmented reality with preoperative planning and intraoperative navigation.
Based on the preoperation cardiac surgery simulation results, the optimization of
cardiac surgery procedures can be achieved.

The effectiveness and expansion of robot’s application fields requires searching
the most effective cardiac robots in the wide application range, building the
strategy of its usage, simulating the operation results, and creating the knowledge
base supporting the robot’s arm navigation and cardiac surgeon decision
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making, and studying image processing methods for optimal robot’s arm
navigation [13].

6.3. Blood Pumps – MIS Application Study

The use of the mechanical circulatory support systems (TAHs and VADs) has
evolved significantly over the last 30 years, with more than 10,000 patients being
supported by these devices (TAH 2%). The devices have evolved from extracor-
poreal devices (such as Jarvik 7, Thoratec, Abiomed systems), driven by large
pneumatic consoles, to electrically driven partially implantable devices with por-
table controllers carried by the patient (such as Novacor, HeartMate).

The future prospects of the mechanical circulatory support clearly lie in three
major areas:

1. active left ventricular pump system, which supports and stabilizes the heart in
extremely critical situations (e.g., acute heart attack), and can be implanted for a
period of up to 5 days (e.g., Impella� Acute)

2. devices as a bridge to recovery (e.g., pulsatile pumps: Novacor, HeartMate;
rotary pumps: MicroMed, Jarvik-Heart, Nimbus-HeartMate II)

3. devices as an alternative to the cardiac transplantation and conventional therapy
(e.g., destination therapy : LionHeart, AbioCor TAH)

6.3.1. Minimally invasive VAD implantation
Dr J. Donald Hill of the California Pacific Medical Center (San Francisco, CA,
USA) has successfully performed the less invasive Thoratec LVAD surgery on
several patients.

The patient is placed on the cardiopulmonary bypass using the right or left
femoral artery or vein. The VAD cannulation system is placed in the left ventricular
apex (VAD inflow) and the ascending aorta (VAD outflow), using two separate
incisions. The procedure offers the following advantages: no sternotomy, easier
reoperation, less blood use, reduced risk of sensitization, and it is psychologically
more acceptable (according to Dr Hill, the Thoratec Laboratories).

General steps in VAD implantation are as follows: anesthesia is administered to
the patient; preparing the operating area – cardiopulmonary bypass (if required) and
lung deflation; choosing the exit site for LVAD – depending on the need of LVAD
alone or of BiVAD, one or two outflow and inflow grafts will be necessary; aortic
and pulmonary artery anastomoses performed; left and right ventricular apical or
atrial cannulation performed; connecting the VAD to the cannulas, deaerating the
VAD; gradually discontinue cardiopulmonary bypass and allow the VAD to run in
“fill-to-empty” mode; completing surgery.

Our plans include carrying out robotically assisted less invasive procedures to
implant VADs (Figure 11), TAHs, valves, and vessel prostheses. The rapid evolution
of MIS techniques for heart prostheses will have implications for designing and con-
struction of heart prostheses. Our team works on the designing of heart pumps and
valves particularly for robot and MIS applications and special tools of robot are being
constructed. I am sure that this is the future of this domain of biomedical engineering.
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6.3.2. The AORobAS idea
Currently used VADs, pumps, valves, and pacemakers require to be replaced and
repaired throughout the patient’s life. A better solution seems to be application of
MIS at once by designing AOs with construction ready to easy assembly and
disassembly as well as to ensure an access to replace the used parts. For external
pumps, an MIS technique of cannula implantation should be performed.

In 2000, a new type of blood pump was introduced into clinical practice. In
robot-assisted surgery, the use of the small, axial heart assist pump is very promising.
The Jarvik 2000 VAD and the DeBakey VAD, which have been approved for
evaluation as a bridge to transplantation, are valveless devices that are electrically
powered miniature axial flow pumps. These fit directly into the left ventricle,
which may eliminate problems with clotting. The outflow graft connects to the
descending aorta. The DeBakey VAD is 30mm� 76mm, weighs 93 g, and is
approximately 1/10th the size of pulsatile products on the market. The develop-
ment of this idea causes changes in requirements for blood pump. It should be
folding device, with dimension not exceeding the port hole incision diameter. It
means that this part must be a cylinder with about 1 cm diameter and the technol-
ogy for quick mounting of this part on the whole pump inside the chest must be
developed. Robots also require special constructions of semiautomatic tools. The
surgical procedure requires faster and efficient connection to pulmonary bypass

Robot’s tool 

Robot’s endocamera 

POLVAD

Figure 11 Semiautomatic tools for robotically assisted POLVAD implantation. (See color
plate 6).
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apparatus, because the surgery is performed on a stopped heart. Of course, there are
many problems to solve, but this type of surgery has wide perspectives. In our
laboratory, the design and simulation study has been conducted.

I work on the realization of the following procedure:

• Stages of AO implantation and assembly: Parts of the AO, put into capsule through
mechanically or pneumatically controlled channel, run into pumped balloon,
where they are assembled. The balloon has valves that allows for insertion of
additional tools into the workplace. The balloon is supported mechanically or by
compressed CO2. In the next stage, the balloon is removed and the AO is
implanted. Pumps that fulfill the role of a vessel bypass seem to be most suited
to this procedure because their implantation does not require stopping (and
hence external circulation) of the heart.

• Stages of repairing of replacing of the AO: Laparoscopic tool inserts a tight balloon
around the AO, which is removed after repairing. The parts for replace are
inserted in special capsules.

Great progress in MIS technique will influence the design and construction of
implantable AOs. The goal of this work expresses the evolution of telemanipulator
and AOs dedicated to the MIS. The system is named AORobAS (Figure 12). The
future plans regarding development of Polish robot Robin Heart include carrying out
of a robotically assisted MIS to implant AOs,VADs, TAHs, valves, and vessel
prostheses. Currently used blood pumps, valves, and pacemakers require to be
replaced and repaired throughout the patient’s life. This is only a temporary solution.
Probably, in the near future, the progress in the subject of biocompatible, long-term

Figure 12 ArtificialOrgansRoboticallyAssisted Surgery (AORobAS) system.
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durable materials and mechanical construction will not solve this problems. The best
for patient will be realization of conception minimally invasive service of AO.
Robots may be ideal for this task. The solution seems to be application of robotically
assisted MIS at once by designing AOs with construction ready to easy assembly and
disassembly and to ensure an access to replace used parts. The development of this
idea causes changes in requirements for blood pump. It should be folding device,
with dimension not exceeding the port hole incision diameter. It means that this part
must be a cylinder about 1 cm diameter and the technology for quick mounting of
this part on the whole pump inside the chest must be developed. Robots also require
special constructions of semiautomatic tools.

6.3.3. The blood pump support in the palliative (pediatric) surgery study
The aim of the palliative procedure is to increase pulmonary blood flow in
children with a congenital heart defect. As a result of a shunt operation [Bla-
lock–Taussig (B–T) shunt or Glenn procedure], the oxygen level in the child’s
blood is improved. The main problem of such surgery is the small shunt
effectiveness and lack of possibility of flow regulation. Our idea is to apply
advanced computer simulation methods to give the information to the cardiac
surgeon – which procedure will be optimal before realization of the operation.
A small axial blood pump can be introduced into B–T shunt or Glenn in order
to control the blood flow and prevent the growth of graft stenosis. Based on the
results obtained using physical and computer 3D simulation based on finite
element method (FEM) (Figure 13), it can be concluded that the module graft
with axial pump makes possible the exact regulation of blood flow and blood
pressures in the pulmonary artery. Its use allowed to decrease the afterload of left
heart ventricle. Palliative procedures are only a temporary solution. As a child
grows, the graft does not grow, and the size of graft (flow through graft) may be
not sufficient. The use of axial pump across regulation blood flow allows to
extend the time between necessary operations.

(a) (b)

Figure 13 Pulmonary artery axial blood pump used to control blood flow in Blalock^Taussig
(B^T): (a) the axial pump in B^Tgraft and (b) velocity vectors on inlet from pump in B^T
graft.The simulations have been performed by Z.Małota.
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7. THE MINIMALLY INVASIVE VALVE IMPLANTATION

Percutaneous (pulmonary and aortic) valve replacement has recently
opened new perspectives on transcatheter replacement of cardiac valves. Typi-
cally, a bioprosthetic valve is dissected and sutured into an autoexpandable
Nitinol stent (which has an initial aortic diameter, for instance, 25 mm) or
mounted within a balloon-expandable stent. It has been used in patients who are
at high risk for valve replacement surgery. Percutaneous valve repair is also being
developed for mitral regurgitation. Direct leaflet repair and percutaneous
annuloplasty are being employed in clinical trials. All the percutaneous
approaches are based on existing surgical techniques and offer less invasive
alternatives. This marked the beginning of the era of percutaneous valve
therapy, and ongoing trials will define the clinical role for these new therapeutic
modalities. Percutaneous catheter-based systems for the treatment of valvular
heart disease have been designed and studied in animal models for several
years. Bonhoeffer et al. were the first to perform percutaneous implantations
of artificial valves, using a bovine jugular vein valve mounted within a stent, in
children with right ventricle to pulmonary prosthetic conduits. The first human
case report of percutaneous transcatheter implantation of an aortic valve pros-
thesis for calcific aortic stenosis appeared in 2002 [14].

A percutaneously implanted heart valve (PHV) composed of three bovine
pericardial leaflets mounted within a balloon-expandable stent was developed
(Percutaneous Valve Technologies, Inc.). Using an antegrade transseptal approach,
the PHV was successfully implanted within the diseased native aortic valve, with
accurate and stable PHV positioning, without impairing the coronary artery blood
flow or the mitral valve function, and a with no mild paravalvular aortic regurgita-
tion. Immediately and at 48 h after implantation, valve functioning was excellent,
resulting in a marked hemodynamic improvement. Nonsurgical implantation of a
prosthetic heart valve can be successfully achieved with immediate and midterm
hemodynamic and clinical improvement.

8. SUPPORT TECHNOLOGY FOR SURGERY PLANNING

Modern medical imaging techniques such as CT, NMR, and ultrasonic
imaging enable the surgeon to have a very precise representation of internal
anatomy as preoperative scans.

For surgery robots (telemanipulators), the following distinct phases can be
realized:

– Preoperative planning: The optimal strategy is defined using the 3D computer
model.

– Robot-assisted intervention: A calibration routine brings robot, patient, and image
system to a common frame of reference, for example, using anatomical (or
artificial) landmarks.
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– Feedback and replanning: The robot starts to operate under the supervision of
surgeon. Sensor information ensures that the anatomy is as expected and stored
by a model in computer. If deviations occur, the surgeon asks for a revised
strategy, or for permission to continue.

Computer flow simulation method is important for diagnosing the heart disease
development, for optimizing the surgery for a particular patient, and for long-term
functioning of graft prognosis. During simulation, the input data (biochemical data,
diagnostic data, geometrical data, biophysical data) are transformed into test output
data (the hemodynamic pressure and flows or another characterization of biological
object modified by surgery).

Remote-control manipulators are proposed for cardiac surgery using a computer-
based advisory system. Information in a prepared database (an online expert system)
may be of help to a surgeon in decision making. The first step is to simulate the
robot-assisted surgery using both computer and physical models of a particular
operation type. Based on the preoperation cardiac surgery simulation results, the
optimization of the procedures can be achieved.

The main issues of computer simulation support to surgery robots are as follows:

1. The operation planning: Based on diagnostic data (images, pressure and flow
signals, etc.), computer and physical models can be created. In vitro
simulations performed on them may be used to find the optimal way of
operation (the joint point localization, the graft selection). A prepared report
can be presented to the surgeon as a hint for robot choreography planning. This
stage should also include input port localization on patient skin, the type of
tools, and the way of removing and preparing the graft branch.

2. Advisory and control system: During the operation, diagnostic images or simulation
results from various sources can be called by surgeon and superimposed on the
real operating image.

The introduction of robots to cardiac surgery created the possibility of direct
and practical use of simulation results of surgical procedures in the robot informa-
tion system.

Surgical planning and augmented reality are likely to enhance robotic surgery in
the future. The interesting case of applying preoperatively in robotically assisted
cardiac surgery planning, intraoperative registration, and augmented reality was
performed by Falk et al. [15]. The regions of interest (i.e., the heart, ribs, coron-
aries, ITA) were segmented semiautomatically to create a virtual model of the
animal. In this model, the target regions of the total endoscopic bypass procedure
along with the ITA and anastomotic area were defined. Algorithms for assessing
visibility, dexterity, and collision avoidance were developed after defining nonadmis-
sible areas using the virtual model of the manipulator. Intraoperatively, registration
of the animal and the telemanipulator was performed using encoder data of the
telemanipulator by pointing to the fiducial points. After pericardiotomy, the
reconstructed coronary tree was projected onto the videoscopic image using a
semiautomatic alignment procedure. In dogs, the total endoscopic bypass proce-
dure was successful on the beating heart.
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For medical applications, matching procedures between diagnostic images and
off-line intervention planning and real execution are very important. Many pro-
blems still remain for soft tissue surgery where deformations may occur. The
navigation and guidance of the instruments highly depends on the surgeon’s skill
who has to combine their intraoperative views with the information extracted from
the preoperative images.

Several scientific groups work on computer method for preparing quasi-stationary
view. The da Vinci robot uses a two-camera endoscope that feeds images to the
surgeon’s viewer. Images from the left and right cameras are fed to each of the
surgeon’s eyes separately, providing a 3D view of the tissue being operated on.
The Mylonas system exploits this principle by fitting an infrared eye tracker to the
viewer. This ensures that each eye detects precisely where the surgeon is looking,
and then calculates the distance to the point their gaze is fixed upon using
triangulation. The software first constructs a 3D model of the heart by tracking
the surgeon’s eyes as they move over the organ. Then it creates a real-time moving
image by recording the changes in the surgeon’s focal point as the heart beats. The
endoscope is calibrated to move forward and backward in time with this image,
thus making the heart to appear stationary to the surgeon viewing it through the
two cameras. The surgical instruments are also calibrated to move in synchrony
with the beating heart, removing the need to constantly move them back and
forward, and allowing the surgeon to concentrate on performing the operation.
The software has so far been tested only on an artificial silicone heart using a
robotic arm.

According to surgeons and device executives, surgeon training is the key to
the future success of the robotics industry. Because modern surgery is very
challenging, the surgeon training will become comparable to fighter pilot training
while the robotic systems are having a huge impact on surgical education,
and, without doubt, will be integrated into surgeons’ future education process.
Currently for clinical use of the da Vinci surgical system, the FDA requires a
2-day training course to understand the setup, maintenance, and applications of
the surgical system, in addition to animated laboratory training. The device
manufacturers have training programs in place to advance the skill sets of both
new and experienced surgeons.

Both the virtual (Figure 14) and the real station are used for MIS education. As
examples, commercial products include LapTrainer z SimuVision (Simulab Inc.,
Seattle, WA, USA; www.simulab.com), ProMIS (Haptica Inc., Boston, MA, USA;
www.haptica.com), Laparoscopic Surgical Workstation and Virtual Laparoscopic
Interface (Immersion Inc., Gaithersburg,MD,USA;www.immersion.com), Phantom
devices (SensAble Technologies Inc., Woburn, MA, USA; www.sensable.com),
Xitact LS500 Laparoscopy Simulator (Xitact S.A., Lausanne, Switzerland;
www.entice.com), Lapmentor (Simbionix Inc., Cleveland, OH, USA; www.
simbionix.com); Surgical Education Platform (SEP) (SimSurgery, Oslo, Norway;
www.simsurgery.no;www.meti.com), LapSim (Surgical Science Ltd, Gothenburg,
Sweden; www.surgical-science.com), Procedus MIST (Mentice AB,
Gothenburg, Sweden; www.mentice.com), EndoTower (Verefi Technologies Inc.,
Elizabethtown, PA, USA; www.verefi.com), Reachi Laparoscopic Trainer (Reachin
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Figure 14 The virtual and the real condition for testing theRobinHeart robot.Using avirtual
reality (VR) technology, an interactive model of surgery room equipped with a Robin Heart
systemwas created using EON Professional software.This computer modeling method allows
for an advanced procedure training and will be used as a low-cost training station for surgeons
in the future. The model allows for a better understanding process of less invasive surgery
treatment and a robot behavior. This type of modeling and a computer-aided design (CAD)
technique use an accurate CAD robot model in a VR software together with a precise
reflection of workspace geometry. This approach gives a surgeon easy and intuitive way to
understand the technical details and use it to optimize and plan medical process.The next step
in FCSD research work will be establishing the surgery workshops based on the newest
technology, and some new projects using affordable semiautomatic robotic tools. Presented
model of operating room in VR environment has been successfully used during Surgery
Workshop in FCSD (May 2006). This system is intuitive for a user and gives them a very
realistic 3D visualization. (See color plate 7).
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Technologies AB, Stockholm, Sweden; www.reachin.se), Vest System (Virtual
Endoscopic Surgical Trainer; Select-IT VEST Systems AG, Bremen, Germany;
www.select-it.de), and Simendo (Simulator for endoscopy; DeltaTech, Delft, Neth-
erlands; www.simendo.nl).

9. CONCLUSIONS

Notable achievements in cardiovascular research and devices that are cur-
rently under investigation and expected in the near future are listed below:

1. New pediatric devices, such as the axial-flow pumps and small-diameter valve
prostheses, have been introduced, and some are under construction. As the
devices become more and more reliable, mechanical circulatory support will
play an increasingly important role, not only for rescue therapy but also for safe
treatment of the most complex congenital heart diseases, not only with the aim
of bridging to cardiac recovery or transplantation but, eventually, as a permanent
solution.

2. The effective miniature blood pumps have been commonly used in minimally
invasive cardiology. Transported to the destination place through the arteries,
the smart pump mainly for short-term heart support can play an important role
in an emergency.

3. New types of devices create possibilities of pump and blood oxygenation
introduction into clinical practice. The idea is not new, but thanks to new
materials (durable, semiconductive silicon membranes) that are being rapidly
developed.

4. New “biomechanical” valves and vessels completely synthetic/artificial, but
flexible and durable, will be introduced. The development of small-caliber
vascular grafts is very important for bypass and graft surgery.

5. A significant improvement in technical support for preplanning and control
surgical interventions, including telemedicine technology, will be observed.

6. Bioartificial myocardial grafts will be introduced in which perfusion by a
macroscopic core vessel will be applicable.

7. Improved cell-culture techniques may render human aortic myofibroblasts a
native tissue-like structure.

8. Tissue-engineered bioprosthethic valves will be commonly used in clinics.

As the field of surgery robots controlled by surgeons expands, the economical
cost is expected to reduce, which will allow surgeons to more commonly use
teleoperation in situations that warrants professional staff assistance such as wars,
epidemics, and space trips. The situation of “no contact” between the medical
personnel and the patient will reduce the risk of loss of health because of the
infection(s) from the side of the operating staff.

It is most probable that contemporary telemanipulators will be replaced
by adaptive robots in the near future. Currently, the trials of shifting from passive
to active systems can be seen. To be clear, let’s define the basic concepts:
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Teleoperators are remotely controlled by operator robot transferring on distance
motoric and sensoric functions, whereas adaptive robots have more advanced control
system with sensoric and learning abilities. However, creating the next-generation
“intelligent” robots is a true challenge. These robots must be able to work unaidedly in
various environments, gathering information from their senses. Optimization of their
behavior and the effectiveness of given task realization will depend on “self-learning
control algorithm”, which will more resemble systems based on “instincts” in relation
to living creatures and contact with surroundings by means of “senses”, zoom, touch
sensors (inductive, supersonic, optical, pneumatic, and microwave). I am convinced
that theywill not be similar to contemporary cardiosurgical robots, but theywill be able
to replace them considerably. Probably, they will bemicrorobots that are able to reach,
e.g., a given human internal diseased organ (e.g., the heart).

ACKNOWLEDGMENTS

This chapter has been illustrated with the experimental data obtained in the
Institute of Heart Prostheses, FCSD, Zabrze. The research was supported by the
Polish State Committee for Scientific Research and Foundation. The author
thanks his numerous collaborators, including R. Kustosz, M. Koźlak, P. Kostka,
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Abstract

The aim of this chapter is to provide an educational review on finite element modeling of
stents. First, the basic principles of stent modeling are briefly described, followed by a survey

regarding state of the art solid mechanical computational models of balloon-expandable
stents. This review is organized chronologically according to the applied stent expansion
methodology: (1) neglecting the presence of the balloon, (2) assuming it to have a cylindrical
shape, or (3) taking the actual folded shape of the balloon into account. Subsequently,

alternative methodologies to study the (bio)mechanical behavior of stents are described,
and to conclude, future prospects for stent modeling are briefly addressed.
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1. INTRODUCTION

Annually, over one million percutaneous (i.e., via needle-puncture of the
skin) coronary interventions are performed world-wide to overcome the deficiency
of oxygen-rich blood due to an obstruction of the coronary arteries (i.e., stenosis)
[1]. Most of them involve the implantation of a stent to restore the perfusion of
downstream heart tissue. The majority of stents are balloon expandable and
crimped on a folded (angioplasty) balloon to obtain a low crossing profile, which
allows for good deliverability and access through the coronary stenosis. After
minimally invasive insertion into the stenosed artery, the stent is deployed by
gradual inflation of the balloon. Upon reaching the targeted deployment diameter,
the stent delivery procedure is completed by deflating and extracting the balloon
catheter. The plastically deformed stent is left in situ to keep the artery open and to
restore (normal) blood flow. In recent years, a variety of advances in stent technol-
ogy, in particular improved deliverability and flexibility, have expanded the clinical
application of stenting to complex coronary lesions [2]. However, in 20–50% of
stenoses treated with Bare-Metal Stents (BMS), in-stent restenosis (i.e., re-narrowing)
occurs and this phenomenon is partially linked to the stent design [3,4] and
balloon–artery interaction [5], partly to an inflammatory response of the vessel wall
against the stent struts and in part to local hemodynamic factors such as wall shear stress
[6]. In order to reduce in-stent restenosis rates, Drug-Eluting Stents (DES) – coated
with specific anti-proliferative agents – have emerged as a clinically better alternative for
BMS. Despite the early promising results, reducing the restenosis rates to less than 10%
[7–9], it is important to highlight that the mechanical vascular injury by stent insertion
is not eliminated with these recently developed pharmacological coatings. Further-
more, both the cost-effectiveness of DES compared with new-generation BMS [10]
and 1 year and beyond in-stent thrombosis (i.e., blood clot formation), risks after DE
stent implantations [11] are nowadays important concerns. Finally, as the healing
process of the vessel is considered to be temporary, the permanent metallic stents
might rather be replaced by biodegradable stents. Therefore, further optimization of
stent design, material, and (drug) coatings is warranted to improve coronary revascu-
larization procedures.

Complementary to experimental studies, computational models provide an
excellent research tool to optimize the mechanical properties of a stent, especially
when physical test methods are difficult (or even impossible) to implement.
Numerical simulations may sometimes be the only alternative. The main advantage
of numerical modeling is that numerous ‘What if?’ scenarios addressing different
materials, geometries, and loading conditions can easily be tested and evaluated
before devices are actually manufactured [12]. Therefore, computational models are
a valuable part of the stent design and development process. As numerical models
are always approximations of the physical reality, it is of utmost importance to
validate the numerical results by (targeted) experiments.

In essence, biomechanical modeling of stents can be categorized in three distinct
domains. A first domain consists of numerical studies regarding the solid mechanical
aspects of stenting (e.g., evaluation of the stresses in the vascular wall caused by stent
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deployment) based on the Finite Element Method (FEM). A second field studies
the impact of the stent design (e.g., strut shape, interstrut distance) on the blood
flow patterns using Computational Fluid Dynamics (CFD). Finally, the kinetics of
the drug release – in the case of DES – can also be examined numerically.
Furthermore, the above described techniques can also be coupled [e.g., Fluid–
Structure Interaction (FSI)], where the interaction between the fluid flow (CFD)
and the structural response to this flow (FEM) is investigated. This review focuses
on FEM-based studies dealing with the mechanical behavior of stents. In particular,
the possible methods to simulate the stent expansion process and the validation of
the numerical results are discussed in this work. For a more general bibliographical
review of the finite element modeling and simulations in cardiovascular mechanics
and cardiology, the paper of Mackerle [13] is recommended. The chapter organi-
zation is as follows: in Section 2, the basics of finite element stent modeling are
briefly described. Next, Section 3 offers an overview of the state of the art regarding
solid mechanical computational models of balloon expandable stents presented in
literature to date (i.e. summer 2007). Subsequently, alternative methodologies for
biomechanical modeling of stents are described in Section 4, and to conclude,
future prospects for stent modeling are briefly discussed in Section 5.

2. FINITE ELEMENT MODELING OF STENTS

The basics of finite element stent analysis are well described by Perry et al.
[12] and partly summarized hereafter. In general, a finite element model is defined
by its geometry, material properties, and some appropriate loading and boundary
conditions. To simulate the (free) expansion of balloon-expandable stents, these
prerequisites are described below. The accuracy of these prerequisites can, in many
aspects, ensure the success of a simulation, or guarantee its failure. Finite element
stent models are presently an important component of the design process. The
actual practice has even evolved to the point that a detailed stress analysis is required
by the regulatory agencies – such as the U.S. Food and Drug Administration – prior
to approval of a new stent design [14].

2.1. Finite element basics

Briefly stated, a finite element analysis (FEA) is the investigation, by numerical
means, of the mechanics of physical systems. The continuum (e.g., a stent) is
divided into a finite number of discrete regions, named elements (Figure 1),
whose behavior can be described mathematically. Partitioning the continuum
into elements is generally automated through a special-purpose graphical user
interface (GUI). An approximate solution of the entire continuum is solved from
the assembly of the individual elements. The mechanical behavior (displacement,
strain, stress, ...) in any point of an element is described in function of the behavior
at a small number of control points (nodes) in the element. Usually, the displace-
ments of the nodes are taken as the fundamental unknown quantities. At any other
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point in the element, the displacements are obtained by interpolating from the
nodal displacements. The interpolation order is dependent upon the number of
nodes in the element. From the displacements, the strains are evaluated by taking
the appropriate derivatives. The material constitutive behavior provides the neces-
sary basis for computing stress levels from these strains. Application of the principle
of virtual work to an element yields the forces exerted by the nodes on the element,
which are statically equivalent with the built-up stresses, and by Newton’s third law,
the actions of the element on a particular node are easily found. Force contributions
from all elements connected to a particular node are summed up and must be in
equilibrium with any externally applied loading or force applied to the continuum.

Thus, the Finite Element Method essentially transforms the unknowns from the
various continuous fields into equations of discrete nodal quantities. Assuming that
certain basic numerical requirements and standards of practice are satisfied, the
solution obtained from the FEA estimates the exact physical solution.

2.2. Geometrical design and approximation

Commercially available stent geometries are often (if not always) subjected to very
strict patent claims. For this reason, manufacturer’s specific and detailed information
regarding the stent geometry is usually not available in the public domain. As
typical dimensions of (coronary) stent struts are in the order of magnitude of
100mm, an accurate geometrical representation of the stent can (only) be acquired
using a microscope or micro-Computer Tomography [15]. The advantage of the
micro-CT strategy is the possibility to build a precise three-dimensional (3D)
reconstruction of both the stent (Figure 2) and balloon (Figure 3) directly from
the CT-scans. The main stent dimensions can be measured and used to build a 3D
CAD model of the (crimped) shape of the stent (Figure 1).

Figure 1 Approximate CADmodel ofCypher stent and finite element discretization.
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2.3. Material properties

Angioplasty balloons are generally manufactured from either PolyEthylene
Terephthalate (PET) or Polyamide (nylon) [16]. PET balloons are usually stronger
and have a lower compliance than nylon balloons. Based on in vitro testing, the
change in balloon diameter as a function of inflation pressure is determined by the
manufacturer and summarized in a compliance chart in the directions for use. If
neither the balloon constitutive material behavior is known, nor experimental
tensile tests can be performed; the constitutive law can be derived from the
compliance data based on thin shell membrane theory [17].

Figure 2 CT-Image reconstruction ofCypher stent.

Figure 3 CT-Image reconstruction of tri-folded angioplasty balloon.
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For balloon-expandable stents that undergo plastic deformation during stent
deployment, metallic materials [e.g. (coated) medical grade stainless steel and
cobalt chromium] are required. By far, the most widely used material for such
balloon-expanding stents is the low carbon 316L stainless steel. As the constitu-
tive behavior of a material is dependent on its pre-treatment (e.g., hot rolling,
cold finishing, annealing, the material properties should (ideally) be obtained
from tensile tests on specimens extracted from batches that are eventually used to
create the stent structure. Such experimentally obtained stress and strain values
(e.g., reported by Murphy et al. [18]) can be implemented in the finite element
model.

2.4. Loading and boundary conditions

A finite element model should be subjected to loading and boundary conditions
that represent the actual loading history of the stent. Depending on the aim of the
study, the model should incorporate conditions that simulate the real-life loading
on the stent during manufacturing, catheter loading (crimping and recoil after
crimping), and deployment (tortuous path, expansion, interaction with the blood
vessel tissue, and recoil after expansion). In general, the stent expansion can be
modeled as a pressure-driven process (e.g., applying an increasing pressure on the
stent or balloon) or a displacement-driven process (e.g., enforcing radial displace-
ments on the stent or balloon).

2.5. Finite element stent design

The “ideal’’ stent is inexpensive to manufacture, easy to deliver and deploy,
sufficiently rigid to provide support, and able to deliver therapeutic agents. Some
of these design requirements (described by Lally et al. [19]) to optimize the
mechanical properties of a stent can be examined in a virtual design space. This
design space can be used to improve the stent characteristics in its crimped state and
its expanding (and expanded) state.

2.5.1. Crimped stent requirements

2.5.1.1. Good flexibility
The stent, crimped on the delivery catheter, must be advanced through the vascular
tree, which can include narrow, tortuous passages, to reach the targeted site.
Therefore, the crimped stent (on the delivery catheter) must be flexible, and this
flexibility can be examined numerically (Figure 4).1

1Furthermore, a high dislodgment resistance is required to avoid stent loss from the unexpanded balloon in clinical use.
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2.5.2. Expanding (Expanded) stent requirements

2.5.2.1. Uniformity
The implantation of a stent, in particular during and post deployment, may induce
vascular injuries. The manner in which stents are implanted is a critical determinant of
the degree of injury they cause [20]. The stent (transitory) non-uniform expansion in
vivo, frequently in end-first manner (i.e., dogboning), is one of the (possible) reasons
to induce the acute vascular injuries observed surrounding the edges of the stent. This
dogboning phenomenon is directly dependent on both the balloon length and the
stent design (Figure 5). Furthermore, depending on the stent design, the length of the
stent may shorten during radial expansion. This foreshortening affects the precise stent
positioning, and the friction between the stent and the arterial wall can injure the
endothelium (i.e., vascular inner lining). Both the dogboning and the foreshortening
phenomenon should be reduced to a minimum.

Figure 5 Non-uniform transitoryCypher stent expansion.

Figure 4 Virtual flexibility test onCypher stent segment.
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2.5.2.2. High radial strength
A stent should be designed as a mechanical scaffold to support the vessel lumen by
minimizing post-stenting vessel recoil. The required radial support is both design
and material dependent.

2.5.2.3. Low elastic recoil
To achieve a final lumen diameter consistent with the targeted vessel diameter,
knowledge of the degree of elastic radial recoil of the stent must be factored into the
expansion of the stent during deployment. To minimize the “inevitable’’ over-
expansion, the material and design-dependent radial recoil should be reduced to the
absolute minimum. In addition to foreshortening, undesirable shearing along the
arterial walls may also be caused by longitudinal recoil after the balloon is deflated,
and this phenomenon should be minimized.

2.5.2.4. Good Flexibility
The expanded stent must conform to the tortuous vessel geometry and should not
straighten the vessel, as that would induce significant injuries to the vessel wall.

2.5.2.5. Optimal Scaffolding
To ensure vessel tissue not to prolapse between the stent struts, the stent should
provide optimum (uniform) vessel coverage. In addition, a uniform strut distribution
is beneficial to avoid local drug concentration and gradients in DES [21]. However, a
low artery–stent contact surface area should also be maintained, because the body-
foreign material of the stent can initiate an aggressive thrombotic response.

2.6. Effective use of FEA

The correlation between the finite element approximations and the physical reality is
directly related to the ability of the scientist to accurately define the geometry, material
behavior and loading environment of the device. While simplifying assumptions are
often (if not always) inevitable, there is a risk that significant simplifications can
considerably alter the problem. Therefore, the influence of the simplifications on the
solution of the original problem must always be evaluated. Consequently, the numer-
ical results should be validated by (targeted) experiments under similar conditions.

3. SURVEY OF THE STATE OF THE ART IN STENT MODELING:
1997–2007

When reviewing literature regarding finite element models of the (free)
expansion of balloon-expandable stents, there are three possible ways reported to
simulate the inflation of the balloon: neglecting the presence of the balloon,
assuming it to have a cylindrical shape or taking the actual folded shape of the
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balloon into account (Figure 6). When modeling the vessel reaction to stenting, the
geometry of the stenosis can be simplified (symmetric and asymmetric stenosis) or
patient specific. The reviewed manuscripts are categorized chronologically (up to
the summer of 2007) in the subsequent sections according to the applied stent
expansion methodology. This chronological order clearly illustrates the rapid
(r)evolution which this research domain has undergone since the reported results
of the pioneers.

3.1. Neglect of the balloon

Dumoulin et al. [22] evaluated and characterized some mechanical properties (short-
ening percentage on expansion, radial and longitudinal recoil, resistance to crushing
under external pressure, and fatigue) of balloon-expandable P308 Palmaz stents
(Johnson&Johnson, Warren, New Jersey, USA) using the finite element method.
The balloon is discarded from the numerical simulations and (a generic part of) the
stent is expanded by applying a uniform pressure on the inner surface of the stent. This
assumption is well motivated by the authors and is stated as valid for the central part of
the stent. The assumption is based on a careful examination of an in vitro experiment of
the free expansion of the investigated stent. Furthermore, themechanical properties are
described in terms of diameters instead of internal pressures. The numerical model is
validated by comparing the expansion size (i.e., stent length) with data provided by the
manufacturer, and a good correspondence is found. Dumoulin et al. clearly demon-
strate that under certain specific conditions it is possible to investigate certain mechan-
ical properties of balloon-expandable stents with the presence of the balloon discarded
in the numerical models.

In the finite element stent study of Auricchio and his colleagues [23], the
expansion behavior of a stent with a rectangular slotted tube design, i.e. Palmaz-
Schatz (Johnson&Johnson) like, is investigated. Both the stent-free expansion and
the vessel reaction to the stent expansion are studied and the stent design is
modified in order to reach a more uniform expansion. Some typical stenting
parameters (i.e. elastic recoil, foreshortening, . . .) are computed and presented.
The authors stated that it is reasonable to neglect the balloon, because of its
lower stiffness compared to the stiffness of the stent. This hypothesis permits the
possibility of discarding the presence of the balloon in the analysis by applying the

Figure 6 Stent expansion strategies: no balloon (left); cylindrical balloon (middle); and tri-
folded balloon (right).
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internal pressure, which normally acts on the balloon, directly to the inner surface
of the stent. Hence, the stent is loaded by an internal uniform radial pressure
varying linearly from 0 to 1.3MPa (inflation) and then again linearly back to 0
(deflation). The numerical results for some mechanical properties (elastic recoil,
foreshortening, metal-artery ratio) correspond with values available in literature for
the non-modified stent design. Though, the validation of the stent expansion
behavior is rather limited. To investigate the revascularization, a symmetric 3D
model of the plaque and artery is developed. The idealized “symmetric stenosis’’ is
characterized by a straight artery segment and a plaque with a parabolic longitudinal
profile and the constitutive material behavior is adopted from literature. This
pioneering work clearly shows the enormous potential of the finite element
method in this research domain, both on stent design and on procedural level.

In the same period, Etave et al. [24] used a finite element analysis to determine the
“exact’’ mechanical characteristics of tubular (Palmaz-Schatz, Johnson&Johnson) and
coil (Freedom, Global Therapeutics Inc.) stents. Seven mechanical properties were
studied numerically with determination of (1) stent deployment pressure, (2) intrinsic
elastic recoil of the material used, (3) resistance of the stent to external compressive
forces, (4) stent foreshortening, (5) stent coverage area, (6) stent flexibility, and (7) the
stress maps. The balloon is ignored in the numerical simulations and the stents were

Figure 7 Pressure-driven Cypher stent expansion (neglect of the balloon). Top: no pressure;
Middle: low pressure range; and Bottom: high pressure range.
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expanded by a radial displacement-driven process, forcing the stent to expand as a
cylinder during the complete expansion (i.e., dogboning is excluded from the analysis).
This numerical study shows the possibility of studying several important mechanical
characteristics of different stent designs, but no experimental validationof thenumerical
results is reported.

Migliavacca et al. [25] investigated the mechanical behavior of coronary stents by
means of the finite element method. Finite element analyses were applied (1) to
understand the effects of different geometrical parameters (thickness, metal-to-artery
surface ratio, longitudinal and radial cut lengths of a Palmaz-Schatz-like stent) of a
typical diamond-shaped coronary stent on the device mechanical performance, (2) to
compare the response of different actual stent models (Multi-Link Tetra, Guidant and
Carbostent, Sorin Biomedica) when loaded by internal pressure, and (3) to collect
suggestions for optimizing the device shape and performance. The presence of the
balloon is discarded in the analysis, and the internal pressure on the balloon is directly
applied to the inner surface of the stent corresponding with the expansion strategy
proposed by Auricchio et al. [23]. The introduction of new-generation stent geome-
tries opens the door to study stent designs currently used in the clinical practice.
Experimental evidence of the numerical results would certainly create a more solid
base for the proposed design optimization.

More recently, McGarry et al. [26] examined the mechanical behavior of a
stainless steel balloon-expandable stent design using computational micromechanics
in the context of the finite element method. Stent deployment and cardiac pulsing
loading conditions were considered. As the typical dimensions of stent struts (e.g.,
100mm for coronary stents) are of a similar order of magnitude as the average grain
size in stainless steel (i.e., 25mm), continuum approaches relying on macroscopic
material properties may be regarded as somewhat questionable, and alternative
numerical analysis, based on crystal plasticity for example, may need to be used.
McGarry and colleagues used classical phenomenological plasticity theory (J2 flow
theory) and physically based crystal plasticity theory to describe the stent material
behavior. Important stent deployment characteristics such as recoil and foreshor-
tening were determined using a two-dimensional (2D) model of a unit cell (i.e.,
characteristic pattern, which is repeated both circumferentially and longitudinally)
of theNIR stent (Medinol/Boston Scientific). The deployment of the 2D unit stent
cell was modeled using applied displacements. Furthermore, elementary fatigue
factors of safety were determined by plotting Goodman diagrams to compare both
material models, leading to a lower (and thus conservative) factor of safety for the
classical plasticity theory in comparison with the crystal plasticity model. The
numerical results in terms of average hydrostatic stresses are in the correct order
of magnitude relative to experimental data reported in literature. McGarry et al.
clearly demonstrate that under specific conditions it is possible to investigate certain
mechanical properties of balloon-expandable stents (e.g., recoil, foreshortening,
etcetera) with the presence of the balloon discarded in the numerical models.
Nevertheless (experimentally validated), full 3D stent modeling should be per-
formed in order to improve the accuracy according to McGarry and colleagues.

Gu and his colleagues [27] performed finite element analyses of covered microstents
(i.e., baremetal stentswith ultra-thin tubular coverings to treat for examplewide-necked
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intracranial aneurysms) to assist in the design of stent coverings and to select materials for
the cover in 2005. The primary objective of this study was to determine the mechanical
properties of the covered microstent (e.g., longitudinal shortening, elastic recoil.) and
investigate the effects of the covering on the mechanical behavior of the stent (e.g.,
deployment pressure vs. covering thickness). Careful observation of in vivo stenting
experiments showed an almost uniformly inflated balloon except at its two ends, and the
central portion of the stent is expanded by the uniformly inflated part of the balloon.
Therefore, the authors decided to expand the stents in the model by a uniform internal
pressure that was applied in small increments on the internal surface of the covered
microstent. During loading, pressure was increased until the final diameter of the stent
reached a certain value and then the pressure was decreased to study recoil. Although a
simple non-specified in vitro experiment was performed to study the expansion of the
stent, surprisingly no quantitative validation of the numerical results was presented in
terms of the recorded deployment pressure-diameter data.Consequently, the accuracy of
the proposed methodology has not been confirmed quantitatively.

A computational methodology that allows a set of stent parameters to be varied,
with the aim of evaluating the difference in the mechanical environment within the
arterial wall before and after angioplasty with stenting is proposed in the same
period by Holzapfel et al. [28]. This methodology is applied to an image-based 3D
geometrical model of a postmortem specimen of a human iliac artery with a
stenosis. 3D stent models are parameterized in order to enable new designs to be
generated simply with regard to variations in their geometric structure. The
following parameters are altered to analyze their inter-relationship: (1) the type of
stent cells, similar to three commercial products (Multi-Link Tetra, Guidant;Niroyal-
Elite, Boston Scientific and Inflow-Gold-Flex, InFlow Dynamics), (2) the geometry
of stent struts, and (3) the radial mismatch between the smallest lumen diameter in
the stenosis and the expanded stent diameter (nominal stent diameter). Further-
more, the numerical simulations allowed to characterize the following indicators:
(1) the change of the intimal pressure caused by the struts of the stent, (2) the stress
change within the arterial wall caused by the stent, and (3) the luminal change due
to angioplasty. The obtained numerical results are interpreted in terms of restenosis
rates reported in clinical studies. This approach allows the analysis of the 3D
interaction between the stent models and patient specific wall models, the quanti-
fication of change in the mechanical environment which occurs during stent
placement, and the comparison of effects of different parameters to identify optimal
stent designs. In the numerical simulations, the balloon is ignored and the (deforma-
tion dependent) pressure load is applied directly on the stent struts. This ground
breaking work combines parametric modeling of new stent designs with the possi-
bility to study the interaction of these designs with a patient-specific stenosis

In the same year, Lally et al. [29] analyzed the stress levels within a symmetric
atherosclerotic artery provoked by two different stent designs (S7, Medtronic AVE
andNIR, Boston Scientific). These stress levels are linked to possible vascular injury
and thus, to the degree of restenosis reported in clinical studies. The developed
methodology consists of two steps: firstly, the vessel was expanded to a diameter
greater than that of the “idealized’’ expanded stent by applying a sufficient internal
pressure to the vessel, and secondly, the pressure on the inner lumen of the artery
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was gradually reduced. The arterial tissue material model was determined by data
from uniaxial and equibiaxial tension tests of human femoral arterial tissue. The
hyperelastic constitutive model used to characterize the plaque tissue was deter-
mined by fitting to published data for human calcified plaques. Due to the elastic
nature of the hyperelastic arterial tissue the vessel contracted around the scaffolding
stent. The major limitation of the proposed methodology is the absence of the stent
expansion process. Therefore, the influence of the stenosis on the stent expansion
and the influence of the shear force during the expansion remain unstudied.

Migliavacca et al. [30] applied the finite element method to study the mechanical
behavior of a new generation coronary stent (BXVelocity, Cordis). The results from the
computationswerecomparedwith those froma laboratoryexperiment in termsof radial
expansion and elastic recoil. Furthermore,Migliavacca and his colleagues were the first
to compare the complianceof the stent in their simulationswith the compliance chart of
themanufacturer. The presence of the balloon is discarded in the analysis and a uniform
linearly increasing radial pressurewas applied to the internal surfaceof the stent tomimic
the free expansion of the stent. In addition, to investigate the mechanical properties of
the stent after the load removal, the stent was unloaded decreasing the internal pressure
back to zero. The authors state that the absence of any balloonmodel is the real decisive
element in interpreting the discrepancies between the experimental and the computa-
tional tests. Therefore, the development of more realistic computational models
accounting for the presence of the balloon (in its actual folded shape) is required.

In order to reduce the dogboning to a minimum, De Beule and his colleagues [31]
exploited the finite element method to investigate and compare the expansion of
different designs of a first-generation Palmaz-Schatz stent. The stent expansion is
studied by applying a uniformly distributed internal pressure directly to the inner
surface of the stent as proposed by Auricchio et al. [23]. The dogboning effect even
vanished when altering the original symmetric stent design to an asymmetric design.
Thus taking asymmetry into account in the design seems very promising, at least from a
dogboning point of view. However, no experimental validation of the numerical
results has been performed and the authors acknowledge that more realistic balloon–
stent interactions should be taken into account in future studies as the stent expansion
behavior might be governed by the unfolding and expansion of the balloon [32,33].

Finally, Bedoya and co-workers [34] numerically studied the effects of stent
design parameters on the stress field induced in the normal artery wall and the radial
displacement achieved by the stent during systole and diastole in the same year.
Each stent was positioned in a straight homogeneous cylindrical artery model with
non-linear hyperelastic mechanical properties. These mechanical properties were
obtained from pressure-diameter and force-elongation tests on a porcine artery
specimen. The study indicated that stent designs (consisting of concentric rings of
sinusoid like curves linked by straight bars of various lengths) incorporating large
axial strut spacing, blunted corners at bends, and high axial ring segment amplitudes
exposed smaller regions of the artery to high stresses, while maintaining an adequate
radial displacement. The results of this interesting study may have limited applic-
ability to the considered stent design. Timmins et al. [35] extended the work of
Bedoya et al. [34] by developing an algorithm to optimize stent design, allowing for
consideration of wall stress, lumen gain and cyclic deflection. The stent strut

Biomechanical Modeling of Stents: Survey 1997–2007 73



configuration was refined, via varying specific design parameters, to optimize stent
performance. This interesting study demonstrates the feasibility of medical device
design optimization under complex circumstances. Analogous to the methodology
developed by Lally and her colleagues [29], the stent expansion process is not taken
into account in both studies and the stent was initially a straight cylinder with a
constant diameter (larger than the systolic arterial diameter). Therefore, the pro-
posed design guidelines might alter when studying the real expansion in a patient
specific stenosis, a logical topic for further investigation.

3.2. Cylindrical balloon

Prior to the millennium, in 1999, Rogers et al. [5] were the first to report an innovative
experimental and numerical study on the balloon-artery interactions during stent place-
ment, hypothesizing that balloon-artery interaction is a mechanism of vascular injury
during stent deployment. Therefore, a two-dimensional finite element model was made
to investigate howballoon-artery contact stress and area depend on stent-strut geometry,
balloon compliance, and inflation pressure. The model assumed a linear elastic balloon
membrane under pressure loading conditions to study balloon extrusion between struts.

Figure 8 Displacement drivenCypher stent expansion (cylindrical balloon).
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The constitutive behavior of the arterialwallwas also considered to be linear elastic, based
on previously published studies. The study demonstrates the influence of balloon
compliance, stent geometry, and pressure load on contact pressure and surface.

One year later, Holzapfel et al. [36] studied the solid mechanics of angioplasty with
and without stenting to provide essential insight into the mechanisms of angioplasty
such as overstretching the disease-free tissue, plaque disruption or dissection, redis-
tribution inside thewall, and lipid extrusion.MagneticResonance Imaging (MRI)was
used to obtain accurate geometrical data for the vessel wall and plaque architecture and
to identify different types of soft (biological) tissues and calcifications. New experi-
mental results showing strong non-linearity and anisotropy were presented based on a
sample of a human iliac artery with eccentric stenosis. The numerical model – to study
both angioplasty procedures with and without the Palmaz-Schatz stent (Johnson&-
Johnson) – assumed a cylindrical balloon with pressure loading in the balloon. Their
non-linear numerical analysis showed that for this type of stenosis, with the presence of
a complete collagenous cap, the disease-free segments of the vessel wall were over-
stretched, i.e., loaded beyond the elastic limit, while the plaque region was relatively
unstretched. This (over)stretch leads to gains of the cross-sectional lumen area, which
turns out to be a major mechanism of angioplasty for this type of stenosis as also
suggested by other scientists. Subsequently, Holzapfel and his colleagues [37] analyzed
the 3D stress states of the investigated artery during balloon expansion and stent
deployment. Changes of 3D stress state due to model simplifications, which are
characterized by neglecting axial in situ prestretch, assuming plane strain states and
isotropic material responses, were studied. These simplifications lead to maximum
stress deviations of up to 600% and are thus in general inappropriate. The (fully inflated)
balloon is modeled as a rigid cylinder-shaped structure, and both the balloon inflation
and the stent expansion are modeled as displacement-driven processes. The authors
state that the assumption of a rigid cylinder is justified by the fact that fully inflated
angioplasty balloons behave as non-compliant tubular structures, though this assump-
tion has not been validated. The work byHolzapfel and his colleagues is groundbreak-
ing on the basis of the simulation of the stenosed artery, taking into account realistic
non-linear, anisotropic, and eccentric characteristics.

Recently, Liang and co-workers [38] investigated the biomechanical character-
istics of intracoronary stent implantation by developing a 3D model of the complete
stenting system and self-defined constitutive models for the plaque, the arterial wall,
and the balloon. The stress concentrations in the contacting areas between stent and
plaque, and the recoil ratios were examined. The artery and plaque were modeled
as two symmetrical concentric cylindrical tubes. Due to the model symmetry, only
a 120� segment was considered in this work. Uniaxial and biaxial experiments on
human arteries were used to develop a hyperelastic constitutive model for the
artery. In order to characterize the non-recoverable deformations of the interlining
between plaques and arteries, a visco-plastic material model was established for the
plaque. The authors state that this is a clearly limiting and somewhat unrealistic
assumption due to the lack of experimental data. The balloon was modeled as a
cylindrical plane with a fictitiously adopted hyperelastic material model in order to
try to capture the unfolding of the balloon. This is an interesting approximative
methodology, but unfortunately not validated.
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Even more recently, Ballyk [39] evaluated the impact of stent oversizing on
resultant arterial wall stress concentrations and examined the concept of a “stress
threshold’’ for neointimal hyperplasia development in 2006. A 3D large-strain
hyperelastic numerical model was used to examine the non-linear isotropic beha-
vior of a 6mm diameter straight cylindrical artery during stent deployment. In a
fashion similar to that used by Holzapfel et al. [36], a Palmaz-Schatz stent was
deployed to a diameter 30% greater than that of the native artery by a displacement-
driven process. Ballyk found that the order in which location-specific peak stresses
exceeded a predetermined stress threshold was constant: the threshold was first
surpassed at the stent ends, followed by the stent cross-links, then the stent struts,
and finally the bare (non-stent-covered) area between the stent struts. According to
several (experimental) studies, these locations corresponded to the most common
locations of intimal proliferation after stent deployment. Furthermore, an expo-
nential relationship between peak stress concentration and percent stent inflation
was formulated. These considerations provide a rationale for a stent design strategy
aimed at minimizing vascular injury by optimizing rather than maximizing balloon
inflation pressure and diameter. This interesting study is mainly limited by the
absence of a realistic balloon, which will induce additional vessel stresses when
protruding the bare (non-stent-covered) area between the stent struts (as shown by
Rogers et al. [5]) and might also have an impact on the order in which the threshold
is exceeded by the peak stresses. These findings could be supported by targeted
(e.g., in vitro) experiments.

Also in 2006, a new methodology for quantitatively predicting the fatigue life of
cobalt-chromium stents was presented by Marrey et al. [40]. In addition, fracture
mechanics analysis is used to evaluate the role of pre-existing microstructural flaws.
Therefore, the severity of such flaws observed on expanded stents are assessed
quantitatively in terms of the propensity of the flaw to propagate and lead to in
vivo failure of the stent when subjected to cyclic systolic/diastolic pressure loads
within the implanted artery. The loading on the stents was modeled in terms of four
discrete phases that are experienced in service, namely (1) assembly onto the
balloon catheter (i.e., crimping), (2) balloon-inflation, (3) recoil, and (4) physiolo-
gical loading within the artery. At the end of the crimping phase, a semi-rigid
expansion cylinder was used to expand the stent into a hyperelastic tube, simulating
the controlled inflation of the balloon. The symmetric hyperelastic tube repre-
sented the section of the coronary artery into which the stent is implanted. The
material constants of the hyperelastic tube were numerically calibrated to exhibit a
physiologically relevant coronary arterial distension. Marrey et al. clearly demon-
strate that under certain specific conditions it is possible to investigate the mechan-
ical properties of balloon-expandable stents with the presence of the actual folded
balloon shape discarded in the numerical models.

In the same period, an interesting comparison of element technologies for
modeling stent expansion was published by Hall and Kasper [41]. The computa-
tional efficiency and results achieved using continuum solid, shell, and beam
elements are compared, and the study shows that all of the element formulations
provide (asymptotically) a similar response in the context of stent deployment
simulations. Among the element choices, the beam formulation is computationally
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most efficient by a significant factor with regard to problem size, time, and memory
requirements. Furthermore, the beam simulations predict nearly the same extreme
values of stress, strain, and equivalent plastic strain at identical locations on the stent.
Hall and Kasper clearly show that beam discretization of stents might be very useful
to speed up some aspects of the design phase; however, modeling the vascular
reaction to stenting and the consequent flow disturbance might be more challen-
ging using beam elements.

Next, Wang et al. [42] applied the finite element method to simulate the
transient expansion phase of a stent/balloon system with different stent structures
and balloon lengths under internal pressure-loading conditions. Two types of stents
(with length equal to 9.8mm) and six collocations of stent and balloon were
modeled to investigate the reduction (elimination) of the dogboning phenomenon
by decreasing the balloon (over)length and increasing the stent-end stiffness
(i.e., increased strut width). The authors state that a “virtual’’ linear elastic material –
designed to imitate the behavior of the real balloon with a simple cylindrical model –
does not notably affect the transient deformation of a stent. The finite element results
were validated qualitatively by recording the transient stent (with length= 17
mm!) expansion process and by measuring the outer diameter and stent length
at different inflating pressures (providing pressure–diameter curves). Although
this methodology has several interesting features, certain limitations in the
approach need to be addressed. Firstly, the discrepancy between the stent length
in the numerical and experimental models is not motivated, and secondly, the
numerical results are not validated quantitatively, whereas the proposed metho-
dology provides both numerical and experimental pressure–diameter informa-
tion. Therefore, the accuracy of the “virtual’’ cylindrical balloon hypothesis is not
(yet) demonstrated.

Takashima et al. [43] characterized the stress distribution at the contacts
between the stent and the artery using mathematical and experimental modeling.
Comparison of the experimental with the finite element results revealed that the
contact area between the stent (with a high number of cells and links) and the artery
model was distributed over the total surface of the stent. The stents are expanded
“in numero’’ by the inflation of a very stiff cylindrical balloon (Young’s modulus of
400GPa) controlling the displacement of the stent. The finite element results
(in terms of contact area ratio) were validated both qualitatively and quantitatively,
and the contact areas of the stents corresponded to the areas of high radial
compressive stress. The contact area ratios were (much) larger in the experimental
model than in the finite element analysis. The authors suggest that this discrepancy
may be the result of several factors (contact surface area calculation, problem non-
linearity, material parameters, mesh size), which are all variables that can (easily) be
examined by extending the numerical model. However, the main limitations seem
to be the discrepancy between the geometry and the loading conditions of both the
numerical model (length of vessel and plaque: 18 and 7mm; vessel outer diameter:
3.6mm; displacement-driven process) and the experiment (length of vessel and
plaque: 50 and 30mm; vessel outer diameter: 4mm; pressure-driven process).
Consequently, simulating the exact experiment could surely reduce the variation
in the contact area ratios.

Biomechanical Modeling of Stents: Survey 1997–2007 77



Finally, Wu and his colleagues [44] proposed a finite element-based methodol-
ogy to study the stent expansion in both a straight and a curved vessel. The stent
expansion in the curved vessel was simplified as follows: firstly, the vessel was
expanded by applying a pressure on the inner surface of the tissue. Subsequently,
the stent was expanded with a straight semi-rigid balloon and the pressure on the
vessel was reduced. Lastly, the balloon diameter was reduced to its original shape.
Their results show a hinge effect at the stent extremities and a straightening of the
curved vessel by stenting. Furthermore, the maximum tissue prolapse was more
severe, the minimum lumen area decreased and the tissue stress levels were higher
for the curved vessel model when compared to the straight vessel model. The
proposed methodology is one of the first to investigate the stenting procedure of
curved vessels, but (some) of the results and conclusions should be interpreted
skeptically as the validation is limited. The main limitation seems not to be the
absence of the fluid dynamical aspect (i.e., study of the flow disruption in the
stented vessel), but the applied stent expansion methodology which might influence
tissue prolapse, minimum lumen area, and tissue stress levels. Therefore, experimental
evidence seems necessary to show whether the actual stent expansion might be
simplified as proposed by the authors. Furthermore, the real non-recoverable defor-
mations of the tissue during a stenting procedure (which cannot be captured by the
applied hyperelastic constitutive behavior for the vessel and plaque) will influence the
tissue stress levels, as already mentioned by Holzapfel et al. [37], and probably also
influence the interaction between the stent and the vessel wall.

3.3. Folded balloon

Recently, De Beule and colleagues [32] accomplished to model the free expansion
of the Cypher (Cordis) stent by applying a uniform pressure up to 1.5N/mm2 on
the inner surface of a tri-folded balloon. Accounting for the presence of the balloon
in its actual tri-folded shape reveals a particular deployment pattern as depicted in
Figure 9. The numerical results correspond very well to pressure/diameter data
provided by the manufacturer as the maximum percent difference in diameter is an
overestimation of only 5.7% occuring at a pressure of 0.6N/mm2. Discarding the
balloon from the analysis and applying the same pressure directly on the stent’s
inner surface leads to an underestimation of the diameter of 62.6% at the same
pressure (Figure 10). The validated model is then used to study the effect of the
crimping process (on the delivery catheter) on the stent expansion behavior. This
allowed the authors to conclude that the influence of the residual stresses induced
by the crimping phase on the overall stent expansion behavior is minor, but
nevertheless influences the maximum von Mises stress and nominal strain. Depend-
ing on the context in which to use the developed mathematical models, the
crimping phase can be discarded from the analyses in order to speed them up. In
addition, the effect of the size dependency of the material properties and the impact
of the magnitude of the yield stress on the stent expansion behavior are investigated
by De Beule and co-workers [33]. Murphy et al. [18] examined small 316L stainless
steel strut specimens (60–500mm) under uniaxial tensile loading conditions in an
experimental study. The results showed a size dependency of the failure strain
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Figure 10 Results from the FE analyses (No balloon: crosses; and tri-folded balloon: empty
squares) and data provided by the manufacturer (solid circles). Simulation results accounting
for the folded balloon compare favorably with manufacturer data.

Figure 9 Pressure-driven Cypher stent expansion (folded balloon).Top: no pressure; Middle:
low pressure range; and Bottom: high pressure range.
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(i.e., smaller struts fail earlier than larger struts). In the numerical model, the
maximum value of the nominal strain in the expanded stent does not exceed the
critical values defined by Murphy et al; moreover, the critical values are nowhere
exceeded in the whole stent during the expansion. Finally, there seems to be no
consensus in literature regarding the mechanical properties to describe the (in)
elastic material behavior of 316L stainless steel (SS 316L) (see Table 1). Values for the
modulus of Young vary little from 190,000 [24] to 209,000N/mm2 [26], though
the reported values for the yield stress range from 205N/mm2 [23] – even further
reduced to 105N/mm2 [30] – to 375N/mm2 [18]. Presumably, this wide range in
reported yield stress values is caused by the pre-treatment (e.g., hot rolling, cold
finishing, annealing, electropolishing) of the tested experimental specimens.
Consequently, the yield stress should be obtained from tensile tests on specimens
extracted from batches that are eventually used to manufacture the stent structure.
Because of this discrepancy in the description of the constitutive material behavior,
the authors examined the impact of the magnitude of the yield stress on the stent
expansion behavior. As the stent expansion is driven by plastic deformation, an
increase (from 205 to 375N/mm2) in yield stress results in a higher resistance to
expansion. To the best of the author’s knowledge, these validated numerical models
are the first that take realistic (folded) balloon–stent interaction into account. As
these numerical results – accounting for the presence of the balloon in its actual
folded shape – correspond very well with pressure/diameter data provided by the

Table 1 Material properties SS316L

Group Young
Modulus
(N/mm2)

Yield stress
(N/mm2)

Material reference

Auricchio [23] 196,000 205 Metals handbook (American
Society for Metals)

Etave [24] 190,000 ? Standard stress/strain curve for
annealed material

Migliavacca [25] 196,000 205 Auricchio et al. [23]
McGarry [26] 209,000 264 Uniaxial tensile test
Gu [27] 196,000 205 Auricchio et al. [23]
Lally [29] 200,000 – –
Migliavacca [30] 196,000 105 Kinematic hardening yield

stress reduction (crimping)
Liang [38] 201,000 330 Tensile tests on wires
Hall [41] 196,000 290 –
Wang [42] 201,000 ? Tensile test on annealed wire
Bedoya [34,35] 200,000 – –
De Beule [31–33] 196,000

[196,000]
205
[375]

Auricchio et al. [23] [Tensile test
on (stent) struts with varying
width (Murphy et al. [18])]

Wu [44] 201,000 280 Standard true stress/strain
curve for annealed material

Takashima [43] 200,000 315 –
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manufacturer, this approach could be the basis for new realistic computational
models of angioplasty procedures. These numerical models will offer interesting
insights into the mechanical aspects of such procedures and play a key role in the
design of new devices (e.g., dilatation catheters, stents).

3.4. Summary

For each of the above-mentioned studies; the aim, the balloon inflation methodol-
ogy, and the validation strategy are briefly summarized in Table 2.

Table 2 Chronological overview of balloon-expandable stent modeling

Group Research Balloon Validation

Rogers [5] 2D analysis of balloon/
artery interaction.
Contact pressure and
surface are dependent on
balloon compliance,
stent geometry, and
pressure load

Linear elastic
membrane

In vivo and in vitro
experiments
(qualitatively)

Dumoulin
[22]

Free stent expansion:
evaluation and
characterization of some
mechanical stent
properties

No balloon Examination of in
vitro experiment

Holzapfel
[36]

Mechanisms of angioplasty Elastic
cylinder

Literature (principle of
luminal gain)

Auricchio
[23]

Vascular reaction to
Palmaz-Schatz stent
expansion: influence of
modified stent geometry

No balloon Literature (stent
mechanical
properties)

Etave [24] Seven mechanical
characteristics of Palmaz-
Schatz and Freedom stent

Theoretical
analysis

Not reported

Migliavacca
[25]

Mechanical behavior of
Palmaz-Schatz stent:
modification of stent
design. Comparison
Carbostent and Multi-
Link Tetra stent

No balloon None

Holzapfel
[37]

3D stress state in patient-
specific stenosis with
anisotropic material
properties during
balloon expansion and
stent deployment:
influence of constitutive
material model
simplifications

Rigid
cylinder

None (proposes
appropriate in vitro
benchmark test)

(Continued)
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Table 2 (Continued )

Group Research Balloon Validation

McGarry
[26]

Deployment characteristics
(recoil, foreshortening,
and fatigue safety factor)
of NIR stent using a 2D
model of a unit cell
(recoil, foreshortening)
based on
micromechanical
modeling. Stent material
behavior described by
classical and crystal
plasticity theory

No balloon Literature (non-
uniform grain level
deformation and
residual stresses)

Gu [27] Mechanical performance
of the covered Palmaz-
Schatz microstent (e.g.,
longitudinal shortening,
elastic recoil,
deployment pressure vs.
covering thickness)

No balloon In vivo and in vitro
experiments
(qualitatively)

Holzapfel
[28]

3D interaction between
different stent models
(Multi-Link Tetra,
Niroyal-Elite and Inflow-
Gold-Flex) and a patient-
specific wall model with
anisotropic material
properties.
Quantification of the
change in the
mechanical vascular
environment during
stent placement and
comparison of the effects
of different parameters to
identify optimal stent
designs. Linked to
restenosis

No balloon Literature (degree of
restenosis)

Lally [29] Stress levels within a
symmetric
atherosclerotic artery
provoked by S7 and
NIR stent. Linked to
restenosis

No balloon Literature (degree of
restenosis)

Migliavacca
[30]

Mechanical behavior of
BX Velocity coronary
stent

No balloon Data manufacturer and
experimental test.

Liang [38] Simulation of balloon-
driven stent expansion in
stenosed artery

Hyperelastic
cylinder

None
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Table 2 (Continued )

Group Research Balloon Validation

Ballyk [39] Evaluation of the impact of
stent oversizing on
resultant arterial wall
stress concentrations and
examination of the
concept of a “stress
threshold’’ for
neointimal hyperplasia
development

Rigid
cylinder

Literature (locations of
intimal proliferation
after stent
deployment)

De Beule
[31]

Introduction of asymmetry
in the Palmaz-Schatz
stent design to avoid
dogboning

No balloon None

Marrey [40] New methodology for
quantitative prediction
of the fatigue life of
cobalt-chromium stents

Semi-rigid
cylinder

Experimental tests on
stent (wire)
specimens

Hall [41] Comparison of element
technologies for
modeling stent
expansion

Semi-rigid
cylindrical
surface

None

Wang [42] Transient expansion
behavior and design
optimization of coronary
stents: reduction of
dogboning by adapting
stent geometry and
balloon length

Linear elastic
cylinder

In vitro experiments
(qualitatively)

Bedoya [34] Monitoring of the radial
displacements achieved
by the stent during
systole and diastole and
the stress levels within a
symmetric artery
provoked by different
stent designs. Linked to
restenosis

No balloon None

Wu [44] Stent expansion in both
straight and curved vessel

Rigid
cylinder

None

De Beule
[32]

Effect of crimping the
Cypher stent on a
trifolded balloon on its
expansion behavior.
Quantification of the
impact of balloon
neglect on the stent
expansion behavior

Elastic trifold Compliance chart
manufacturer

(Continued)
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4. ALTERNATIVE METHODS FOR BIOMECHANICAL MODELING

OF STENTS

As stated in the introduction, this review focuses on Finite Element Method
(FEM)-based studies dealing with the mechanical behavior of (balloon expanding/
expanded) stents. The study of the mechanical properties of the Palmaz-Schatz and
Freedom stents by Tan and his colleagues [45] was not included in the survey as the
expansion methodology is not described. In addition, the FEM can be applied to
study other important mechanical stent characteristics, such as tissue prolapse,
flexibility, strut micromechanics, and also self-expandable stents. Furthermore,
the impact of the stent design (e.g., strut shape, interstrut distance) on the blood
flow patterns can be examined using Computational Fluid Dynamics (CFD).
Finally, the kinetics of the drug release – in the case of DES – can also be examined
numerically. Some studies dealing with these issues are summarized below.

4.1. FEM – Prolapse, flexibility, and strut micromechanics

To analyze tissue prolapse in cardiovascular stents, Prendergast et al. [46] performed
uni- and biaxial experiments on human femoral artery and porcine aortic vascular
tissue to develop a hyperelastic constitutive model of vascular tissue suitable for
implementation in a finite element model. To study the deflection of tissue
between the struts of the stent (i.e., prolapse), four stent designs (BeStent 2,
Medtronic AVE; Niroyal, Boston Scientific; Velocity, Cordis; Tetra, Guidant) were
expanded in vitro to determine their repeating-unit dimensions. This geometrical

Table 2 (Continued )

Group Research Balloon Validation

De Beule
[33]

Effect of the size
dependency of the
material and the impact
of the magnitude of the
yield stress on the Cypher
stent expansion behavior

Elastic trifold Compliance chart
manufacturer

Timmins
[35]

Development of an
algorithm to optimize
stent design, allowing for
consideration of
competing wall stress,
lumen gain, and cyclic
deflection

No balloon None

Takashima
[43]

Simulation and
experimental
observation of contact
conditions between
stents and artery models.

Elastic
cylinder

Qualitative and
quantitative (contact
area ratio)
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information was used to generate a finite element model of the vascular tissue
supported within a repeating unit of the stent. This methodology is proposed as a
way to compare stents relative to their potential for restenosis and as a basis for a
biomechanical design of a stent repeating-unit that would minimize restenosis. The
stent measurements were obtained by taking pictures of the fully expanded stent
under a microscope and the images were then projected onto a 3.5mm cylinder to
define the geometry of one repeating unit of each stent design. Consequently, the
blood vessel is modeled as a symmetric concentric cylindrical tube. The most
important simplification made by the authors is that the prolapse is not investigated
by taking the stent expansion process into account. Furthermore, the effect on the
prolapse of taking a realistic (patient-specific) artery with a stenosis into account is
not (yet) examined.

Both Petrini and her colleagues [47] and Mori and Saito [48] explored the
advantages of the finite element method in order to investigate stent performance in
terms of flexibility. Petrini et al. considered two 3D models resembling two new-
generation coronary stents (BX Velocity, Cordis and Carbostent, Sorin Biomedica),
both in the expanded and in the unexpanded configuration. The main limitations
of the work are the absence of an experimental validation and the absence of the
delivery system during the flexibility analysis in the unexpanded configuration.
Mori and Saito applied the four-points bending test to evaluate stent flexibility, and
employed the finite element method to assess the effect of stent structure on
flexibility in stents with differing link structures under compressive loading condi-
tions. The flexibility predicted from their simplified 2D finite element analysis
correlated with the bending stiffness of the stents. The main limitation of this
study is that the flexibility is examined only in the stent’s expanded configuration,
where the stent also should possess flexibility for maneuverability through tortuous
vasculature to the site of occlusion in the unexpanded configuration.

The use of finite element analysis to predict the mechanical failure of stent struts
was investigated by Savage et al. [49]. A 2D computational micromechanics
approach was considered involving an explicit representation of the grain structure
in the steel struts to accurately represent the constitutive behavior of the material, as
question arises as to the suitability of using bulk material properties at the size scale
of stent struts. The predictions of the failure strains in virtual uniaxial tensile tests on
strut specimens are in good qualitative agreement with the experimental results of
Murphy and his colleagues [18], i.e., the observation of a similar trend in the
variation of the failure strain with strut thickness. In order to produce better
quantitative results, full 3D models and models with an explicit damage mechanism
seem necessary before even thinking of studying the (micro)mechanical behavior of
entire stents in their natural environment. Furthermore, these extended models
might require very high computational times as already stated by the authors.

4.2. FEM – Self-expandable stents

The first one to report a numerical study on the behavior of self-expandable stent
structures was Whitcher [50], who estimated the in vivo structural behavior and
fatigue properties of nitinol stents. Migliavacca and colleagues [51] analyzed the
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stress state induced on the vascular wall, by the expansion of both balloon- and self-
expandable stents using the finite element method, as the modified mechanical
stress state is in part responsible for the restenosis process. Comparing the stainless
steel balloon expandable stent with the shape memory alloy (Nitinol) self-expandable
one, the latter induces lower stresses, but on the other hand, its lower stiffness
induces a lower capability to restore artery lumen and to counteract arterial elastic
recoil. However, because of the strong dependency of the material properties on
the shape memory alloy composition and thermomechanical treatment, this study
does not make any attempt to give quantitative indications. In a more general
computational study of the shape memory alloy (SMA) behavior in biomedical
applications, Petrini and her colleagues [52] performed an experimental and virtual
stent crush test. Again, the exact knowledge of the real characteristic material
parameters is missing, but the observed agreement between the experimental and
the numerical results is encouraging and shows the capability of the implemented
material model to describe the fully 3D behavior of SMA devices. A novel
and interesting concept of progressively expanding shape memory stents was proposed
and studied by Theriault et al. [53]. To prevent restenosis caused by intimal
hyperplasia, related to arterial wall injury due to the violent penetration of the
stent structure, this study proposes a nitinol self-expanding stent with a progressive
expansion system activated by the creep effect of polyethylene rings. This device
will impose a smooth and gradual contact between the stent and the endothelium,
giving the artery the opportunity to adapt to the presence of the device. A modeling
strategy was proposed to obtain the final geometry of the stent laser cut from a small
tube and to examine the behavior of the prosthesis during surgery and over the 4
weeks following the operation. The numerical results demonstrate that a compro-
mise can be reached between a limited expansion prior to the inflation of an
expandable balloon and a significant expansion by creep of the polymer rings.
However, experimental validation of the mechanical behavior of the prosthesis is
missing and the interaction of the device with a (patient specific) stenosis has not yet
been investigated. In a virtual study by Wu and colleagues [54], two superelastic
stents were delivered into a stenotic carotid bifurcation through a sheath and self-
expanded in the internal and common carotid artery. The stent with shorter struts
had less malapposition areas, a higher luminal gain, caused more tortuosity changes
and induced higher maximum vessel stresses. The actual stent release from the
catheter is simplified by assuming a uniform diameter increase of the sheath and
contact between the stent struts during compression of the stent in the sheath is
neglected. Furthermore, only one kind of nitinol material properties was modeled,
whereas the actual (and highly adaptable) nitinol properties can influence the stent
mechanical properties greatly. The above-mentioned assumptions can (only) be
justified through a missing targeted experimental validation.

As summarized above, the studies in engineering literature dedicated to the
analysis of the mechanical properties of nitinol self-expanding stents and to their
interaction with the vessel wall focus on tubular stents. In contrast, the number of
virtual studies related to wire stents is rather limited. This is surprising because of
the wide application field of these devices [55–58]. Jedwab and Clerc [59] devel-
oped an experimentally validated theoretical model of a self-expanding metallic
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wire stent with the aim of predicting the various mechanical properties of the stent.
Wang and Ravi-Chandar [60,61] developed a mathematically rigorous model,
based on the theory of slender rods, that describes the response to internal and
external loading conditions of a metallic braided wire stent, and the obtained results
were validated with experimental data. In addition, Canic et al. [62] performed an
analytical study in order to analyze the mechanical properties of two bare-metal
braided stent grafts and to compare their response to hemodynamic forces. Further-
more, Brand and his colleagues [63] developed an analytical approach for the
mechanical interaction of the self-expanding Cardiocoil (Medtronic InStent) stent
with the stenosed artery. All these studies show good results, but at the same time,
they demonstrate the necessity to build complex analytical models to examine the
mechanical behavior of wire stents. Furthermore, these analytical models seem
challenging to analyze the expansion of wire stents in patient-specific anatomical
geometries and seem unable to capture the mechanical behavior of innovative
bioabsorbable braided stents [64]. In an attempt to partially justify the lack of finite
element-based wire stent studies, one should consider the complexity of building
the geometrical model of such a wire stent using classical CAD methodologies and
subsequent (numerical) analysis of this family of stents.

4.3. CFD–drug elution and immersed FEM

Frank and his colleagues [65] have given a brief overview of Computational Fluid
Dynamics (CFD) research studies dealing with stent design. CFD approaches are
well suited for obtaining detailed information on stent flow patterns, and the strong
dependence of flow stagnation (possibly related to restenosis) on stent-strut spacing
has been clearly demonstrated. He and co-workers [66] examined detailed flow
characteristics by estimating the Wall Shear Stress (WSS) in the near-strut region of
realistic stent designs using 3D CFD. Their results also indicated that stent design is
crucial in determining the fluid mechanical environment in an artery. The results of
the 3D CFD study of LaDisa et al. [67] supported the hypothesis that circumfer-
ential vascular deformation after stent implantation imparts distinctive alterations in
WSS that are not detected by using a standard circular model of the vascular cross
section. In addition, Benard and his colleagues [68] investigated the effects of blood
(rheological) properties on changes in intra-stent flow with a 3D CFD model.
Balakrishnan et al. [69] coupled computational fluid dynamics and a mass transfer
model to predict drug deposition for single and overlapping drug-eluting stents.
The simulations correlated with in vivo effects and revealed that drug deposition
occurs not only beneath regions of arterial contact with the stent strut, but surpris-
ingly also beneath standing drug pools created by strut disruption of flow. To
conclude, the mechanical behavior of stents during and after implantation were
studied by Gay et al. [70] using a fluid–structure interaction computational tech-
nique. This complex fluid and deformable structure interaction problem was
tackled using an immersed finite element method (IFEM) and allows to study the
flow patterns during the deployment of a stent. However, the proposed modeling
strategy is not (yet) validated, and the effect of realistic stent expansion by balloon
unfolding on the flow patterns remains unknown.
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5. FUTURE PROSPECTS

Future developments in stent modeling will most likely include further integra-
tion of innovative (braided and tubular) stent designs and materials in realistic patient-
specific stenosis models. Such integrated models may even further raise its share in the
stent design phase and eventually enter the clinical practice to optimize the coronary
revascularization procedure for a specific patient (e.g., as a presurgical planning tool).

In the “hunt’’ for the ideal stent, new stent materials [e.g., cobalt-chromium,
superelastic shape-memory alloys, (biodegradable) polymers, magnesium.] are
emerging. Each of these materials has a specific constitutive behavior and conse-
quently requires a specific innovative stent design. These inventive stent designs
and materials can and will further be tested and evaluated “in numero’’ [40,52,71].

The current (r)evolution in medical imaging, providing scientists with even more
detailed and accurate geometrical information for the vessel wall and plaque architec-
ture, in combination with new insights into the constitutive material behavior of soft
(biological) tissues and calcifications will allow further optimization of the strategy
proposed byHolzapfel and his colleagues [36]. In addition, the recent advances in both
image reconstruction, allowing to transfer these detailed medical images and material
data into an accurate mathematical model, and simulation tools (e.g., complex contact
definitions [32,33]) will only speed-up this optimization. Furthermore, validation of
these numerical resultswith innovative (targeted) experiments [43]will only encourage
the use of the “in numero’’ strategy. Therefore, the idea of a surgeon implanting a
patient-specific stent, selected by means of a numerical presurgical planning tool, no
longer seems science fiction.

6. CONCLUSION

From this review, it is obvious that the finite element method offers numerous
possibilities in the optimization of (coronary) revascularization procedures. The appli-
cation of such a numerical approach in this specific biomechanical research domain is
quite recent (1997) and has known an enormous evolution the last few years.
Undoubtedly, all previously mentioned papers have contributed to the current level
of understanding the mechanics of both stent designs and angioplasty procedures, and
the quality of these studies should be evaluated taking into account the available
prescience and computational facilities (at the moment of publication). In the early
years, numerical simulations were based on Palmaz–Schatz (Johnson & Johnson)-like
stents and simplified symmetrical stenosed arteries, mainly due to their straightforward
geometry (e.g., the pioneering study published by Auricchio [23]). Furthermore, the
Palmaz–Schatz stent was the only stent used in a multitude of large clinical studies at
that time. Since then this numerical (r)evolution has been characterized by some
important milestones, such as (i) the introduction of patient-specific stenosis models
by Holzapfel and coworkers in 2000 [36], (ii) the introduction of next generation stent
geometries by Migliavacca et al. in 2002 [25] and the introduction of stent design-
optimization techniques by Timmins and his colleagues [35].
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An astonishing observed fact in numerous studies is the lack of experimental
evidence for the obtained numerical results, creating a missing-link with reality and
provoking an (understandable) skepticism with respect to numerical models and to
the conclusions drawn from them. The little validation that is performed is often
merely qualitative, and thus not always applicable to interpret and verify the
numerical results. The only consistent quantitative validation regarding the stent-
free expansion is from Migliavacca et al. [30], showing the considerable discrepancy
between numerical results and reality when discarding the presence of the balloon.
Regarding the vascular reaction to stent deployment, it should be nuanced that
measuring the — by the stent (expansion) induced — stresses in the vessel wall in
an experimental setup is a huge challenge. For such specific numerical studies, it
makes sense to compare the results with clinical findings in literature (e.g., restenosis
rates). Nevertheless, caution should be paid to the adopted methodology of the
cited clinical trials (i.e., investigated stent designs, patient recruitment), and speci-
fically designed new clinical follow-ups could be required for thorough validation
of the developed hypotheses from the numerical results. In addition, it should be
feasible to examine the deployment characteristics of a stent using, for example, X-
ray (Nano) Microtomography [72]. Furthermore, the impact of the assumptions
that were made (e.g., balloon neglect or simplification, applied constitutive material
models), on the obtained results should be investigated thoroughly, as already
indicated by Holzapfel et al. [37].

The reported different methodologies to model the free expansion of a balloon-
expandable stent should be evaluated and compared to assess the optimal free
expansion methodology for finite element-based stent design. Such a comparison
can help define the context in which neglecting the folded shape of the balloon is
acceptable.
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Abstract

A wide variety of biomedical problems require the extraction of signals of interest from
recordings corrupted by other physiological activity signals, noise and interference. The task
is facilitated when multiple sensors on different locations record simultaneously the biome-
dical phenomenon under examination. This chapter provides an overview of signal proces-

sing techniques to extract the signal(s) of interest and cancel the interference by
exploiting the spatial diversity available in the multisensor measurements. The focus is on
three different approaches, namely, multi-reference optimal Wiener filtering, spatio-temporal

cancellation and blind source separation. The working assumptions and main algorithmic
implementations of these techniques are discussed, and their usefulness is demonstrated
on real recordings issued from various biomedical signal processing problems.

Keywords: array signal processing, blind source separation, electroencephalogram,
electrocardiogram, higher-order statistics, independent component analysis, multisensor
measurements, optimal Wiener filtering, principal component analysis, second-order
statistics, spatial diversity, synchronized averaging

1. INTRODUCTION

1.1. Aim and scope of the chapter

Physiological phenomena are typically associated with measurable variations of
physical magnitudes such as electric potential, giving rise to biomedical signals. Never-
theless, the measurement of signals of physiological or clinical interest is often hindered
by other biomedical activities, noise and interference. In recordings taken from the
mother’s skin during pregnancy, the electrical activity from the fetal heartbeat can be
masked by the stronger maternal cardiac activity. In electrocardiogram (ECG) record-
ings from atrial fibrillation sufferers, the electrical activity from the atria appears mixed
with that from the ventricles. In electroencephalogram (EEG) recordings from
epileptic patients, epileptic discharges and the brain’s background activity contribute
simultaneously to the signals measured by scalp electrodes, and can be further
corrupted by artifacts such as eye blinks or body movements.

These and many other similar scenarios call for signal processing techniques
to extract the desired signal – the fetal heartbeat, the atrial activity, the epileptic-
related brain source, etc. – from the artifact-corrupted measurements. Traditional
techniques such as frequency filtering or synchronized averaging and subtrac-
tion can be used to process the output of a single sensor. However, in many
applications multiple sensors at different locations are available to record simulta-
neously the physiological phenomenon under analysis. The spatial diversity of the
multisensor recordings can then be exploited to significantly improve the signal
extraction and interference cancellation performance. In particular, the proper use
of spatial diversity allows the separation of signals with overlapping frequency
spectra. The main idea is to combine judiciously the multisensor observations, an
operation known as spatial filtering, in order to estimate the signal of interest
directly, or indirectly by first estimating and then cancelling the interference.
Specific approaches differ in the manner in which spatial filters are designed.
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Designs can be based on elaborate signal models trying to explain accurately the
physiological phenomena under study, or simpler models sacrificing precision for
mathematical tractability.

Three spatial filtering approaches are surveyed in this chapter. The first approach
(Section 3) is arguably the most classical and consists of the application of optimal
Wiener’s filter to the scenario of multiple reference signals [1]. The technique assumes
the availability of some observations containing information correlated with the
artifact, but uncorrelated with the desired signal. The interference present in the
corrupted sensor output is estimated by filtering these artifact-correlated recordings.
The desired signal is finally obtained by subtracting the estimated interference. This
technique exploits the often plausible assumption of uncorrelation between the desired
signal and the artifacts and relies on the second-order statistics of the data.

The second approach, referred to as spatio-temporal cancellation (Section 4), can be
considered as an extension of the conventional synchronized averaging and subtraction
technique to the multisensor case [2]. This approach constructs a spatial template of the
interfering waveforms by first detecting their occurrence in the recording of each lead.
By relying on the repetitive character of the interference, synchronized averaging helps
remove other activity, such as the desired signal, uncorrelated with the interfering
waveform. Before subtraction, the estimated template is optimally scaled in amplitude
and aligned in time to every occurrence in the recordings.

Blind Source Separation (BSS), a rather general array processing approach not
limited to biomedical applications, is addressed at the end of this chapter (Section 5).
In this recent technique [3–6], the observed signals are considered as unknown linear
mixtures of some unknown sources representing the underlying biological activity.
The source waveforms can be estimated at the separator output by spatial filters
recovering a known property of the sources such as mutual independence. Measuring
these properties typically involves statistical information at orders higher than two
(higher-order statistics). By isolating the estimated sources of interest and their corre-
sponding mixing coefficients, the contributions of the desired biomedical activity to
the recordings can be easily reconstructed free from noise and interference. BSS can be
seen as a generalization ofWiener’s noise cancelling approach without pure references.

For didactic purposes, each approach is first motivated by one of the biomedical
problems briefly presented at the beginning of this chapter. The mathematical
details of the signal processing techniques are then developed and illustrated by
application results on real recordings. A summary and some concluding remarks on
the perspectives and further applications of the presented techniques (Section 6)
bring the chapter to an end.

First, Section 2 addresses the modeling of the biomedical signals considered in
this chapter. The signal processing techniques developed in Sections 3–5 are based
on these models.

1.2. Mathematical notations

Throughout the rest of the chapter, scalars, vectors, and matrices are represented by
lightface (a, A), boldface lowercase (a) and boldface uppercase (A) letters, respec-
tively. In is the n� n identity matrix. Notation kak denotes the Euclidean norm of
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vector a. Superscript (�)T is the transpose operator; hence, aTb is the Euclidean
scalar product between vectors a and b, whereas aTa= kak2. Symbol Ef�g stands
for the mathematical expectation.

2. GENESIS OF BIOMEDICAL SIGNALS

The modeling of the generation of bioelectrical signals and their propaga-
tion across the human body plays an important role in biomedical signal
processing. The assumed model inspires, and to a large extent determines, the
signal processing methods that may be proposed to solve a given biomedical
problem. The application of the proposed methods on biomedical signals will
generate results whose analysis and validation will provide enhanced clinical
information and physiological understanding about the biomedical problem
under study. In turn, this improved knowledge will help refine the models and
methods, and so on, thus closing the methodology cycle illustrated in Figure 1.
This section summarizes the signal models on which the extraction techniques
presented later in this chapter implicitly rely.

2.1. A biomedical source model

At the cellular level, communications involving cerebral or muscular neurons occur
through the release and uptake of ions called neurotransmitters. This form of
communication, taking place at the extracellular space where two or more neurons
connect (the so-called synaptic clefts), introduces an oriented current and an
associated electromagnetic field. The model used hereafter to represent this bioe-
lectrical activity is a dipole and its corresponding potential field. The sum of dipoles
can be considered as another equivalent dipole, so that a totally analogous model
holds, but at different scales, from the cellular to the organ level. This section
addresses the dipole model and shows its importance in bioelectrical signal model-
ing. The concepts of stationarity and instantaneous linear propagation are also
briefly discussed.

Patient

Modeling

Biomedical

signals
Signal processing

Physiology

Results

Clinical information

Physiological understanding

Figure 1 Biomedical signal processingmethodology.
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2.1.1. The dipole model in a homogeneous infinite medium
The relevance of the dipole model lies in that it defines realistic linear generative
models for the signals issued from bioelectrical phenomena. Under such models,
these signals can be processed by simple linear operations, such as the linear spatial
filters discussed in this chapter. The dipole model is often very accurate in practice,
since the potential created by any electrical charge distribution accepts the so-
called multipole expansion where the dipole term is dominant when the total
charge is null.

As is well known in electromagnetism, a dipole consists of two opposite point
charges q and �q situated at a small distance d of one another (see Figure 2). The
corresponding dipole field can then be expressed as the superposition of the field
created by both point charges. Let us assume that the dipole center is located at
position r0, and let d be the vector oriented from the negative to the positive
charge, with kdk= d. Vector p(r0)= q(r0)d represents the corresponding dipole
moment. In a homogeneous medium, the electric potential (in Volts) observed at a
point r1 sufficiently distant from the dipole can be written as

Fðr1Þ= k

jjrjj3 r
Tpðr0Þ ð1Þ

where r= (r1� r0) is the observation vector relative to the dipole’s position. In
the above equation, k= (4�"0)

�1 and "0 stands for the permittivity constant
of the medium. This expression relates F(r1) and p(r0) through a simple function
of the dipole moment’s orientation relative to the observed position r, up to a
multiplicative constant. This relationship is thus linear in the dipole moment p(r0).

p = q d

– q

q

d

– –

+
+

Figure 2 A pictorial representation of a dipole moment p (left), its equipotential lines
(middle), and its current flow (right).

Signal Extraction in Multisensor Biomedical Recordings 99



Equation (1) can be rewritten to obtain F(r1) as a function of the electrical
charge q(r0) under the constraint that d and r are fixed:

Fðr1Þ= cðjjrjj; kÞrTpðr0Þ= cðjjrjj; kÞðrTdÞqðr0Þ= hðr; d; kÞqðr0Þ: ð2Þ
The potential at point r1 is then expressed as a linear function of the electrical charge
q(r0) if the dipole’s orientation d and its position r relative to the measurement point
are held fixed. These stationary conditions thus result in an instantaneous linear
relationship between the charge distribution and the generated potential. Likewise,
under these conditions, the electric potential generated by a dipole distribution
p(r0

i )= q(r0
i )di, 1� i�M, is given by F(r1)=�i= 1

M h(ri, di, k) q(r0
i ), with

ri= (r1� r0
i ).

2.1.2. The dipole in a heterogeneous medium
Most bioelectrical media are not homogeneous, and thus the simple relation
between F and q does not hold for all r1 and r0. However, it is possible to de-
compose the total medium into piecewise homogeneous volumes (PHVs). Each
PHV can be considered as a closed volume of a bioelectrical medium with quasi-
homogeneous electrical properties (such as a single "0 for the whole volume). For
the PHV which encloses the dipole, the potentials can be calculated at its volume
surface. This charged surface can then be seen as an ensemble of dipoles which, in
turn, can be enclosed by another volume. The simple analytical relation between
the potential and the charge distribution of Eq. (1) no longer exists but for a fixed
dipole and a fixed observation vector, Eq. (2) still holds, even if we cross the
boundaries of homogeneity. The proof of this linear relation, which is omitted here
due to lack of space, can be found in Gulrajani [7]. Since the analytical model that
would result from this nested structure of PHVs does not have a straightforward
solution, an appropriate h for each r, d, and k can be obtained using numerical
models based on sampled 3D spaces [8].

2.1.3. Not everything is a dipole: more realistic models
However, not all bioelectrical activity can be modeled accurately by considering a
single dipole and its potential field. In some cases, a dipole layer or a multi-dipole
configuration would be more suitable approximations. More elaborate models
proposed in the literature range from coupled dipoles [9] to distributed source
models [10], including dipole lines and dipole surfaces/volumes.

On the other hand, the currents generated in the synaptic clefts do not directly
reflect as such at the cutaneous electrodes used for measuring biopotentials.
A sufficiently high magnitude with respect to the noise (e.g., the quantization
noise introduced by any digital system, the background noise, etc.) demands the
simultaneous firing of groups of neurons. If the group of neurons are assumed to
fire synchronously at fixed positions and with fixed orientations, the activity of the
ensemble can be modeled by a single dipole in the far-field approximation (see
Section 2.1.1).
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Hence, whether represented as a single dipole or otherwise, the following
properties of electrical signal propagation hold in most cases:

1. Far-field observations (krk>> kdk) simplify the field equations to simple
projections of the dipole moment onto the observation vector, i.e., the linear
model as described above.

2. Most bioelectrical phenomena of interest take place in the spectral band below
100Hz. Capacitive effects and thus time delays and phase shifts are negligible in
this frequency range. As a result, the propagation of biomedical signals across the
body can be assumed to be instantaneous.

In conclusion, the bioelectrical activity measured at a fixed location in space can be
accurately described by the instantaneous linear model.

2.2. Cardiac signals

2.2.1. The heart
The heart is an organ composed of four cavities, two atria and two ventricles
(Figure 3), surrounded by muscle tissue (the myocardium) whose coordinated
activity ensures the circulation of blood to all parts of the body. The heart consists
of two separate blood pumps maintaining a double circulatory system. In the
pulmonary circulation, the right ventricle pumps blood depleted from oxygen
and other nutrients to the lungs through the pulmonary arteries for oxygenation.
The oxygenated blood is then carried back to the left atrium through the pulmon-
ary veins. In the systemic circulation, the left ventricle pumps the oxygenated blood
through the aorta to the rest of the body. The deoxygenated blood returns to the
right atrium through the venae cavae. Hence, the right-hand side of the heart acts as

Oxygenated blood

Deoxygenated blood

Organs

LA

LV
RV

RA

AV node

Lungs

SA node

Figure 3 Schematic depiction of the human heart. The two smaller cavities at the top
(RA, LA) represent the right and left atria, respectively; the larger cavities at the bottom
(RV, LV) are the ventricles.
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a pump for deoxygenated blood, carrying it from the body to the lungs, whereas
the left-hand side pumps oxygenated blood from the lungs to the body.

The mechanical function of the heart is triggered by the electrical activation of
the myocardium cells. The cutaneous potentials generated by the electrical activity
of the myocardium were first recorded at the end of the nineteenth century. Their
measurement has nowadays become a well-established common clinical practice for
the diagnosis of many heart conditions, as these are closely linked to the shape and/
or timing of the observed potential waveforms.

2.2.2. Normal heart activity: sinus rhythm
A healthy heart is characterized by a regular, well-organized electro-mechanical
activity known as normal sinus rhythm (NSR), which results in an efficient cardiac
muscle contraction (heartbeat), assuring an optimal blood circulation across the
body [11]. The heartbeat cycle is initiated by specialized cells forming the so-called
sino–atrial (SA) node, located at the right atrium (Figure 3). The SA node is
modulated by the autonomous nervous system and fires at a regular rate of about
60–80 times per minute. The electrical impulse propagates in an orderly manner
across the atrial muscle tissue, causing the depolarization and subsequent
contraction of the atria. To allow completion of blood transfer from atria to
ventricles, the electrical depolarization front gets delayed at the atrio–ventricular
(AV) node, situated at the top of the ventricles. Propagation then resumes through
the specialized fibres of the His bundle, the bundle branches, and Purkinje’s system,
which rapidly depolarize the ventricles and make them strongly contract from the
bottom upwards, thus allowing an efficient pumping of blood to the lungs and the
rest of the body.

On the skin surface, this coordinated electro-mechanical activity is reflected by
potential variations or signals with characteristic shape and timing, known as waves
and complexes (Figure 4). Ventricular depolarization causes the impulsive QRS
complex, whereas ventricular repolarization and the subsequent relaxation of the
ventricular muscles are associated with the T wave. Depolarization of the atria
generates the P wave; however, their repolarization is thought to take place during
ventricular contraction, so that the corresponding wave is masked by the strong
QRS complex.

Ventricular activity

T

SQ

P

Atrial activity

R

Figure 4 Typical waveform of a surface potential recording of cardiac activity. The detail
shows the PQRST complex.
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Table 1 summarizes the different stages of the NSR cycle, including the
electrophysiological activity, the associated mechanical functions, and the related
electrical waves observed on the skin-surface potentials.

2.2.3. The standard electrocardiogram (ECG)
In measuring the electrical activity of the heart, conventional medical practice
considers the output of a number of electrodes located on predefined skin positions,
as depicted in Figure 5. The simultaneous recording of electric potentials between
such electrodes is known as the standard 12-lead ECG. Bipolar limb leads I, II,
and III measure the voltage difference between electrodes located in the right
arm, the left arm, and the left foot. The augmented leads, aVR, aVL, and aVF,
measure the voltage difference between the same electrodes and a reference point
known as Wilson’s central terminal (WCT). Finally, the precordial leads V1–V6
output the voltage difference between the electrodes situated across the chest and
WCT.

Table 1 Heart activity during normal sinus rhythm

Electrophysiology Mechanical function Surface ECG

SA node fires causing atrial depolarization Atrial contraction P wave
AV node slows down propagation Completion of blood

transfer from atria
Isoelectric line

Propagation through His bundle, bundle
branches, Purkinje system

Ventricular contraction QRS complex

Ventricular repolarization Ventricular relaxation T wave

F

R

Lead II Lead III

Lead I

L
Clavicula

I

III

IV

V1

V
4
R
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2
R
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1

V
2

V
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7

V2 V3 V4 V5 V6

II

Mid-clavicular
line

Mid-axillary
lineaVR

– –

–

–

aVF

VIII = ΦF – ΦLVII = ΦF – ΦR

VI = ΦL – ΦR

aVL

CII

α

CIII

CI

p

ΦR

ΦF

ΦL

Figure 5 Electrode positions in the standard12-lead ECG [12].
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2.2.4. Electrical model of the heart
Modeling the heart electrical activity is a complex task. Nevertheless, a first-order
approximation along the lines of Section 2.1 turns out to provide satisfactory results
in many cases, as will be seen throughout the rest of the chapter. This approxima-
tion is obtained by assuming that the cardiac activity can be represented by a global
current dipole with fixed location but varying amplitude and orientation [12–14].
Mathematically, this is described by a time-varying dipole moment vector p(t)
with coordinates px(t), py(t), and pz(t) in a 3D Euclidean space, or p(t)= [px(t),
py(t), py(t)]

T.
This approximation further assumes that the body behaves as a homogeneous

conductor. The body tissues can be considered to be purely resistive, and any
capacitive or inductive effects are neglected. Propagation delays are also negligible,
given the bandwidth of the cardiac signals (typically under 100Hz) and the
propagation speed of electrical signals across the body. As a result, the potential
Fr (Volts) measured at a fixed point r= [rx, ry, rz]

T relative to the dipole’s center can
be approximated, up to a constant factor, by the scalar product [cf. Eq. (1)]:

FrðtÞ / rTpðtÞ= rxpxðtÞ þ rypyðtÞþ rzpzðtÞ:

Vector r is called lead vector, and the equivalent dipole p is referred to as the
electric heart vector [12]. The electric potential at any point in space can thus be
expressed as a linear combination of the electrical heart vector components. The
coefficients of the linear combinations are given by the lead-vector components
(Figure 6). The above scalar product can also be regarded as a projection of the
cardiac vector onto the lead vector. Consequently, the ECG lead outputs corre-
spond to specific projections of the electric heart vector along directions defined by
the electrode locations. Theoretically, the resulting electrical field is completely
characterized by three orthogonal leads, X, Y, and Z, forming the so-called Frank
lead system. The Frank system constitutes the basic tool for the measurement of the
electric heart vector, or vectorcardiography [12].

According to Section 2.1.2, a similar model holds under the more realistic
assumption of the body as a heterogeneous medium. Note that the electric heart
vector models the behaviour of the heart as a whole, since the equivalent global
dipole reflects the sum of individual dipoles with different charges and orientations.
More elaborate models of the ECG are reviewed in van Oosterom [15].

Φr = rTp 

r

p

Φr

r

y

x

z

y

z

x

Figure 6 The cardiac current dipole or lead-vector model.
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2.3. Brain signals

2.3.1. The brain
The brain is the central processing unit of the human body. Its high processing
power makes it capable of performing real-time data monitoring and processing as
well as body-function control tasks. This power lies in the high parallelism provided
by the huge amount of specialized interconnections at the cellular level. The
functions of the brain can roughly be classified in three main parts:

1. Processing of the sensory information received through afferent fibres.
2. Transmitting information to the body via efferent fibres, both consciously and

unconsciously (voluntary, respectively autonomous body functions).
3. Stocking and processing information: memory, cognition, emotion, and

attention.

Most information to be processed from the sensory organs enters the brain through
the spinal cord which is reached via the spinal (afferent) nerves. Subsequently, the
sensory signals are passed to an intermediate neuronal processing layer from where
they are distributed to specialized processing areas at the cortical layer. Zones of the
major cortical lobes are thus directly related to specific sensory information as
shown in Figure 7 and Table 2. The steering of body parts, either consciously or

Occipital lobe

Parietal lobe

Frontal lobe

Temporal lobe

Figure 7 The cortical lobes of the brain.

Table 2 The four main brain lobes and their principal functions

Lobe Main function

Frontal Conscious thought
Parietal Processing and integration of sensory information; visuospatial processing
Occipital Sight
Temporal Face and scene processing as well as olfactory and audio signals
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unconsciously, is mainly governed by the brain. Exceptions are the well-known
reflexes which only use the spinal cord and nerves and the autonomous body
muscles. The remainder of the brain functions, concerning cognition, memory,
emotion, and attention, are probably the least understood. Thanks to its high
degree of parallelism and autodidactic capabilities, the human brain is able to
perform highly complex tasks far beyond those of currently available computer
power.

2.3.2. The standard electroencephalogram (EEG)
The EEG denotes the electrical signals recorded from electrodes placed on a
patient’s scalp. The recorded potential differences are generated by the cerebral
electrical activity and are often contaminated by external interference. The EEG,
whose first registration dates back to 1928 by Hans Berger, is still used in daily
clinical practice and experimental psychology. Whereas alternative modern tech-
niques such as positron emission tomography (PET), single photon emission
tomography (SPECT), and magnetic resonance imaging (MRI) offer a much
higher spatial resolution, the EEG – together with its magnetic counterpart, the
magnetoencephalogram (MEG) – is mainly praised for its very high temporal
resolution, which can easily reach below 1ms, and its cost-effectiveness.

Originally employed in clinical environments to detect tumorous tissue in the
brain, nowadays its use is essentially limited to the recognition of brain states
associated with epilepsy, the different sleep stages, and cerebral mortality. In
experimental environments, the EEG is used to record cerebral responses to
external stimuli, or event-related potentials (ERPs). However, the electrodes’
sensitivity to weak electrical fields is limited to the volume surrounding the
electrode, which hampers the registration of weaker signals from deeper brain
areas. The volume analyzed by the EEG thus mainly reduces to the cortical layer,
the cerebral centre of higher level processing. To maximize the amount of cortical
activity captured, the American Clinical Neurophysiology Society recommend
the so-called 10–20 International System of scalp electrode placement [16] (see
Figure 8).

Traditionally, the clinically relevant activity is mainly obtained through a
decomposition in frequency bands (e.g., by means of a Fourier Transform). The
most important bands are briefly summarized in Table 3. In an experimental setting
(e.g., involving ERPs), the information of interest is contained in the temporal
delay or latency, Dt, between the presented stimulus and the cerebral response.
Examples are summarized at the bottom of Table 3. Next to timing and frequency
information, the topography or spatial distribution of the signals plays an important
role. Despite the poor spatial resolution offered by the 10–20 International System,
this information helps localize roughly the processing areas responsible for the
cerebral activity measured by the scalp electrodes.

2.3.3. Electrical model of the brain
The brain is a complex structure composed of a highly interconnected network of
specialized cells: information processing and transmission units (neurons) and cells
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providing support, nutrition, and protection (glial cells). Communication between
neurons occurs through release and uptake of ions, the so-called neurotransmitters.
Since the brain is constructed of about 1010–1011 neuronal cells and each cell is
believed to receive information from 103 to 105 directly connected neurons, it is
easy to understand why its information processing capacity outperforms today’s
most powerful computers. Modeling of the brain is thus a highly complex task, and
research into how the brain works is still mainly limited to the analysis of recorded
signals (see the feedback cycle in Figure 1), although some efforts have been made
to model the brain as a huge neural network [18,19]. Analyzing the activity of a
single neuron and its contribution to the whole may prove useful in understanding
the global operation of the brain. However, the single-neuron activity will not be
addressed in the sequel because of its limited clinical significance. Physicians and
psychologists are rather interested in areas of the brain that function as a group. Data
obtained by EEG or (functional) MRI recordings provide information about this
activity taking place in specific areas.
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Figure 8 Scalp electrode positioning in the10^20 International System [16].
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2.3.4. Artifacts in the EEG
Due to the nature of the recordings, EEG signals are very prone to electric and
magnetic interference from outside the brain. Depending on their origin, these
artifacts can be roughly classified as physiological or environmental noises. Table 4
gives an overview of the most common artifacts found in the EEG.

Artifact removal is a real challenge since the spectral overlap between the cerebral
signals (Table 3) and the artifacts is significant and, as a result, ordinary frequency
filters cannot resolve the separation task in most cases. More elaborate signal-
processing techniques such as those described in this chapter are thus necessary.

Table 3 Typical waveforms found in EEG and ERP studies

Name Characterization Brain state

�-waves f= 0–4Hz Stage III and IV sleep, young persons
Underlying lesions

�-waves f= 4–8Hz Upon waking and just before falling asleep
Drowsiness

�-waves f= 8–15Hz Relaxed, alert state of consciousness
Originates from occipital and parietal regions

�-waves in �-band Over the motor areas of the central cortex
Attenuated during (imaginary) movement
Sensorimotor rhythm

�-waves f= 12–30Hz Varying frequencies: busy or anxious thinking,
active concentration

Dominant frequencies: drug effects, pathology
Low �-waves f= 30–60Hz Higher mental tasks
High �-waves f= 60–200Hz E.g., over Broca’s area: imaginary singing [17]
Spikesþwaves Transients Often correlated with epileptic activity
P300 Dt� 300ms Categorization and simple decision making
N400 Dt� 300–500ms Semantics

Table 4 Common artifacts in the EEG and their origin

Origin Characteristics

Physiological artifacts
Ocular movements: blinking, turning, saccade Slow evolving wave ( f< 2Hz)

Fixed topography (electrical dipole of the eye)
Muscular activity Higher frequency part ( f>15Hz)

Not deterministic
Not a single stationary source

Cardiac activity Prominent QRS complex

Environmental artifacts
Power line 50 or 60Hz component, quasi-sinusoidal
Impedance mismatch, bad electrode connection Discontinuity, floating potential

Low frequencies
Electromagnetic incompatibility: e.g., mobile
phone, current switching

Strongly dependent on nuisance source
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3. MULTI-REFERENCE OPTIMAL WIENER FILTERING

3.1. Non-invasive fetal ECG extraction

During pregnancy, it is important to monitor the fetus’ heart in order to verify its
well being, predict possible conditions and, if applicable, propose a prompt treat-
ment. Currently, the monitoring of the fetal heart is mainly based on the measure-
ment of the fetal heart-rate using ultrasounds. Clearly, more detailed information
can be gathered, as for an adult, by measuring the surface potentials generated by
the fetal myocardium. Invasive techniques such as scalp electrodes present potential
dangers to both mother and fetus (e.g., they can provoke a premature birth), and
are thus restricted to the period just before delivery (antepartum) or to delivery itself.
The risk of complications notably decreases with the use of non-invasive techni-
ques, which can also be employed over several gestational stages.

A natural non-invasive approach is based on maternal cutaneous electrodes.
Figure 9 shows the signals simultaneously recorded by eight leads on different parts
of a pregnant woman’s skin. The first five leads have been measured from the
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Figure 9 An eight-lead surface potential recording taken from a pregnant woman.The first
five leads have been recorded from the mother’s abdomen, while the last three have been
measured from her chest. Signals have been sampled at 500Hz. Only the relative amplitudes
are important in the vertical axes.
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abdominal region. The fetal cardiac activity (low-amplitude peaks) appears mixed
to that of the mother, which has much stronger amplitude. Since mother and fetus
present different heart-rates, the fetal heartbeat is sometimes masked by the mater-
nal one. This overlap can be clearly perceived around time instants 1, 3, and 4 s in
the enlarged version of the first lead shown in Figure 10. In addition, other sources
of noise and interference such as maternal respiration (causing quite probably the
baseline wander in the fourth lead), muscle activity, mains coupling, etc., also hinder
the observation of the fetal cardiac signal. Signal processing techniques are thus
necessary to extract the fetal ECG (FECG) from the maternal cutaneous recordings.

The extraction technique presented in this section relies on the measurement of
another set of signals – so-called reference inputs – correlated to the noise and
interference, but uncorrelated with the desired signal. The last three recordings in
Figure 9 are an example of such a set. They have been obtained from the mother’s
thoracic region, far from the fetal heart, so that they mainly contain the maternal
heartbeat components without contribution from the fetal heartbeat. The idea
consists of trying to estimate the interfering maternal components present in the
abdominal leads by filtering the chest leads. The estimated interference is then
cancelled (subtracted) from the abdominal leads, leaving only the desired fetal
heartbeat signal.

3.2. Optimal Wiener filtering

Let us denote by x(t) the signal observed at an abdominal electrode output. This
signal, known as primary input to the canceller, can be considered as the mixture of
the desired fetal heartbeat signal d(t) and the interference (mainly due to the
maternal heartbeat) represented by b(t):

xðtÞ= dðtÞþ bðtÞ:
The aim is to suppress the interference present in the primary signal in order to
obtain the desired signal. The desired signal and the interference are assumed to be
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Figure 10 The first lead of the recording of Figure 9. Since mother’s and fetus’ heart activities
are not synchronized, the former may sometimes mask the latter, as occurs around time
instants 1, 3 and 4 s.
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uncorrelated, which can be expressed mathematically as Efd(t)b(t)g= 0. It is further
assumed that multiple reference signals zk tð Þf gRk¼1 are available. In the example above,
these are the thoracic leads, so R= 3. The reference signals are also assumed to be
uncorrelated with the desired signal d(t) but correlated with the interference b(t).

According to the lead-vector model recalled in Section 2.2.4, the surface
potential at any point in space can be expressed, in a first-order approximation, as
the linear combination of the cardiac current dipole components. Consequently,
the maternal heart contributions present in the recorded leads can be considered
as different linear combinations of the maternal dipole components. As a result
of this approximation, the maternal contribution to each of the primary leads
may be estimated as a particular linear combination of the reference leads.
The coefficients of the linear combination can be stacked in a column vector
w= [w1 w2 . . .wR]

T. The application of this vector, via the scalar product, on the
reference leads constitutes a spatial filtering operation whose output is given by

yðtÞ=
XR
k=1

wkzkðtÞ=wTzðtÞ

where z(t)= [z1(t) z2(t) . . . zR(t)]
T. The estimated maternal contribution is then

subtracted from the primary lead. The remaining signal at the canceller output can
be expressed as

sðtÞ= xðtÞ�yðtÞ= xðtÞ�wTzðtÞ: ð3Þ

Figure 11 depicts the multi-reference Wiener canceller set-up for R= 3 reference
signals.

The optimal Wiener canceller finds the coefficient vector w by minimizing the
output power

cðsÞ¼4 Efs2ðtÞg: ð4Þ

Primary input:

Abdominal lead

Reference inputs:

Thoracic leads

Filter tap update

x (t ) = d (t ) + b (t )

z1(t )

y (t )

s (t )

+

+
+

–

w1

w2

w3

z2(t )

z3(t )

Figure 11 Schematic diagram of the multi-reference noise canceller.
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To understand why this criterion provides the desired results under the working
assumptions, one may expand the canceller output power as

Efs2ðtÞg=Ef½dðtÞþbðtÞ � yðtÞ�2g=Ef½bðtÞ � yðtÞ�2g þ Efd2ðtÞg:
The uncorrelation of d(t) with both b(t) and z(t) [and hence with y(t)] has been
invoked to arrive at the last equality. Consequently, minimizing c(s) is equivalent
to making the spatial filter output y(t) as close as possible, in the mean square error
sense, to the interference b(t). In turn, since [s(t)�d(t)]= [b(t)�y(t)], making y(t)
close to b(t) is tantamount to minimizing the difference between the canceller
output s(t) and the desired signal d(t).

The minimization of c(s) is carried out with respect to the spatial filter
coefficients stored in vector w. The gradient of c(w) is given by

rcðwÞ=�2EfsðtÞzðtÞg ð5Þ
and is null at the optimal solution. Hence, the second-order statistical information
contained in the reference signals is ‘‘exhausted’’ by the optimal spatial filter, as it
decorrelates them with the canceller output.

Combining Eqs (3) and (5), the so-called optimal Wiener–Hopf solution is
readily obtained as

wopt =R�1
zz rxz ð6Þ

where Rzz=Efz(t)z(t)Tg is the reference-signal covariance matrix, and rxz=
Efx(t)z(t)g represents the cross-correlation vector between the primary lead and
the reference inputs.

In practice, mathematical expectations are replaced by their sample estimates.
Assuming that signal blocks of T samples are available, we can approximate:

Rzz � 1

T

XT�1
n=0

zðnTsÞzðnTsÞT rxz � 1

T

XT�1
n=0

xðnTsÞzðnTsÞ ð7Þ

where Ts denotes the sampling period.

3.3. Adaptive noise cancellation

Obtaining the optimal Wiener–Hopf filter requires the solution of the linear system (6),
which can be found off-line by standard linear algebra routines. Off-line algorithms
converge after a finite number of iterations executed over the entire available
data (the block of samples in the recording). Alternatively, the solution to Eq. (6)
can be computed on-line. On-line algorithms involve an explicit recursion over
time, either sample by sample (sample-wise) or over consecutive signal blocks
(block-wise). As opposed to off-line algorithms, the number of iterations necessary
for convergence may not be bounded, particularly in the presence of non-stationarities.
The simplest adaptive algorithm consists of descending the surface of criterion (4) by

112 Vicente Zarzoso et al.



moving the filter vector in small steps along the direction opposite to the gradient. In
this gradient-descent implementation, the spatial filter weights are updated as

wðkþ 1Þ=wðkÞ � �rcðwðkÞÞ: ð8Þ
Once the steady-state is reached, the update term in Eq. (8) causes oscillations of the
spatial filter coefficients around the optimal solutionwopt (6), a phenomenon known as
misadjustment. The choice of parameter �, referred to as adaption coefficient or step
size, establishes a well-known trade-off between convergence speed and accuracy:
� should be chosen small enough to prevent divergence and to obtain an accurate
final solution (low misadjustment), but large enough to avoid slow convergence.

Alternative implementations differ in how gradient (5) is estimated in update
rule (8). Batch, block, or windowed methods estimate the gradient by averaging
over the observation window samples, as in Eq. (7). Stochastic methods drop the
expectation operation altogether and use a one-sample approximation of the
gradient, as in the conventional least mean squares (LMS) algorithm [20]. This
yields Widrow’s multi-reference adaptive noise cancelling method [1]:

wðkþ 1Þ=wðkÞ � �0½xðkTsÞ � wðkÞTzðkTsÞ�zðkTsÞ ð9Þ

with �0 = 2�. This rough approximation of the gradient generally leads to slower
convergence and increased misadjustment relative to the block-gradient implemen-
tation. Common belief states that the one-sample algorithm presents improved
tracking capabilities. As a matter of fact, better performance can be expected from
the block algorithm if the signals remain stationary over the observation window.

The above development can easily be generalized to the use of spatio-temporal
filters, as in Widrow’s pioneering contribution [1]. Each reference input is con-
volved with the impulse response of a P th-order finite impulse response filter, with
P> 0, before adding the outputs to form interference estimate y(t). However, the
heart-dipole model of Section 2.2.4 suggests that P= 0 suffices for the application
in hand, thus reducing the required processing of the reference inputs to a purely
spatial filtering operation.

3.4. Results

The multi-reference optimal Wiener spatial filtering method reviewed in Section 3.2
is applied in turn to each of the five primary (abdominal) inputs of the recording shown
in Figure 9. The last three signals, recorded from the thoracic electrodes, are employed
as reference inputs to the canceller (R= 3). The resulting output signals are represented
by the dark lines of Figure 12; for comparison, the outputs are superimposed to the
original primary inputs plotted in a lighter line. The canceller is successful in that it
considerably reduces the maternal ECG interference from all abdominal leads.
Nevertheless, residual maternal peaks remain in the time waveforms. FECG contribu-
tions are clearly visible in the first three outputs, although the second and third signals
are rather noisy. The fetal heartbeat peaks can hardly be perceived over the noise
components in the output signal from the fourth and fifth abdominal leads.
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The fourth output shows an important baseline wandering, arguably due to
mother’s respiration, which could have been eliminated by high-pass filtering the
abdominal leads before passing them as primary inputs to the canceller. As the reference
leads contain no component correlated with the respiration, this artifact cannot be
estimated from the reference signals and cancelled from the primary input. Here lies
precisely the major limitation of the Wiener filtering technique: an artifact cannot be
cancelled from the primary input unless it contributes to the reference inputs as well.
Conversely, the desired signal may be partially suppressed from the primary input if it
leaks into the reference inputs [1]. Consequently, an appropriate electrode placement is
of paramount importance for this approach to provide satisfactory results. As will be
seen later in this chapter, more elaborated approaches such as BSS are able to surmount
these shortcomings. Otherwise, the multi-reference Wiener canceller is conceptually
simple and computationally affordable.

The performance limits of the Wiener noise canceller are analyzed in Comon
and Pham [21]. Further results obtained by this technique are shown and discussed
in Refs [1,22] and references therein. The BSS approach of Section 5 is applied to
the FECG extraction problem in De Lathauwer et al. [6]. A comparison between
multi-reference optimal Wiener filtering and BSS in the context of this biomedical
application is carried out in Zarzoso and Nandi [22].
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filtering of the primary leads (light-grey lines) in the recording of Figure 9.
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4. SPATIO-TEMPORAL CANCELLATION

4.1. Atrial activity extraction in atrial fibrillation

A cardiac arrhythmia is a disorder in the regular well-coordinated activity of the
heart. Atrial fibrillation (AF) is an abnormal rhythm involving the atria, the entry
chambers of the heart (see Figure 3). AF is the most prevalent cardiac arrhythmia; its
risk increases with age, affecting up to 8% of people over 80 years old. In this
frequent condition, the electrical impulses originated by the SA node in NSR
(Section 2.2.2) are replaced by the disorganized generation and irregular conduction
of impulses in the atria. Impulses passing through the AV node into the ventricles
cause a heartbeat. Extra heartbeats that would not appear in NSR are referred to as
ectopic beats. The result is an irregular cardiac rhythm, less efficient than in a
healthy heart since the atria are not completely filled when atrial contraction occurs.
Due to the blocking property of the AV node, the high rate of these impulses does
not correspond to the contraction rate of the ventricles.

AF may be continuous (persistent or permanent AF) or alternating with periods
of normal heart rhythm (paroxysmal AF). The natural tendency of AF is to become
a chronic condition, leading to an increased risk of death. Figure 13 plots two beat
occurrences recorded on the V2-lead from a healthy patient. The waves of interest
P, Q, R, S, and T are clearly visible, and so is the silent period of isopotential
electric activity. Figure 14 shows leads V1�V3 from an AF sufferer. The P wave
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Figure 13 ECG and corresponding waves on lead V2 from a healthy patient (sampling
frequency: 1000 Hz).
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has been replaced by a continuously present activity that corresponds to the
fibrillation signal – the so-called F wave – originated in the atria.

The characterization of the atrial activity (AA) signal plays an important role
not only in understanding the genesis and self-perpetuation of AF, but also in
quantifying the effect of evolving therapies such as new antiarrhythmic drugs and
catheter ablation techniques. Clinically, the accurate estimation of the AF signal
has a twofold purpose. It has been shown that both frequency [23] and time-
frequency analysis [24] can establish a link between the main frequency of the AA
signal and the probability of spontaneous cardioversion (return to NSR) of this
arrhythmic disorder. Temporal analysis of AA can lead to a better understanding
of the cardiac electrical pathway [25,26], which can prove helpful in designing
new pacemakers and implantable cardioverter devices [25]. Unfortunately, the
stronger QRST complex masks the AA precisely over the time intervals where
the latter could provide more significant information about key physiological
phenomena associated with AF such as the ectopic activation of the AV node.
Hence, this problem calls for signal processing techniques to extract the AA in the
surface ECG.
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Figure 14 AF patient’s ECG recording. Only leads V1�V3 (top to bottom) among the
recorded leads V1�V6, I, II, and III are plotted. The synchronous segments containing the
Q,R, S, andTwaves are represented by horizontal lines (sampling frequency: 1000Hz).
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4.2. Spatio-temporal cancellation of the QRST complex
in AF episodes

Among the possible extraction techniques, spatio-temporal cancellation is a generic
methodology based on a model for the propagation of electrical signal from the
heart to the leads on the body surface. Temporal information is also taken into
account by this model. The method is usually expressed in the sampled-time
domain and requires judiciously placed electrodes on the torso in order to comprise
all the information contained in the cardiac electrical field. Theoretically, ortho-
gonal leads X, Y, and Z should be sufficient to completely characterize this field
(Section 2.2.4). The method relies on the estimation of the time occurrence of
ventricular activity (VA) allowing the segmentation and synchronization of the
wave of interest, i.e., the identification of Q, R, S, and T wave segments. Time
synchronization is not critical since a realignment step can be added to the global
process. Such a step will not be dealt with in the sequel.

In the presence of AF, each lead exhibits a mixture of consecutive transient
signals (the Q, R, S, and T waves of VA) added to the AA spread over time. The
latter is no longer a transient signal, as opposed to the P wave in NSR (see
Figure 14). The AA in AF is assumed to be spectrally stationary at least over one
beat and can be approximated by a sawtooth-shaped periodic signal. In the
sampled-time domain, the ith beat segmented in a given lead is represented by a
column vector made up of N samples:

xi= ½xi ð0Þ xi ðTs Þ . . . xi ððN � 1ÞTs Þ �T: ð10Þ
Note the column-wise arrangement of samples in the framework of spatiotemporal
or temporal cancellation, in contrast with the row-wise sample placement in BSS
approaches (see Section 5). For the sake of consistency with the literature on the
topic, this section will adhere to the column-wise arrangement of Eq. (10).

The essential idea behind spatio-temporal cancellation is to obtain an estimate of
the average VA, and then subtract it, after appropriate scaling and time shift, from
the actual beats observed in the lead outputs. Specific methods are detailed
next. Their differences lie in the manner in which the average VA is modeled
and estimated, as well as in how it is fitted to the observed signals before subtrac-
tion. A common implicit assumption is the uncorrelation between AA and VA.

4.2.1. Single-lead processing
Recording the ECG with a multilead system allows the best characterization of the
overall cardiac electrical activity. However, only few leads may be available in some
particular cases. The paroxysmal stage of AF recorded by a Holter system is a typical
example. An attempt to deal with the single-lead case is made in Castells et al. [27].
The proposed method assumes that, in the aligned (e.g., on the R peak) observed
beats, the vectors of sampled VA lie on a subspace orthogonal to that associated
with the AA vectors. This orthogonality is a direct consequence of the assumed
uncorrelation between AA and VA. The corresponding subspaces are spanned by
some sampled-time basis functions (or source vectors) estimated by the Principal
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Component Analysis (PCA) of the observed data. The QRST cancellation and AA
extraction is achieved by retaining the eigenstructure associated with the AA.

Mathematically, this method accepts the following development, alternative to
Castells et al. [27]. An observation matrix X is built of B consecutive beats:

X= ½x1 x2 . . . xB� 2 R
N�B: ð11Þ

Its PCA can be performed from the sample correlation matrix, Rx=XXT/B, but
deeper insights can be gained by using the Singular Value Decomposition (SVD)
[28] of the data matrix, X=USVT, with theoretically equivalent yet numerically
more reliable results. Matrix U 2 R

N�N contains the left singular vectors, matrix
V 2 R

B�B the right singular vectors, and S 2 R
N�B is a diagonal matrix with the

singular values along its main diagonal. An important property of the SVD is that
the singular vectors are orthonormal:

UTU= IN VTV= IB: ð12Þ

Under the assumptions of Castells et al. [27], this decomposition can be split into
three terms associated with the VA, the AA, and the noise, respectively:

X=UVASVAV
T
VA þ UAASAAV

T
AA þ UNSNV

T
N: ð13Þ

In the above expression, we have U= [UVA, UAA, UN], V= [VVA, VAA, VN] and
S= diag(SVA, SAA, SN). The basis functions accounting for each activity appear in
the columns of matrices UVA, UAA, and UN. Uncorrelation between VA and AA
within one beat is expressed as the orthogonality between the corresponding basis
functions stored in UVA and UAA, or UVA

T UAA= 0, which follows immediately
from property (12) and decomposition (13). Matrices VVA, VAA, and VN represent
the linear weights whereby the basis functions contribute to each beat. For instance,
the ith element of the jth column vector of VVA defines the contribution of the jth
ventricular basis function into the ith beat. It is expected that the VA can be
explained by the singular vectors associated with the largest singular values X
(dominant eigenvalues of Rx), as this activity contributes to the observed data
with the highest variance. Accordingly, the noise is typically associated with the
least significant eigenvalues. The AA subspace is identified from the remaining
eigenstructure, and the AA contribution to the recording is then reconstructed as

X̂AA=UAASAAV
T
AA:

Due to the orthonormality of the singular vectors, the above AA estimate can be
computed from the observed data matrix in two fashions:

X̂AA=XVAAV
T
AA ð14Þ

X̂AA =UAAU
T
AAX: ð15Þ
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These equivalent forms lead to alternative interpretations. On the one hand, Eq. (14)
defines the orthogonal projection (regression) of each beat vector sample (row of X)
on the column space of VAA. Right-multiplication of X by a column of VAA yields a
weighted average of the available beat time segments. This averaging is analogous to
spatial filtering but computed across beats instead of across leads. On the other hand,
Eq. (15) represents the orthogonal projection of each beat time segment (columnof X)
on the column space ofUAA. Left-multiplication ofX by a column transpose ofUAA

defines the scalar product of an observed beat with an AA basis function. From this
perspective, the AA reconstruction can be interpreted as the linear regression of the
beat segments on the AA basis function subspace estimated via PCA.

The ability of the SVD to capture the VA among the most dominant singular
vectors of the observed data matrix is guaranteed if this activity contributes with the
highest variance to the recording. As a consequence, this approach will fail when
applied on leads exhibiting a low contribution of VA with respect to other signal
components. In addition, telling the AA from the noise by considering only their
relative power is generally a difficult task, so that the AA basis vectors need to be
selected by hand.

Further examples of the application of PCA techniques in the field of AF
analysis are given in Castells et al. [29].

4.2.2. Multilead processing
Unlike the previous case, a recording system composed of L leads (L> 1) is often
available in practice (e.g., the standard ECG), so that AA extraction techniques can
exploit both time and space features of the recorded dataset. Mainly two approaches
taking advantage of the spatio-temporal properties of the ECG have been proposed
in the literature [2,30]. Their key assumption is to consider the AA signal as
uncorrelated with the VA. This assumption allows us to condense the VA of all
leads and all beats into a single set of source vectors.

The observation matrix for the ith cardiac beat, Xi 2 R
N�L, is made up of

samples xij from each lead j for the ith beat, Xi= [xi1 xi2 . . . xiL]. This matrix is
modeled as

Xi=VMi þ Ai þNi: ð16Þ
The columns of V contain the VA source vectors that span the space of the
observed ventricular activity in all leads. Each column of mixing matrix Mi

determines how the signal recorded in the corresponding lead is spanned by the
VA sources. Matrix Ai describes the AA present in each lead during the beat. The
remaining activity is considered as noise and is represented by matrix Ni. Remark
that the AA is not assumed to follow a generative mixture model like that of VA,
but appears as a separate matrix term in Eq. (16). This is one of the fundamental
differences with BSS approaches to AA extraction [31,32].

Care should be taken when forming the observation matrix in order to include
all the waves of interest (Q, R, S, and T) synchronized on the most energetic one,
usually the R wave. To account for recording bias due to sensor imbalance
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and baseline wander, the model (16) should also incorporate a term Bci, where
Bi= [1 n], with 1= [1 1 . . . 1]T and n= [1 2 . . . N]T [30]. The baseline wander is
approximated by a straight line in this manner. The AA extraction problem in the
context of spatio-temporal cancellation aims at estimating matrix Ai from the
observation matrix Xi in model (16).

In the first place, the estimation of the ventricular contribution over the leads can
be addressed in two different manners [2,30], although in both cases an averaging
over all beats is performed. Due to the hypothesis of uncorrelation between the AA
and the VA signals, and according to model (16), the average beat

X=
1

B

XB
i=1

Xi ð17Þ

will approximately produce a matrix VM, with M= 1
B
�B

i=1Mi. An example of
average beat calculation over B= 50 segments is given in Figure 15 (plot on the
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Figure 15 Average beats inAFepisodes. (Left)Average of all segments of theAFpatient’s ECG
of Figure14 for the nine recorded leads.These average beats are stored in the columns of matrix
X� . (Right) The three main principal vectors obtained by the PCA-based approach of Meste
and Serfaty [30] from the same recording. These vectors form matrix V containing the
averageVA.
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left-hand side). This approximation is valid as far as the AF contributions are zero
mean and independent for different beats. The same assumptions apply to the
observation noise. The methods presented in Stridh and Sörnmo [2] and Meste
and Serfaty [30] differ from that point on. In the former, the VA in V is constituted
by a selection of vectors from the average beat X. In the latter, an SVD-based
approach is employed to summarize the information of all the available leads into a
reduced set of basis vectors (see the plot on the right-hand side of Figure 15). Note
that, unlike the second method, the first exploits a priori information about the
most suitable leads. When the model accounts for the recording bias, only the unit
vector appears in the average [30], since the baseline wander averaged over the
different segments is assumed to be null.

Recall that the quantity of interest in Eq. (16) is the AA activity modeled by Ai.
From the model definition, it is clear that its estimation relies on the calculation of
the mixing matrixMi. The estimation ofMi is not straightforward since it will itself
be biased by the presence of the AA term. Two methods to overcome this difficulty
are presented next.

The calculation of Mi serves to illustrate the inherent differences between
physical-based and blind models. Several models taking into account the observa-
tion of the electrical field from the heart through potential differences recorded on
the body surface are considered in Stridh and Sörnmo [2]. The physiologically most
plausible model assumes that the electrical potential recorded by the leads at a given
time instant is a rotation of the row vectors of V in the RL space. Accordingly, the
following structure is assumed for the mixing matrix:

Mi =DiQi with D= diagðd1; . . . ; dLÞ and QQT= I: ð18Þ

Clearly, the orthonormality constraint on Q will reduce the variance in the
estimation of Mi, as the former is defined by L(L� 1)/2 rotation angles only (one
planar rotation per coordinate pair). But this model, even if physically justified,
presents a lack of flexibility since the linear combination coefficients are computed
from a rigid model for the observation variability. The solution providing the
highest flexibility, at the expense of an increased variance, is to assume that matrix
Mi has no specific structure. As an additional advantage, this solution allows the
individual processing of the leads, yielding the following AA estimate for the ith
beat observed at the jth lead:

âij = ðI� VðVTVÞ�1
VTÞxij: ð19Þ

This result corresponds to the least squares (LS) solution to

m̂ij = arg min
mij

jjxij � Vmijjj2 ð20Þ

and can also be regarded as a regression onto the lower dimensional column
subspace of V (deflation) once its redundancy has been reduced through the
SVD-based procedure of Meste and Serfaty [30]. This estimate is obviously
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suboptimal since the covariance matrix of the term AiþNi is not diagonal, which
will produce spurious oscillations in the reconstructed AA signal at the locations of
the R wave. To reduce this transient error, we can assume that it weakly affects the
cross-correlation function of the initial AA estimate (19). Under this hypothesis, a
‘‘stationary’’ covariance matrix Ĉa can be computed and plugged into a best linear
unbiased estimator [30] as

âij = ðI� VðVTĈ
�1

a VÞ�1VTĈ
�1

a Þxij ð21Þ

which stems from the weighted LS minimization problem:

m̂ij = arg min
mij

ðxij �Vmij ÞTĈ�1

a ðxij�VmijÞ: ð22Þ

This solution is optimal in the maximum likelihood sense if the distribution of the
AA (plus the noise) is Gaussian, which is a reasonable hypothesis in most AF
recordings. The result obtained by this method for the AF patient’s dataset of
Figure 14 is plotted in Figure 16, where the AA is extracted with negligible artifacts
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Figure 16 The AA reconstructed by estimator (21) on leadsV1�V3 (top to bottom) from the
ECG of Figure14.
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and in agreement with the AA visible in the original recording. An alternative to
AA covariance matrix estimation is proposed in Stridh and Sörnmo [2], where the
AA in the TQ interval, i.e., the ventricular silent segment (see Figure 13), is linearly
approximated in the QT interval assuming a repetitive constant pattern.

4.2.3. A simple alternative: average beat subtraction (ABS)
The traditional ABS method neglects the spatial properties of multisensor cardiac
signal recordings. The synchronous averaged beat X in Eq. (17) is employed as a
reference [33] and is optimally shifted in time before being subtracted from each
observed beat. The original method can be extended to the multilead case by
solving the minimization problem [2]:

�̂i = arg min
�i

jjXi � X�ijj2F ð23Þ

where (.)� stands for the �-sample delay operator. This formulation based on the
Frobenius norm can be seen as the minimization of the sum of individual Euclidean
norms over all leads, that is,

�̂i= argmin
�i

XL
j = 1

jjxij � xj�ijj2 = arg max
�i

XL
j=1

xTijxj�i ð24Þ

where xj denotes the jth column of the average beat X, i.e., the average beat of
the jth lead. The scalar product in Eq. (24) can be considered as an approximation
of the cross-correlation function of the observed signal and the average beat in the
corresponding leads at lag �i. Once the optimum delay is estimated, the AA in each
lead is obtained by the subtraction:

âij = xij � xj�̂i ð25Þ

Note that, at each beat, this method does not seek a delay for each lead, but finds the
optimal delay over all leads. This option yields more accurate results under the
sensible assumption of negligible propagation delays between the leads (Section
2.2.4). The technique can be simply improved by scaling the average beat as aixj�i .
In such a case, the amplitude factor ai needs to be incorporated into Eq. (24) and its
optimal value estimated accordingly.

5. BLIND SOURCE SEPARATION (BSS)

5.1. The isolation of interictal epileptic discharges in the EEG

About 0.5–1% of the population suffers from epilepsy, a neurological disorder
associated with recurrent unprovoked seizures. These seizures are often linked with
cognitive absences or state alterations, tonic or clonic movements or convulsions.
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These symptoms are a direct reaction to an abnormal temporal synchronization of
electrical activity in the brain. Treatment in the form of drug administration helps
control the seizures but does not tackle the epilepsy origin and, as a consequence,
cannot be seen as a cure. However, only 75% of the treated patients react to
anticonvulsive or antiepileptic drugs with a significant reduction of the seizure
frequency or even full seizure control. For the remaining 25%, surgical interventions
are proposed such as implantation of vagus nerve stimulators, deep brain stimulators,
or even an anterior temporal lobotomy. In the latter two cases, gathering presurgical
information about the origin of the epileptic seizures is of uttermost importance.

The origin of the epileptic spike can be deduced from theEEGor fromMRI studies
at the onset of the ictal activity (the activity that is visible in the EEG during a seizure,
also known as the clinical seizure). It can also be detected between ictal activities if
Interictal Epileptic Discharges (IEDs) are present (see Table 5). Theoretically, this
activity may be clearly visible in MRI, since the onset region presents an important
electrical peak and thus demands a high provision of oxygen, resulting in an augmented
blood oxygen level. In practice, however, these activities are of short duration (IEDs) or
are paired with body movements (seizure). Unfortunately, analyzing the former is
incompatible with the low temporal resolution of the MRI, while measuring the latter
is in addition ethically questionable. Several studies have been conducted to trigger
MRI scans on the spikes [34], to correlate simultaneously registered EEGand functional
MRI (fMRI) [35], or even EEG, MRI, and SPECT datasets [36].

Consequently, the EEG arises as an indispensable tool for the localization of
epileptic activity. However, seizure recordings are often contaminated by artifacts
caused by muscular activity or body movements. Moreover, during ictal onset, there
exists a quick transition from localized activity (few electrodes) to a generalized disrup-
tion of the potential field, and thus an obvious choice for localization is to rely on the
IEDs,which are believed to share the same spatial origin as the seizure onset – in contrast
to the global seizure activity – and are (quasi-)stationary over time [38]. IEDs in theEEG
cover spikes, sharp waves, spike-and-wave complexes and related phenomena, which
are all characterized by sharp transitions, electrical fields that extend beyond a single
electrode, disruption of the background activity, and a negative cerebral surface poten-
tial. The third characteristic points out the need to separate the IED activity from the
background activity to increase the localization accuracy.

Figure 17 shows an EEG segment recorded from an epileptic patient. This
bipolar recording is obtained as the potential differences between scalp electrodes
(cf. Fig. 8). IEDs can be perceived around time instants 1, 6, 7, 9, 10, and 11 s, and
appear most clearly on electrodes situated around the temporal area on the right-

Table 5 Statistics of epilepsy [37]. Figures represent the probability
of the given event. Screened patients have at least once been
referred to hospital for an examination.

Case Unscreened (%) Screened (%)

Epilepsy 0.5–1 50
Epilepsy given IED 50 93
IED given epilepsy 90
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hand side of the brain. An ocular artifact contributes strongly to leads located on the
frontal area, near the eyes. The figure illustrates that the EEG comprises the
contribution of various physiological activities with possible temporal and spatial
overlap. The ocular artifact corrupts the IED activity over the 10- to 11-s interval,
thus hampering its subsequent analysis (e.g., localization, counting) by a physician.

As epileptic spikes are spontaneous untriggered events, we may reasonably
suppose that the IEDs are independent of the ocular artifact and the background
activity. Moreover, their localization is spread over different electrodes and they
correlate highly with the seizure onset zone. Due to their transient character, the
associated distribution is clearly non-Gaussian, with significant probability of large
amplitude values leading to heavy or long tails in the probability density function.
These features make IED activity an excellent candidate for extraction by BSS
techniques based on independent component analysis.

5.2. Modeling and assumptions

As in the extraction of IED activity from the EEG, the assumption that some sensors
receive contributions from a single source is not always realistic in practice. In the
general case, all measurements may possibly contain contributions of several sources.
The technique of Section 3, which strongly relies on the existence of reference signals
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Figure 17 AnEEGfragmentfromanepilepticpatient.Signalshavebeensampledat200Hz.IEDs
appeararoundtime instants1,6,7,9,10, and11s.Ocularartifacts arevisibleover the last twoIEDs.
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free from the source of interest, may yield poor results in such scenarios. Similarly, the
spatio-temporal cancellation approach of Section 4 becomes inadequate in situations
where a quasi-periodic source such as the VA is not encountered.

These remarks motivate the simplest instance of the BSS problem, where the
sensor signals follow the linear instantaneous statistical model:

xðtÞ=AsðtÞ: ð26Þ

The components of vector x(t)= [x1(t) x2(t) . . . xL(t)]
T denote the L signals recorded,

whereas the components of vector s(t)= [s1(t) s2(t) . . . sM(t)]
T are the M unknown

sources. A is an unknown L�Mmixing matrix reflecting how the sources contribute
to the sensors. Because it is not known in advance whether some sensors receive
contributions from a reduced number of sources or not, matrix A has no known
structure or sparsity pattern. The above model can also be decomposed as

xðtÞ=
XM
m = 1

amsmðtÞ ð27Þ

where am is the mth column vector of A. This equation signifies that each source
contributes to the sensors through the projection of its amplitude on the associated
column of the mixing matrix.

The goal of BSS is to estimate the realizations of source vector s(t) from the
corresponding realizations of observed vector x(t). To this end, anM�L separating
matrix filter B is built such that its outputs

yðtÞ=BxðtÞ ð28Þ
are estimates of the sources. Note that the ith row of B defines a spatial filter acting
on the sensor output x(t) to produce the separator output yi(t), the ith component
of vector y(t).

In order to solve this problem, additional assumptions are necessary. Depending
on the assumptions, the BSS problem is of variable difficulty and can be solved
more or less easily. We shall limit our scope to the following:

A1. Matrix A is of full rank M, and there are at least as many sensors as sources
(L�M).

A2. Sources sm(t) are mutually statistically independent.
A3. At least (M� 1) sources are non-Gaussian, in the sense that they admit a non-

zero finite cumulant of order four.

Under assumption A1, Eq. (26) models a so-called overdetermined mixture,
where the available spatial diversity is sufficient to recover the sources by
applying a linear transformation on the observed data. Indeed, the sources s
can be recovered by a linear oblique projection of the observation vector x
onto the columns of A. This projection is carried out by separating matrix B
in Eq. (28). Assumptions A2–A3 allow the design of BSS techniques exploiting
the property of statistical independence between the sources. This is an impor-
tant property, as it is plausible in numerous applications and leads to
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computationally efficient practical BSS algorithms such as that presented in
Section 5.6. Independence can be seen as a generalization of conventional
second-order uncorrelation, the property exploited by the extraction techni-
ques of Sections 3–4. Section 5.4 will explain in more detail the concept of
independence (assumption A2), together with its connection with cumulants and
non-Gaussianity (assumption A3).

5.3. Inherent indeterminacies

It is clear that if the components of s(t) undergo an arbitrary permutation
(re-ordering), assumptions A1–A3 are still fulfilled and the observation x(t) in
Eq. (26) is not altered as long as the columns of A are re-arranged accordingly.
The same result holds if a source is scaled by a constant factor � and the
corresponding mixing matrix column by 1/�. These simple remarks show that
there are inherent indeterminacies in the BSS problem if addressed under
assumptions A1–A3: the source signals and the mixing matrix columns can be
estimated up to permutation and scale ambiguities. Conversely, it can be shown
that these three assumptions are sufficient to establish identifiability of matrix A
up to the above ambiguities and to estimate matrix B [3]. Note that they are
not necessary, for other assumptions such as non-stationarity or colorness (time
coherence) of the sources also allow identifiability under certain circumstances;
see [39] and references therein.

Our goal is thus to estimate one representative (A, s(t)) of a whole equivalence
class of solutions. Note that the number of solutions may be reduced to a finite
number by imposing each estimated source to have unit variance. The remaining
indeterminacy eventually reduces to sign and permutation.

As time coherence will be ignored in the sequel, all pertinent information
is contained in the probability distribution of the processed signals, whose
samples are considered as realizations of random variables. Consequently, the
time dependency denoted by index t becomes irrelevant and will be dropped for
convenience.

5.4. Statistical independence, higher-order statistics
and non-Gaussianity

The components of random vector s2R
M are said to be independent if and only if

their joint probability density function can be decomposed as the product of their
marginal densities:

psðsÞ=
YM
m=1

psmðsmÞ: ð29Þ

Dealing with probability distributions is usually hard. Instead, independence can
easily be measured using statistical parameters known as cumulants [40,41]. The
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cumulants of random vector s, denoted by Cs,ijk. . . = cum(si, sj, sk,. . .), where si is
the ith component of s, are defined as the coefficients of the Taylor expansion of its
second characteristic function �(w)= log Efexp( jwTs)g, where j is the imaginary
unit. Omitting mathematical details beyond our scope, it will suffice to mention
here that the cumulants are linked to the moments through relationships that are
often non-linear. For zero-mean variables, we have the following expressions for the
cumulants up to fourth order:

� order 1: Cs;i =Efsig= 0

� order 2: Cs;ij =Efsisjg
� order 3: Cs;ijk =Efsisjskg
� order 4: Cs;ijk‘ =Efsisjsks‘g�Efsisjgfsks‘g�EfsiskgEfsjs‘g

�Efsis‘gEfsjskg:

ð30Þ

Cumulants are said to be marginal if they involve a single component of s, while
cross-cumulants involve more than one component. The second-order cross-
cumulant is the conventional covariance. Cumulants of order higher than two
are referred to as higher-order cumulants and, along with the higher-order
moments, constitute the higher-order statistics (HOS). The normalized fourth-
order marginal cumulant,Cs;iiii=C

2
s;ii, is also called kurtosis.

The cross-cumulants of a random vector with independent components are
null at all orders. Full independence is too stringent an assumption and is indeed not
necessary in practice to accomplish the separation. The concept can be relaxed
by defining independence at order r, which only requires null cross-cumulants
up to that order. In particular, independence at order 2 reduces to the classical
second-order uncorrelation. Note that higher-order independence is a stricter
property as it implies, in particular, second-order uncorrelation, whereas the
converse is not true: uncorrelated signals may not necessarily be independent.
The term ‘higher-order’ will be omitted in the sequel when talking about inde-
pendence, as will be ‘second-order’ when referring to uncorrelation. As will be
seen later (Section 5.5.1), decorrelating the observations (i.e., making them uncor-
related at the separator output) is generally insufficient to achieve the separation if
the temporal coherence of the sources is not (or cannot be) exploited.

All the higher-order cumulants of a Gaussian random variable are zero, so
that these statistical parameters arise as natural measures of non-Gaussianity.
From the connection between independence and cumulants just recalled, it
follows that imposing uncorrelation on Gaussian variables renders them inde-
pendent without enforcing any constraints involving HOS. As a result, recover-
ing the property of independence is insufficient to separate these type of signals
[3]. Indeed, independence-exploiting techniques are unable to perform a com-
plete separation if more than one source is Gaussian; hence, the need for
assumption A3. HOS-based methods can separate the non-Gaussian sources,
while the Gaussian sources will remain mixed at the separator output. This
limitation will be illustrated in Section 5.5.2 with the particular separation
criterion of [3] (see also Section 5.9).
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5.5. Independent component analysis

It is possible to estimate the source signals by first identifying the mixing matrix
(blind identification) before inverting the mixture. More common in biomedical
applications are inverse approaches. These are formulated as the maximization of a
so-called contrast criterion and are thus expected to be more robust to additive
noise than blind identification approaches. Inverse approaches look for a separating
matrix B such as to maximize a contrast �(B). A contrast is a function measuring a
known property of the sources. From this perspective, BSS is approached as a
property recovery problem: recover the source waveforms by recovering the source
property. The maximization of a contrast function guarantees the separation, so that
the contrast is said to discriminate among the sources having that property.

If source and noise distributions are known, one can rely on the Maximum
Likelihood (ML) principle. Otherwise, one can use a contrast measuring the
statistical independence between the components of the separator output (28).
The maximization of statistical independence gives rise to the Independent Compo-
nent Analysis (ICA) of the observed data [3]. The most natural criterion for ICA is
the Mutual Information (MI):

¡MIðBÞ=
Z
pyðuÞlog pyðuÞ

Pm pymðumÞ
du: ð31Þ

According to the definition of independence expressed by Eq. (29), the above
criterion is null if and only if the separator output is made up of independent
components. The MI involves probability densities that are unknown; this is
difficult to handle even if they can be estimated, especially in large dimensions.
Moreover, maximizing Eq. (31) with respect to B can only be done iteratively
[42], which may raise problems due to the multimodality of the likelihood
function, in addition to the huge computational complexity. These shortcomings
explain why several other more practical criteria have been proposed in the
literature. Many of these alternative criteria capitalize on the ability of cumulants
to measure independence (Section 5.4). The kurtosis-based contrast [3], which
is probably the most widely used, will be presented in Section 5.5.2. Let us
first point out the inability of second-order techniques to accomplish the
separation.

5.5.1. Principal component analysis (PCA)
Since it is desired to obtain independent components ym, 1�m�M, in particular
they must also be uncorrelated (Section 5.4). An efficient technique to obtain
uncorrelated variables via a linear transformation is PCA.

For simplicity and without restricting the generality, assume that vector x is
zero-mean, and denote Rx=EfxxTg its covariance matrix. Then there exists an
M�L full rank matrix W such that

WRxW
T= IM : ð32Þ
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Recall that the diagonal elements of the covariance matrix contain the variance,
whereas its off-diagonal entries contain the covariance of the random vector
components. Hence, an identity covariance matrix means that the corresponding
random vector has uncorrelated unit-variance components, as desired. Matrix W
defines a whitening filter and is not uniquely defined. For instance, denote V the set
of eigenvectors of Rx, and L the diagonal matrix containing its eigenvalues. We
have, by definition, Rx=VLVT; this is the Eigenvalue Decomposition (EVD)
of Rx. One possibility is to choose W=L�1/2VT. Actually, any matrix of the form
W=QL�1/2VT, whereQ is orthogonal, i.e.,QQT= IM, will obviously also satisfy
equality (32).

Once W is chosen, define the standardized variable as x̃ðtÞ=WxðtÞ. By con-
struction, this variable has a unit covariance matrix. Even if the components of x̃ðtÞ
have unit variance and are uncorrelated, they are not necessarily independent, as
explained in Section 5.4. It indeed remains to find another transformation improv-
ing statistical independence, but keeping the covariance matrix to identity and thus
the uncorrelation between the output components. Such a transformation must be
an orthogonal matrix. Hence, the separating filter may be thought as the product
between W and an orthogonal matrix Q:B=QW. It is now clear that PCA does
not allow the identification of the mixing matrix, since an indeterminacy up to a
multiplicative orthogonal matrix is much larger than the inherent permutation and
scaling indeterminacy described in Section 5.3. The identification of matrix Q
requires tools beyond second-order statistics.

5.5.2. Kurtosis-based independent component analysis
Matrix Q can be estimated by performing the ICA at order 4 of the whitened
observations, that is, by imposing fourth-order independence between the
components of the separator output y. According to Section 5.4, fourth-order
independence can be achieved by minimizing the sum of squared fourth-order
cross-cumulants of y. Under the whitening constraint, i.e., under orthonormal
transformations, this is equivalent to maximizing the sum of squared fourth-order
marginal cumulants (kurtosis):

¡CoM2ðQÞ=
XM
i=1

C2
y;iiii: ð33Þ

By virtue of Section 5.4, this criterion can also be interpreted as the maximization of
non-Gaussianity of the separator output components. Under assumptions A1–A3,
Eq. (33) is proven to be a contrast function [3] and is referred to as CoM2 contrast.

As opposed to Eq. (31), the above criterion can be explicitly written as a
function of Q (and hence B) by replacing the output cumulants by

Cy; ijk‘=
XM
pqrs=1

QipQjqQkrQ‘sCx̃; pqrs ð34Þ
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where Qij denotes the element (i, j) of matrix Q. This equality expresses the
multilinearity property of cumulants [40]: a linear transformation Q applied on
the data x̃ induces a multilinear transformation on its cumulants. This transforma-
tion is given by Eq. (34) at order 4 but is easily extended at any order. Taking into
account this relationship, we see that Eq. (33) is actually a polynomial of degree 8 in
the entries ofQ. Its particular form allows us to find its absolute maximum with the
help of specific algorithms [3], involving the rooting of polynomials of degree at
most 4, as will be seen subsequently (Section 5.6.3).

Section 5.4 recalled that the higher-order marginal cumulants, and in particular
the kurtosis, of Gaussian signals are null. For sources of this kind, relation (34)
shows that the separator-output kurtoses are also null for any Q, and thus contrast
function (33) becomes ineffective to carry out the separation.

Criterion (33) may be seen as an approximation of MI, when expanding (in the
Edgeworth sense) the densities about the closest Gaussian [3]. This is a way to
establish a connection between Eqs (31) and (33). It is also possible to make a
connection between MI (31) and ML [4].

5.6. Algorithms

Let us now turn to numerical methods able to implement ICA in practice. Instead
of surveying superficially several methods, we shall concentrate on the CoM2
algorithm [3]. Various other techniques may be used in the present context, and
relevant references may be found in Kachenoura et al. [43], including iterative
algorithms [5].

Let us assume that we are given T realizations of x, denoted by x(nTs), 0� n
�(T� 1). The CoM2 algorithm, devised in 1991, proceeds in two stages. First,
realizations of the standardized random variable x̃ are computed and, in a second
stage, an orthogonal separating matrix Q is estimated.

5.6.1. Sample spatial whitening
Since x is zero-mean, a consistent estimate of the covariance matrix is given by the
sample covariance

R̂x=
1

T

XT�1
n=0

xðnTsÞxðnTs ÞT:

As seen in Section 5.5.1, a whitening filter is given by Ŵ= L̂�1=2
V̂
T
where

R̂x= V̂L̂V̂T
denotes the EVD of R̂x. Standardized realizations are then eventually

obtained as x̃ðtÞ= ŴxðtÞ.
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However, several improvements are suitable. Without going into the details,
one can mention the following:

1. The computational complexity can be reduced by avoiding the explicit
computation of the sample covariance. In fact, the M � L whitening matrix W
is such that X̃X̃

T
=TIM , where X̃=WX. For the purpose of computing X̃, the

‘‘economical’’ SVD of the data matrix can be used. By economical, it is meant that
the singular vectors associated with null singular values are not computed. It takes
the formX=USVT, where the diagonal matrix S is of dimensionM�M. TheM
dominant right singular vectors then yield the standardized data matrix up to a
scale factor, as X̃=

ffiffiffiffi
T

p
VT. The M � L whitening filter is then given

by W=
ffiffiffiffi
T

p
S�1UT. A Gram–Schmidt orthogonalization is sometimes

employed inside the economical SVD calculation.
2. Note that if the datamatrix is not full rank, i.e., ifL>M, only the range space is kept,

which reduces the dimension of the observation space. In the EVD approach, this
would correspond to computing the pseudo-inverse of matrixLwhen it is singular.

3. In the presence of additive noise with known covariance matrix, the effect of
the noise can be reduced by computing an unbiased estimate of the whitening
filter, which is aimed at whitening the source part. In other words, it suffices to
compute the whitening filter so that it reduces the noiseless covariance matrix to
identity, instead of the observation covariance matrix.

5.6.2. Decomposition of the orthogonal separating matrix
The CoM2 contrast function is a rational function in many variables. Since finding the
absolute maximum of such a function is not easy, it is convenient to decompose the
orthogonalmatrixQ into the product of plane rotations. A plane rotation is a rotation
acting in a plane defined by two coordinates, say x̃i and x̃j. In anM-dimensional space,
such a rotation can be represented by an M�M matrix which differs from the
identity only by four entries, namely its (i, i), (i, j), (j, i), and (j, j) entries. These
four entries can be compactly stored in a 2� 2matrixG [i, j], with i< j, which forms
a Givens rotation, defined by a single parameter: its angle, or the tangent of its angle.

The idea is then to proceed as in the Jacobi sweeping algorithm devised for the
diagonalization of symmetric matrices [28]: maximize sequentially a series of contrast
functions in one variable, instead of maximizing a single contrast function in many
variables. The length of the seriesmust be at leastM(M� 1)/2, that is, the number of free
parameters in theM � M rotationmatrix,which constitutes one sweep of the algorithm.
In the CoM2 algorithm, convergence is typically reached after at most d ffiffiffiffiffi

M
p e sweeps.

5.6.3. Calculation of an optimal plane rotation
It now remains to show how the 2� 2 problem is solved by maximizing the CoM2
contrast. Let t denote the tangent of the angle of the Givens rotationG[i, j] acting in
theðx̃i; x̃jÞ plane. We have

G½i; j�= 1ffiffiffiffiffiffiffiffiffiffiffiffi
1þ t2

p 1 t

�t 1

� �
:
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The contrast criterion �CoM2 defined in Eq. (33) turns out to be a rational function
in t of degree 8, as shown by the multilinearity property (34). It has been proven in
Comon [3] that, because of its particular form, all stationary values of this contrast
criterion can be found by rooting a polynomial of degree 4, which can be done in
an entirely algebraic (non-iterative) manner. By plugging back these values in the
contrast expression, we are able to select the absolute maximum of �CoM2, within a
finite number of operations. Since 1992, the source code of this algorithm can be
downloaded from www.i3s.unice.fr/	pcomon.

The coefficients of the above rational function involve sample cumulants of the
pairðx̃i; x̃jÞ, or of the pair (yi, yj) previously computed. Sample cumulants can be
estimated from sample moments either in a batch manner, by averaging over the T
realizations in the available signal block, or recursively (on-line) if a real-time
implementation is preferred.

5.7. Results

We apply the CoM2 cumulant-based BSS algorithm of Comon [3] (summarized in
Section 5.6) to the interictal EEG fragment shown in Figure 17. The algorithm
separates the measurements into the maximally independent sources of Figure 18.
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Figure 18 Brain signal extraction in the EEG: decomposition of the EEG fragment of
Figure 17 into its source signals by the CoM2 algorithm of [3] (Section 5.6). Sources 2 and 3
represent the ocular artifact. Amplitudes are normalized to yield unit power sources.
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Due to Kirchhoff ’s Voltage Law, the bipolar configuration introduces linear
dependencies in the recordings, so that the dimension of the observed signal
subspace is actually smaller than the number of leads in Figure 17. The number
of sources that can be found by conventional (overdetermined) BSS techniques is
bounded by this dimension, which explains why fewer sources than observations
are recovered in this example. In Figure 18, sources 2 and 3 seem to condense the
ocular activity. To suppress their contribution to the observed EEG segment, these
sources can be neglected in Eq. (27) when projecting the source amplitudes back on
the mixing matrix columns to reconstruct the recordings. The signals so obtained
are free from ocular artifact, as shown in Figure 19. Background activity and noise
may be further reduced by selecting only the IED sources in Figure 18 and
reconstructing their contribution to the original recordings.

By way of comparison, the source signals estimated by PCA (Section 5.5.1) are
shown in Figure 20. PCA-based separation is achieved by maximizing the variance
of the extractor output subject to uncorrelation constraints on the previously
extracted sources. Since the IEDs and the ocular artifact contribute to the recording
with similar amplitudes, PCA is unable to separate them correctly. Indeed, both
types of activity appear mixed among the first five sources of Figure 20, and the
ocular artifact suppression is negatively affected as a consequence. These results
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Figure 19 Reconstruction of the EEG segment of Figure 17 from the estimated sources
of Figure18 without the ocular artifact sources.
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demonstrate that relying only on second-order statistical measures like variance and
uncorrelation as separation parameters, though useful in specific scenarios, fails to
yield physiologically or clinically significant information in the general case.

As illustrated by the above example, a decomposition into independent com-
ponents using standard ICA techniques can shed new light onto EEG processing
[44,45]. Indeed, ICA is a very powerful technique since it requires little a priori
information to obtain interpretable results. The reduced amount of prior informa-
tion renders the approach very robust to modeling errors. The BSS approach also
proves useful in the processing of other types of biomedical data, such as in the
ECG problems treated earlier in the chapter; see, e.g., [6,22,31,32].

Care should be taken when implementing the theory of ICA in practical settings.
The instantaneous linear overdetermined mixture model resolves mixtures of sources
in the case where the mixture is constant over the observed window length. Also, the
number of sources that can be extracted is limited by the number of sensors used to
record the activity (or, rather, by the dimension of the observed signal subspace, as
seen in the previous example). Although the standard algorithms usually perform well
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Figure 20 Brain signal extraction in the EEG: decomposition of the EEG fragment of
Figure17 into its source signals by PCA (Section 5.5.1). Ocular artifact and IED activity appear
mixed among the first five sources. Amplitudes are normalized to yield unit power sources.
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and provide useful clinical and physiological information, more advanced methods
circumventing the above limitations can be developed by replacing, altering or adding
assumptions to the separation criteria. In what follows, we briefly summarize some
promising developments adding on the capabilities of classical ICA in multisensor
biomedical data analysis. This overview does not pretend to be exhaustive.

5.8. Incorporating prior information into the separation model

The above-mentioned techniques for BSS make little to no use of prior knowledge
of the source signals except for assumptions A1–A3 concerning their statistical
independence and non-Gaussian character. By inserting some prior knowledge
into the objective of ICA, the standard ambiguities mentioned in Section 5.3 can
be alleviated while improving the performance of the resulting techniques. Recent
methods have been proposed by inserting priors into the ICA contrast and/or into
the ICA-updating algorithm. The following sections shortly highlight some inter-
esting contributions to this topic.

5.8.1. Temporal reference
The use of a reference signal in conjunction with independence has been proposed
in Adib et al. [46]. The method in Lu and Rajapakse [47] is based on the so-called
FastICA algorithm [5,48], but includes a Lagrangian term measuring the distance to
the reference. The method is reminiscent of the optimal Wiener filtering technique
of Section 3 in the exploitation of a reference signal. Its major drawback is precisely
the generation of that signal, ideally the source of interest and thus not available a
priori. The major advantage of ICA with reference signal is the reduction in
computational cost, as a full decomposition with a posteriori selection is reduced
into a single signal extraction. Since only the source of interest will be found at the
separator output, the permutation ambiguity inherent to classical implementations
of ICA is alleviated or even avoided.

5.8.2. Spatial reference
In a given source separation problem, the contribution of a source signal to the sensors
is determined by the mixing matrix column associated with that source, as signified
mathematically by Eq. (27). A spatial map quantifies the typical configuration of this
contribution. In biomedical signal processing, the idea of exploiting a source spatial
map seems more practical than using a reference signal, as much more a priori
information is available for spatial maps than for time variations [49,50]. Since many
processes captured by a multisensor recording system display a rather fixed and known
topography, this information can be readily incorporated into ICA contrasts. This
yields source separation techniques with spatial maps adapted to epileptic spikes [49]
and artifacts [51], among others, thus simplifying the identification of these activities.

In the context of ocular artifact suppression in the EEG, the benefits of
exploiting a spatial reference are illustrated in Figure 21. The top plot shows an
EEG recording clearly corrupted by eye blinks. The application of the signal
extraction method of Phlypo et al. [51], based on a library of spatial maps adapted
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Figure 21 Ocular artifact suppression by exploiting a spatial reference. (Top) The EEG signal
with blinks. Signals have been recorded at a sampling frequency of 200 Hz. (Bottom) The
EEG fragment after the separation method of [51].
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to ocular artifacts, yields the corrected EEG fragment shown in the bottom plot.
Since the muscular activity around the 10th second and the spiking activity just
before the 15th second have spatial distributions different from that of the ocular
artifact, they are not affected by the extraction filter.

5.9. Independent subspaces

Recently, the trend to step forward from ICA techniques toward Independent
Subspace Analysis (ISA) has gained increasing attention in the signal processing
community. The idea of ISA, originally proposed in Comon [52, p. 125], has been
further developed in [53] or [54], among others. This trend goes hand in hand with
the dependent component analysis method, that takes prior information about the
relation between components to solve the linearmixture system. Left to explore is the
influence these novel techniques would have on biomedical signal processing. Since
the activity in the three orthogonal axes of the electric heart vector (Section 2.2.4) is
temporally dependent, it could reasonably be captured in a three-dimensional mea-
surement subspace, rather than being compressed into a single component. The same
observation holds for dependent brain activities (see Section 5.1). Subspace analysis
or dependent component analysis could help find coherence between the activities of
multiple or spread brain areas.

5.10. Softening the stationarity constraint

If the mixing matrix is constant over a time period, the stationarity of the
sources is not mandatory. In fact, when using sample statistics such as moment
or cumulants, one actually averages them over the period. What is then
important is that these average values should be non-zero, and in particular
the underlying source average statistics. Attempts have been made to soften (or
entirely discard) the stationary conditions by using, among others, state
machines [55] or the ML principle [56]. A similar attempt is made by the
algorithm of Phlypo et al. [51] through the combination of short-time and
long-term statistics. Another point of view is to exploit independence in the
spectral domain. Instead of the ordinary frequency transforms with fixed bases,
there is a tendency to use methods that adapt the spectral basis to the data in
hand, either through decorrelation [57] or by using HOS as in ICA [58], are
drawing increasing interest. Note that many works exploit non-stationarity of
the sources when the mixture is constant [56]. In that case, having non-
stationary sources is an advantage, not a drawback.

5.11. Revealing more sources than sensor signals

Mixtures having fewer sensors than sources are referred to as underdetermined
since 1999 [59]. The difficulty when considering underdetermined mixtures lies
in the non-invertibility of the mixing matrix A, since it is no longer full-column
rank. As a result, the sources s cannot be exactly recovered by a linear projection
of the observation vector x onto the columns of A. The problem of extracting the
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sources in underdetermined mixtures can be addressed by three main approaches:
(1) build a non-linear extractor [59], possibly based on a Maximum A Posteriori
estimator (well-matched to the case of discrete sources); (2) exploit a possible
source sparseness [60,61], whereby only a few sources are assumed to be active
simultaneously in the observation window; (3) exploit possible additional diver-
sities by storing the recorded information in a high-dimensional array (a matrix
with more than two dimensions, e.g., a cube-like data structure) and performing
its decomposition [62]. This last option, and perhaps also the use of sparsity in
specific scenarios, would appear as the most promising in biomedical applications.
On the other hand, if one is only interested in detecting the number of sources or
identifying the mixture (e.g., for source localization), decomposing the cumulant
tensor [63] or the characteristic function [64] suffices, and weaker assumptions
apply.

6. SUMMARY, CONCLUSIONS AND OUTLOOK

The extraction of signals of interest from measurements corrupted by noise and
interference is a fundamental problem arising in a wide variety of domains. In
biomedicine, a successful signal extraction can help the physician diagnose and
understand a pathologic condition. The signal extraction techniques presented in
this chapter rely on the availability of multiple spatially separated sensors recording
simultaneously the biomedical activity under study. Exploiting the spatial dimension
brought about by multisensor measurements gives rise to the concept of spatial
filtering, and enables powerful signal processing approaches with capabilities reaching
far beyond conventional single-channel frequency filters. Specific methods depend
on the particular problem in hand, its model and its constraints. Our purpose has
been to provide the reader with an overview of some existing signal extraction tools.

Approximating the bioelectrical activity by equivalent current dipoles leads
to the definition of signal models in which sources and observations are linearly
related. As a result, signal extraction can be carried out by linear processing,
namely, the appropriate weighted average of the measured signals. The techniques
addressed in this chapter aim at finding the weights or coefficients of the extracting
spatial filter by exploiting specific properties of the signals of interest. Such weights
are optimal under specific assumptions and extraction criteria. Classical Wiener
filtering and spatio-temporal cancellation exploit the uncorrelation between the
signal of interest and the interference. Uncorrelation is measured using
second-order statistics (covariance). The former method relies on reference signals
correlated with the interference but uncorrelated with the desired signal, which
demands a careful electrode placement. The latter technique assumes the repeti-
tive character of the interference. BSS is a more general approach capable of dealing
with (practically) arbitrary electrode location. The use of statistical independence,
a property stronger than uncorrelation and measured using HOS (cumulants),
enables the extraction of any type of sources as long as they are non-Gaussian.
Even if the relationship between bioelectrical sources and observations is
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actually more involved than a simple equivalent dipole, these techniques are often
able to extract physiologically meaningful and clinically relevant sources.

Each of these signal processing tools has been introduced in the context of
a suitable biomedical application, but could also be adapted and applied to the
other problems addressed in this chapter. Some comparisons can be found in
[6,22,43,65], among other works. Although our focus has been on bioelectrical
recordings (ECG, EEG), signals conveying genetic (DNA), chemical, or other kind
of biomedical information can also be processed by these techniques. Likewise, the
methods are readily applicable, with possible modifications, in other fields such as
telecommunications (see, e.g., [39,66–69] and references therein).

Many open problems remain to be tackled in the area of signal extraction in
multisensor biomedical recordings. A fundamental question concerns the rela-
tionship between the sources estimated by signal extraction methods and the
actual sources of underlying physiological activity. As discussed at the end of
the previous section, the applicability of existing techniques needs to be
extended to more challenging environments such as underdetermined scenarios,
and their performance improved by incorporating prior information into the
extraction criteria. Multimodal processing is emerging as another promising
avenue of research. Signals simultaneously acquired in different modalities
(EEG and MEG, EEG and fMRI, PET and SPECT, etc.) can be analyzed
sequentially or in parallel to perform mutual validation or to increase the
information provided separately by each modality. The potential benefits are
many-fold. For instance, the combination of EEG and fMRI can improve both
temporal (with respect to fMRI) and spatial (with respect to EEG) resolution,
while PET and SPECT can provide information about both anatomical struc-
tures and functional behaviour. Recording multimodal measurements, e.g., an
EEG in a high magnetic field such as an MRI scanner represents an interesting
technical problem in itself. Designing novel signal processing algorithms fully
exploiting the information available in the recorded modalities constitutes an
exciting research challenge likely to draw the attention of the biomedical signal
processing community over the next decades.
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[9] F. Bijmaa, J. C. deMunck, K. B. Böckerb,H.M.Huizengac,R.M.Heethaard, The coupled dipole
model: an integrated model for multiple MEG/EEG data sets, Neuroimage 23 (3) (2004) 890–904.

[10] R. Pascual-Marqui, C. Michel, D. Lehmann, Low resolution electromagnetic tomography:
a new method for localizing electrical activity in the brain, International Journal of Psychophy-
siology 18 (1994) 49–65.

[11] R. M. Rangayyan, Biomedical Signal Analysis. A Case-Study Approach, John Wiley & Sons,
Inc., New York, 2002.

[12] J. Malmivuo, R. Plonsey, Bioelectromagnetism: Principles and Applications, Oxford University
Press, New York, 1995.

[13] R. Plonsey, Bioelectric Phenomena, McGraw-Hill, New York, 1969.
[14] R. Plonsey, R. C. Barr, Bioelectricity: A Quantitative Approach, 2nd Edition, Kluwer

Academic Publishers, New York, 2000.
[15] A. van Oosterom, Beyond the dipole: modeling the genesis of the electrocardiogram, in: Schalij,

Janse, van Oosterom, Wellens, van der Wal (Eds.), Einthoven 2002: 100 Years of Electrocar-
diography, The Einthoven Foundation, Leiden, The Netherlands, 2002, Ch. 2, pp. 7–15.

[16] American Clinical Neurophysiology Society, Guideline 5: Guidelines for standard electrode
position nomenclature https://www.acns.org//pdfs/ACFDD46.pdf (2006).

[17] A. Gunji, R. Ishii, W. Chau, R. Kakigi, C. Pantev, Rhythmic brain activities related to singing
in humans, NeuroImage 34 (2007) 426–434.

[18] D. J. Amit, Modeling Brain Function, Cambridge University Press, Cambridge, UK, 1992.
[19] P. Robinson, C. Rennie, D. Rowe, S. O’Connor, E. Gordon, Multiscale brain modelling,

Philosophical Transactions of the Royal Society of London B 360 (2005) 1043–1050.
[20] G. O. Glentis, K. Berberidis, S. Theodoridis, Efficient least squares adaptive algorithms for FIR

transversal filtering, IEEE Signal Processing Magazine 16 (4) (1999) 13–41.
[21] P. Comon, D. T. Pham, An error bound for a noise canceller, IEEE Transactions on Acoustics,

Speech and Signal Processing 37 (10) (1989) 1513–1517.
[22] V. Zarzoso, A. K. Nandi, Noninvasive fetal electrocardiogram extraction: blind separation

versus adaptive noise cancellation, IEEETransactions onBiomedical Engineering 48 (1) (2001) 12–18.
[23] P. Langley, J. Bourke, A. Murray, Frequency analysis of atrial fibrillation, IEEE Computer

Society Press, Proc. Computers in Cardiology, Vol. 27, Boston, Massachusetts, 2000, 269–272.
[24] M. Stridth, L. Sörnmo, Characterization of atrial fibrillation using the surface ECG: time-

dependent spectral properties, IEEE Transactions on Biomedical Engineering 48 (1) (2001) 19–27.
[25] J. Lian, D. Müssig, V. Lang, Computer modeling of ventricular rhythm during atrial fibrillation

and ventricular pacing, IEEE Transactions on Biomedical Engineering 53 (8) (2006) 1512–1520.

Signal Extraction in Multisensor Biomedical Recordings 141



[26] P. Bonizzi, O. Meste, V. Zarzoso, Atrio-ventricular junction behaviour during atrial fibrillation,
IEEE Computer Society Press, Proc. Computers in Cardiology, Vol. 34, Durham, North
Carolina, 2007, pp. 561–564.
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Abstract

The excited state lifetime of a fluorophore is a fundamental parameter that reports

sensitively on the fluorophore nanoenvironment and on interactions between the fluor-
ophore and other molecules. When coupled with the spatial resolution inherent to
imaging techniques, fluorescence lifetime spectroscopy provides information about the
spatial distributions of the molecules and the dynamics of related processes. In combi-

nation with genetically encodable visible fluorescent protein fluorophores, fluorescence
lifetime imaging enables the real-time visualization of dynamic biological interactions in
the complex context of the living cell. This chapter provides an introduction to fluores-

cence spectroscopy with an emphasis on fluorescence lifetimes and to the use of visible
fluorescent proteins and fluorescence lifetime microspectroscopy for biophotonics
applications.
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1. INTRODUCTION

Fluorescence spectroscopy is a sensitive and specific tool for biochemical and
biophysical studies [1,2]. Rapid developments in instrumentation, light sources,
detection methods, and fluorescent reagents have established the prominent role of
fluorescence spectroscopy and imaging in biophotonics [3]. The influence of the
local nano- and microenvironment on fundamental fluorescence observables such
as spectral shape and position, lifetime, and polarization make it a powerful tool for
studying molecular structure and dynamics [4–7]. The combination of fluorescence
spectroscopy and microscopy with the discovery and development of genetically
encodable fluorescent proteins [8,9] has enabled the in vivo visualization [10] of
molecular targeting, interactions, and dynamics in intact cells and organisms. The
multitude of spectroscopic properties of fluorescence can be further exploited in an
imaging mode [11] to obtain information not only about the macromolecules in a
spatially resolved manner but also about the immediate molecular nanoenviron-
ment. The information content is significantly enhanced as the fluorescence obser-
vables are time resolved [12,13], and provide a means to elucidate and monitor the
spatio-temporal distributions and functional states of constituent molecules of the
biological systems.

2. INTRODUCTION TO FLUORESCENCE

The ubiquitous phenomenon of emission of light when molecules revert to the
ground state from an electronically excited state created by physical, mechanical, or
chemical mechanism is known as luminescence. Luminescence generated by the
excitation of a molecule by ultraviolet or visible photons is called photoluminescence,
which can be formally divided into two categories, fluorescence and phosphores-
cence, depending upon the electronic configuration of the excited state and the
emission pathway. The category of molecules capable of undergoing electronic
transitions that result in fluorescence are known as fluorochromes or fluorophores.

2.1. Interaction of light with matter

Light is an electromagnetic wave consisting of electric and magnetic fields oscillat-
ing orthogonal to the direction of propagation. The energy associated with a light
wave with frequency 	 is given by

E= h	=
hc

l
ð1Þ

where h is the Planck’s constant, c is the speed of light in vacuum, and l is the
wavelength of the incident photon. Because of the electric field associated with the
light wave, when a charged particle is placed in the path of a light wave, it
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experiences a force and is capable of absorbing energy from the electric field of the
light wave. When an electron in the ground state molecular orbital absorbs this
energy, it is promoted to a higher unoccupied molecular orbital, known as the
excited state of the electron. Figure 1 depicts a schematic 1D representation of the
energies of molecular transitions.

2.2. The Jabłoński diagram

The processes that can occur during an excitation cycle are conveniently illustrated
by a Jabłoński diagram, named after the Polish scientist Alexander Jabłoński. In this
diagram (Figure 1), the various energy levels of the molecule are depicted by a stack
of horizontal lines. The singlet ground, first, second and nth electronic excited states
are labeled as S0, S1, S2 and Sn, respectively. The excited triplet states are similarly
labeled by T1, T2, and so on. The vibrational sublevels of each electronic state are
denoted by the vibrational quantum numbers 0, 1, 2, . . . in increasing order of

k isc 

k r

k -isc

Ground state

Excited singlet states

Excited triplet
state

S2

S1

S0

T1

Vibrational
energy
states

Internal
conversion

Intersystem
crossing

Non-radiative
decay
k nr

Phosphorecence
k p

Fluorescence

Non-radiative
triplet relaxation
k ′ nr

Vibrational
relaxation

Figure 1 Jabłon¤ ski diagram illustrating energy levels and photophysical processes. The
different deactivation pathways through which an excited molecule can return to its ground
state are labeled with the corresponding rate constants: Fluorescence kr, non-radiative decay
knr, intersystem crossing kisc, and phosphorescence kp. Processes such as quenching, energy
transfer, and photochemical reactions are not included. The energy levels shown are not to
scale.
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energy. The processes involving the transition of the electron between the energy
states are represented by vertical arrows. The fluorescence process can be divided
into three major events: absorption, vibrational relaxation, and emission.

2.2.1. Absorbance
The electronic transition accompanying absorption of a photon by a molecule is
known as electronic absorption or electronic excitation. The energy required to
change the electronic distribution is of the order of a few electron volts for most
fluorophores; thus, the corresponding photons lie in the visible or ultraviolet region
of the spectrum. The absorption of a photon promotes the molecule from the
ground electronic state to a higher vibronic sublevel of an excited singlet state.
Absorption mainly occurs from the vibronic ground states of molecules, since, at
room temperature, thermal energy is not sufficient to significantly populate the
excited vibrational states. The spacing of the vibrational energy levels of the excited
states is similar to that of the ground state. Electronic transitions are fast compared
with the time scale of nuclear motions so that vibrational levels that correspond to a
minimal change in the nuclear coordinates are favored. This approximation that an
electronic transition occurs within a stationary nuclear framework is known as the
Franck–Condon principle (Figure 2).

The extent to which light of a given wavelength is absorbed by a substance is
given by the Beer-Lambert law:

A lð Þ=�log
I lð Þ
I0 lð Þ =�" lð ÞCl ð2Þ

where the quantity A(l) represents the absorbance of a given sample, I0 and I are
the intensities of light of wavelength l incident on and transmitted through
the absorber respectively, C is the concentration of absorbing molecules, and l is

S1

S0

ν = 2
ν = 1

ν = 2
ν = 1

ν = 0

E
ne

rg
y

Nuclear coordinates

ν = 0

Figure 2 Franck^Condon principle. Since electronic transitions are very fast compared
with nuclear motions, vibrational levels are favored when they correspond to a minimal
change in the nuclear coordinates.The potential wells are shown favoring transitions between
v= 0 and v= 2.
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the path length of light through the sample. "(l) is a molecular constant under a
given set of physical conditions and solvent, related to the electronic transition
dipole moment, and is called the molar extinction coefficient of the sample. A
graphical representation of the absorbance of a species as a function of wavelength
or frequency is known as the absorption spectrum. Regions of the spectrum where
the intensity of absorbed light is high are known as absorption bands. Spectrally
broad absorption bands are a consequence of closely spaced vibrational energy
levels together with the thermal motion that enables a range of photon energies
to cause a particular transition.

2.2.2. Non-radiative relaxation processes
The absorption of a photon leaves a molecule in one of the possible higher
vibrational states of one of its electronically excited states. Excess vibrational energy
is dissipated as heat by a process termed as internal conversion and the molecule relaxes
to the ground vibrational level of the first excited singlet state within a few
picoseconds, an effect known as vibrational relaxation. As the time required for
internal conversion is typically much less than that for fluorescence emission, the
following transition occurs from the lowest vibrational sublevel of the lowest
excited state.

The primary mechanism of relaxation of excited non-emitting molecules is
radiationless decay, in which the excess energy is transferred into the vibration,
rotation, and translation of the surrounding molecules. The excitation energy is
thus dissipated as heat, and the molecule returns to the ground electronic state.

The electrons in the excited singlet state S1 can also undergo intersystem crossing,
a non-radiative transition between states of different spin multiplicity. A transition
to the triplet state T1 is usually followed by another radiative (phosphorescence) or
non-radiative deactivation. In addition, a molecule in its excited state can non-
radiatively transfer its excitation energy to other molecules, either by collision, a
process known as dynamic quenching, or by resonance energy transfer.

2.2.3. Radiative relaxation of electronically excited molecules
Molecules that do not possess effective non-radiative decay channels can dissipate
their excitation energy upon radiation of a photon. Depending on the electronic
nature of the excited state, one can distinguish between fluorescence and
phosphorescence.

2.2.3.1. Fluorescence
The processes of internal conversion and vibrational relaxation leave the electro-
nically excited molecule in the lowest vibrational sublevels of the first singlet
excited state. If subsequent relaxation to the ground electronic state is accom-
panied by the emission of a photon, the process is formally known as fluores-
cence. An excited molecule capable of fluorescence typically stays in the lowest
excited singlet state S1 for a period of several nanoseconds before finally relaxing
to the ground state. Internal conversion and vibrational relaxation are responsible

Fluorescence Lifetime Spectroscopy and Imaging 149



for the emitted photon having lower energy than the incident photon. This shift
to a longer wavelength is a phenomenon known as the Stokes shift. The Stokes
shift is essential for the sensitivity of fluorescence detection because it allows
effective separation of the fluorescence emission signal from Rayleigh-scattered
excitation light. As emission occurs from the lowest vibrational sublevel of first
excited singlet state, the emission spectra are, in general, independent of excita-
tion wavelength.

Emission spectra are usually mirror symmetric to the lowest energy absorp-
tion band. This symmetry is a result of relaxation to the vibrationally excited
states of the electronic ground state S0, and the similarities of the vibrational
energy levels of S0 and S1. According to the Franck–Condon principle, all
electronic transitions are vertical (Figure 2) that is, they occur without change
in the position of the nuclei. Thus, the various transition probabilities (Franck–
Condon factors) are similar and lead to the symmetric nature of the absorption
and emission spectra.

2.2.3.2. Phosphorescence
The emission of a photon from the excited triplet state T1 is defined as phosphores-
cence. The phosphorescence spectrum is generally shifted to longer wavelengths
relative to the fluorescence spectrum. Although transitions between states of different
spin multiplicity are strictly forbidden, singlet states occasionally have some triplet
character due to mixing of the singlet and triplet wavefunctions, thus relaxing this
selection rule. Nevertheless, the probability for such a transition remains very small,
and as a consequence, the triplet–singlet transition is very long-lived and results in
phosphorescence lifetimes on the order of milliseconds to a few seconds.

2.2.3.3. Delayed fluorescence
Occasionally, in rigid and viscous media at very low temperature, another long-
lived emission band is observed at a frequency corresponding to that of fluorescence
but with a decay time similar to phosphorescence. This phenomenon is known as
delayed fluorescence and is a consequence of thermal excitation of the molecule
from the first excited triplet state back to the first excited singlet state, followed by
fluorescence emission.

2.2.4. Timescales of various fluorescence processes
The various relaxation processes of an excited molecule occur on timescales
differing by several orders of magnitude; characteristic rate constants and timescales
are summarized in Table 1 [1]. The initial absorption of a quantum of energy takes
place within a few femtoseconds. The vibrational relaxation takes place in less than
a few picoseconds. The final emission of a longer wavelength photon from the first
excited singlet state, that is, fluorescence emission, occurs in a relatively longer time
period (several nanoseconds), whereas phosphorescence lifetimes can range from
several milliseconds to a few seconds. The excited state lifetime is further influenced
by processes such as quenching, energy transfer, and intersystem crossing, which
provide for alternative decay pathways.
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2.3. Fluorescence parameters

Three fundamental parameters commonly used in describing and comparing the
effectiveness of fluorophores are the extinction coefficient ("), quantum yield (F),
and the brightness of fluorescence (B). The extinction coefficient is a measure of the
amount of impedance a given substance offers to the passage of electromagnetic
radiation of a given wavelength. It is related to the absorbance of the given sample
by the Beer-Lambert law [Eq. (2)]. The extinction coefficient is the characteristic
ability of a fluorophore to absorb incident light of a given wavelength.

The quantum yield is a gauge for measuring the efficiency of fluorescence
emission relative to all other pathways of relaxation and is expressed as the dimen-
sionless ratio of the number of photons emitted to the total number of photons
absorbed by a fluorophore, or represented in terms of decay rates as

F=
kr

kr þ knr
ð3Þ

where kr and knr are the radiative and non-radiative decay rate constants respec-
tively, as depicted in Figure 1.

The brightness of a fluorophore is proportional to the ability of a substance to
absorb light and fluorescence quantum yield, and is given by

B=F � " ð4Þ
Highly fluorescent molecules have high values of both molar extinction coefficient and
fluorescence quantum yield, and thus high absorbance and efficient emission.

2.4. Fluorescence lifetime

The fluorescence lifetime is an intrinsic property of fluorescent probes that is exten-
sively used for studying biomolecules, their microenvironment, and their molecular
associations [12,13]. The fluorescence lifetime is the characteristic time that a mole-
cule remains in its excited state before returning to the ground state. During the

Table 1 Timescales of various fluorescence processes

Transition Process Rate constant Timescale (s)

S0! S1 or Sn Absorption (Excitation) 10�15

Sn! S1 Internal conversion kic 10�14 to 10�10

S1! S1 Vibrational relaxation kvr 10�12 to 10�10

S1! S0 Fluorescence kr 10�9 to 10�7

S1!T1 Intersystem crossing kisc 10�10 to 10�8

S1! S0 Non-radiative relaxation
quenching

knr, kq 10�7 to 10�5

T1! S0 Phosphorescence kp 10�3 to 100

T1! S0 Non-radiative relaxation
quenching k0nr, k0q 10�3 to 100
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excited state lifetime, a fluorophore can undergo conformational changes, interact
with other molecules, and rotate and diffuse through the local environment.

When a sample containing a fluorophore is excited using a pulse of light, an
initial population (n0) of fluorophores in the excited state is created. This popula-
tion decays with time due to fluorescence emission and non-radiative processes, a
process described by the differential equation:

dn tð Þ
dt

=� kr þ knrð Þn tð Þ ð5Þ

where n(t) is the number of molecules in the excited state at time t following the
excitation. kr and knr are the radiative and non-radiative rate constants respectively, as
shown in the Figure 1. This results in an exponential decay of the excited state, given by

n tð Þ= n0 exp �t=
ð Þ: ð6Þ

 is the fluorescence lifetime of the molecule and is expressed as the reciprocal of
the total decay rate,


 = kr þ knrð Þ�1: ð7Þ

The fluorescence decay following pulsed excitation is schematically depicted in
Figure 3. The natural or radiative lifetime of the fluorophore is defined as 
0= kr

�1.
The fluorescence lifetime and quantum yield are related by the expression

F=
kr

kr þ knr
=





0
ð8Þ
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Figure 3 Schematic of fluorescence decay upon pulsed excitation. Fluorophores are excited
using a short pulse of light.The emitted fluorescence is measured in a time-resolved manner,
forming the basis for time-domain lifetime measurement.
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The decay of fluorescence intensity as a function of time in a uniform population of
molecules excited with a brief pulse of light is described by an exponential function
which follows from Eq. (6):

I tð Þ= I0e
� t=
ð Þ ð9Þ

where I(t) is the fluorescence intensity measured at time t.

2.5. Measurement of fluorescence lifetime

Two complementary approaches are widely used for measuring the fluorescence
lifetime, the time-domain, and frequency-domain methods.

2.5.1. Time-domain lifetime measurement
In the time-domain method, the sample is excited using a short excitation pulse,
and the time-dependent intensity of emission is measured following the excitation
pulse (Figure 3). The excited state population decays exponentially (Eq. (6)). In the
simplest case, the decay is monoexponential and the lifetime is deduced from the
slope of the plot of the logarithm of the intensity versus time. Most fluorophores
however display multicomponent decays, and the decay times and associated pre-
exponential factors are determined by fitting multiexponential decays to the data.
The average lifetime of a fluorophore can in general be calculated by averaging the
excited state time over the intensity decay of the fluorophore:

hti=

ð1

0

tIðtÞdt

ð1

0

IðtÞdt
=

ð1

0

t exp ð�t=
Þdt

ð1

0

exp ð�t=
Þdt
ð10Þ

Most time-domain fluorimeters are based on the time-correlated single photon counting
(TCSPC)method [14]. This method relies on the fact that the probability of detecting
a photon at time t after the excitation pulse is proportional to the fluorescence
intensity at that time. The fluorescence intensity curve is reconstructed after timing
and recording the single photons emitted after a large number of excitation pulses.
TCSPC systems provide outstanding sensitivity, but data acquisition can be quite time
consuming. Another approach is the use of time-gated systems where the photons are
detected during a fixed time window following the excitation [15].

An ideal fluorophore exhibits a monoexponential decay of fluorescence as given
by Eq. (9). Figure 4 depicts the fluorescence decay of an aqueous solution of
rhodamine 6G measured by TCSPC. A monoexponential fit to these data yields
a lifetime of	4.1 ns. However, most biological systems like viable tissues and living
cells contain heterogeneous environments and multiple emitting species and thus
often yield multiexponential lifetimes.
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2.5.2. Frequency-domain lifetime measurement
The alternative method of measuring the decay time is the frequency domain or the
phase modulation method [16]. In this case, the sample is excited using a continuous
source of excitation that is modulated in intensity at a very high frequency. The
resulting fluorescence emission is thus also modulated at the same frequency. How-
ever, owing to the finite lifetime of fluorescence, the emission is delayed in time
relative to the excitation. This delay is measured as a phase shift (f), which can be used
to calculate the decay time, called the phase lifetime (
f), given by the equation:


f =!�1 tanf ð11Þ
Further, the lifetime leads to a decreased modulation depth of the emission
relative to that of the excitation light, as shown in Figure 5. The extent to which
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Figure 4 Fluorescence decayof rhodamine 6G obtained usingTCSPC.The lifetime is extracted
from a monoexponential fit to the experimental data. The measured intensity is shown in
light graydots on a logarithmic scale.The instrument response function is depicted in dark gray.
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Figure 5 Principle of frequency domain lifetime measurement.The fluorescence lifetime is
calculated from the phase shift and demodulation of the emitted light (gray curve) with
respect to the sinusoidally modulated excitation light (black curve).
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this occurs depends upon the decay time of the fluorophore and the modulation
frequency. The demodulation factor, m, is given by

m=
B=A

b=a
ð12Þ

where b/a is the modulation of the excitation light and B/A, for the emitted light
(Figure 5). The lifetime calculated from the demodulation is called the modulation
lifetime (
m) and is given by


m =
1

!

1

m2
� 1

� �1=2
ð13Þ

For monoexponential decays, the phase and modulation lifetimes correspond.
A difference in the phase and modulation lifetimes is indicative of multiexponential
fluorescence decay or excited state interactions of the fluorophore. Frequency
domain lifetime determination is particularly suited for wide-field illumination
strategies and spatially-resolved fluorescence lifetime imaging [17].

2.6. Fluorescence anisotropy and polarization

The interaction of the exciting light with the molecule can be described as the
interaction of the electric field component of the light with the relevant transition
dipole moment of the molecule. For excitation by linearly polarized light, fluor-
ophores whose transition moments are aligned parallel to the electric field vector of
the excitation light preferentially absorb photons, a process known as photoselec-
tion. This selective excitation results in a partially oriented population of excited
fluorophores and thus in a partially polarized emission. The extent of fluorescence
polarization is determined by the parameter anisotropy r, given by

r =
Ik � I?
Ik þ 2I?

ð14Þ

where Ik and I? are the intensities of vertically (k) and horizontally (?) polarized
emission, measured relative to the polarization of the excitation light. The limiting
anisotropy, r0, for a randomly oriented molecule upon excitation by linearly
polarized light under one photon excitation conditions, is given by

r0 = 0:6 cos 2� � 0:2 ð15Þ
where � is the angle by which the absorption and emission transition dipole
moments of the fluorophore are displaced relative to each other. It follows that
the theoretical anisotropy maximum for collinear absorption and emission transi-
tion dipole moments is 0.4.

When the emission and excitation transition dipole moments are non-collinear,
there will be some depolarization even when the molecules are fixed (Eq. (15)).
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Several other phenomena can further decrease the measured anisotropy values, the
most common being rotational diffusion during the lifetime of the excited state that
results in additional displacement of the emission transition dipole from its original
orientation. The rate of rotational diffusion is dependent upon the size of the
fluorophore or the macromolecule to which it is bound, and the viscosity of its
local environment. The fluorescence anisotropy of a solution, assuming no other
processes result in loss of anisotropy, is given by the Perrin equation. This expres-
sion relates the observed anisotropy, the fluorescence lifetime of the fluorophore,
and its relaxation time:

r =
r0

1þ 
=fð Þ ð16Þ

where r is the measured anisotropy, r0 is the limiting anisotropy of the fluorophore in
the absence of rotational diffusion or energy transfer, and 
 is the fluorescence lifetime.
f is the rotational correlation time of the fluorophore, given by the Stokes equation:

f=
�V

RT
ð17Þ

where � is the viscosity of the environment, V is the volume of the rotating molecule,
R is the universal gas constant, and T is the absolute temperature of the solution.

For smaller fluorophores, the rotational correlation times are typically 50–100ps. As
the excited state lifetime is several nanoseconds, fluorophores are able to rotate several
times before emission. As a result, the polarized emission is randomized so that the net
anisotropy is zero. The absorption, excitation, and fluorescence emission spectra of
rhodamine 6G are shown in Figure 6. Free rhodamine in solution exhibits a near zero
value of anisotrophy (0.015), which can be attributed to fast rotational diffusion of the
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Figure 6 Absorption (solid line), excitation (dot), and emission (dash) spectra for rhodamine
6G. For the emission spectrum, the sample was excited using light with wavelength
lex= 490 nm.The excitation spectrumwas obtained at detectionwavelength ldet= 590 nm.
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molecule leading to depolarization. Association of small-molecule fluorophores with
larger macromolecules results in a dramatic increase in rotational correlation time and
thus to increased anisotropies. Due to their sensitivity to molecular rotation, molecular
weight, shape, and energy transfer, fluorescence anisotropy measurements are exten-
sively utilized to study protein–protein associations [18–22], energy transfer, and
quenching [23,24], for probing fluidity of membranes and in immunoassays [25].

2.7. Factors affecting fluorescence

Although the spectral positions, intensities, and contours of fluorescence emission
are mainly determined by the molecular electronic structure and molecular geo-
metry, these properties may be strongly influenced by the environment of the
fluorophore. Fluorescence spectra and quantum yields are generally more depen-
dent on the environment than absorption spectra and extinction coefficients. The
main environmental factors influencing fluorescence properties include the solvent
polarity, ionic strength, oxygen concentration, pH of the solution, and tempera-
ture. Other processes that affect the fluorescence properties of a fluorophore are
quenching and resonance energy transfer. Fluorescence quenching and resonance
energy transfer allow fluorescence measurements to detect fluorophore dynamics
and hence report sensitively on its microenvironment.

2.7.1. Fluorescence quenching
Quenching is the decrease in the observed fluorescence intensity as a result of
interaction of the ground or excited states of a fluorophore with other species in
solution. Quenching can be divided into two broad categories: dynamic and static
quenching. In dynamic or collisional quenching, interaction of an excited state
fluorophore with the quencher results in radiationless deactivation of the fluoro-
phore to the ground state. The efficiency of dynamic quenching is hence sensitively
dependent on the concentration of the quenching species. The lifetime of the
fluorophore, and as a consequence its quantum yield, decreases with increasing
quencher concentration and an additional term, kq[Q], is added to the denominator
of Eqs (3), (7), and (8), to yield

F=
kr

kr þ knr þ kq Q½ � ð18Þ

where kq is the quenching rate constant and [Q] is the concentration of the
quenching species. The quenching of rhodamine 6G by iodide ions is an example
of dynamic quenching and is illustrated in Figure 7(a). The corresponding lifetimes
are summarized in Table 2. Figure 7(b) illustrates the dependence of fluorescence
lifetime on the quencher concentration.

Static quenching is characterized by the formation of non-fluorescent com-
plexes between the quencher and the fluorophore in its ground state. In static
quenching, fluorescent emission is reduced without altering the excited state life-
time or quantum yield, and the two kinds of quenching can be distinguished on the
basis of the excited state lifetime of the fluorophore.
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2.7.2. Fluorescence resonance energy transfer
Fluorescence (or Förster) resonance energy transfer (FRET) [26,27,28] is a non-
radiative transfer of the excitation energy from a donor to an acceptor chromo-
phore that involves a distance-dependent interaction between the emission and the
absorption transition dipole moments of the donor and acceptor, respectively. The
rate of energy transfer depends on the spectral overlap of the donor emission and
acceptor absorbance, the donor fluorescence quantum yield, the relative orientation
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Figure 7 Effect of dynamic quenching by iodide on rhodamine 6G. (a) The observed
fluorescence intensity for rhodamine 6G decreases with increasing concentration of KI.
(b) Stern^Volmer plot showing the dependence of fluorescence lifetime upon the iodide
concentration.The line is the best linear fit to the average lifetime obtained by the frequency
domain method (Table 2). KI was used as the source of iodide. The ionic strength of the
solutionwas held constant by addition of KCl.

Table 2 Dynamic quenching of R6G: Lifetime of rhodamine 6G decreases with increasing
iodide ion concentration. The ionic strength of the solution is kept constant by adding KCl. The
lifetimes were measured using a frequency domain setup

Solution [KCl]M [KI]M 
f (ns) 
m (ns) 
avg (ns)

S0 0.200 0.000 4.040 4.026 4.033
S1 0.198 0.002 3.892 3.941 3.916
S2 0.195 0.005 3.582 3.598 3.590
S3 0.190 0.010 3.139 3.199 3.169
S4 0.180 0.020 2.641 2.688 2.665
S5 0.170 0.030 2.284 2.378 2.331
S6 0.160 0.040 1.945 1.994 1.969
S7 0.150 0.050 1.735 1.905 1.820
S8 0.130 0.070 1.405 1.404 1.405
S9 0.100 0.100 1.084 1.179 1.132
S10 0.050 0.150 0.813 0.858 0.836
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of their transition dipole moments, and the distance between donor and acceptor
molecules. The energy transfer rate, kET, is given by

kET=
1


d

R0

r

� �6

ð19Þ

where 
d is the decay time of the fluorophore in the absence of an acceptor, and r is
the distance between the donor and the acceptor. R0 is the Förster radius (typically
2 to 9 nm) characterizing the donor/acceptor pair. It is defined as the distance at
which the efficiency of resonance energy transfer is 50% and can be estimated as

R0 in nmð Þ= 979 �2n4F0J
� �1=6 ð20Þ

where n is the refractive index of the medium, F0 is the fluorescence quantum yield
of the donor, J is the spectral overlap integral, and �2 is the orientation factor. The
overlap integral, J, expresses the extent of overlap between the donor emission and
the acceptor absorption.

J =

ð1
0

FD lð Þ"A lð Þl4dl ð21Þ

where FD(l) is the normalized fluorescence spectrum of the donor and "A(l) is the
molar extinction coefficient of the acceptor as a function of wavelength, l. The rate of
energy transfer varies linearly with the overlap integral [29]. A large value of overlap
integral ensures high sensitivity for imaging and sensing as well as high selectivity.

Resonance energy transfer provides an additional deactivation pathway for the
excited fluorophore and results in reduced excited state lifetime of the donor
fluorophore. The Förster distances are comparable to the size of biological macro-
molecules, and thus, FRET is extensively used as a ‘‘spectroscopic ruler’’ for
measuring distances between sites on interacting proteins [30–36].

The magnitude of kET can be determined from the efficiency of energy transfer,
ET, using the relation

kET =
1


d

ET

1� ET

� �
ð22Þ

and ET can be determined experimentally by measuring the decrease in the
intensity F or the lifetime 
 of the donor in the presence of the acceptor,

ET= 1� F

Fd
= 1� 



d
: ð23Þ

Hence, the change in observed fluorescence intensity or the excited state lifetime of
the donor fluorophore, due to resonance energy transfer, can be used to determine
the distance between the donor acceptor pair. However, the distances so estimated
are also influenced by the orientation factor, �2, which depends on the relative
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orientation of donor emission transition moment and acceptor absorption transition
moment. The value of �2, in general, varies from 0 (perpendicular orientation) to 4
(for parallel orientation of transition moments). For fast and freely rotating fluor-
ophores, its value may be isotropically averaged over all possible orientations, and is
often taken to be 2/3. However, this assumption may not be valid for immobilized
fluorophores. For a given FRET pair, under a given set of physical conditions, the
value of �2 can be estimated by polarization measurements [37].

3. FLUOROPHORES AND FLUORESCENT PROTEINS

Fluorophores are typically polyaromatic compounds having a conjugated
p-electron system. Fluorophores in biological applications can be broadly divided
into two main categories: intrinsic and extrinsic. Intrinsic fluorophores are the ones
that occur naturally and include aromatic amino acids, nicotinamide adenine dinu-
cleotide (NADH), flavins, and derivatives of pyridoxal and chlorophyll. Intrinsic
protein fluorescence arises from the aromatic amino acids tryptophan, tyrosine, and
phenylalanine [5], although practically one observes fluorescence from tryptophan and
tyrosine residues only. Protein fluorescence is highly sensitive to the local environment
of these residues and is thus widely used to study protein conformational changes,
binding to co-factors and ligands, and protein–protein associations [6,7].

However, in most cases, the molecule of interest is either non-fluorescent or a very
poor emitter. The lipids and DNA, for example, are essentially devoid of intrinsic
fluorescence. Most intrinsic fluorophores require excitation by short wavelength
ultraviolet and blue light which is often hazardous for live cells. Further, the brightness
and quantum yield of intrinsic fluorophores is, in general, quite low for most practical
applications. It is thus often beneficial to label the molecule of interest exogenously by
fluorescent molecules with desirable fluorescent properties such as absorption at longer
wavelengths, higher quantum yield, and photostability. Such extrinsic fluorophores
can be bioconjugated to the molecule of interest by various chemical strategies.
However, the use of extrinsic fluorophores for in vivo studies presents experimental
disadvantages. Bioconjugation with an exogenous fluorophore may lead to conforma-
tional changes and loss in activity of the molecule of interest. Introduction of labeled
molecules into cells often requires invasive techniques such as microinjection.

A recent revolution in the use of fluorescence for studying biological systems
came with the development and use of naturally fluorescent proteins as fluorescent
probes. The jellyfish Aequorea victoria produces an intrinsically fluorescent protein
known as the green fluorescent protein (GFP) [8,9]. The remarkable feature of GFP
is that the chromophore forms spontaneously upon folding of the polypeptide
chain, without the need of enzymatic synthesis. Extensive mutagenesis of the
Aequorea GFP has generated a palette of visible fluorescent proteins with different
colors, lifetimes, and photoactivation properties [38]. The use of genetically
encoded fluorescent proteins as fluorescent probes provides a non-invasive means
to visualize, track, and quantify molecules and events in living cells with high spatial
and temporal resolution essential for understanding biological systems.
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3.1. Green fluorescent protein

The green fluorescent protein from A. victoria was first reported by Shimomura
et al. [39,40] in 1962, as a side product after purification of aequorin, a chemilu-
minescent protein. Emission of blue light by aequorin leads to the excitation of its
companion protein GFP, thereby resulting in the characteristic green fluorescence
of the species. Proteolysis of denatured GFP and further analysis of the peptide
that retained visible absorbance led to the identification of the chromophore [41] as
a 4-(p-hydroxybenzylidene)imidazolidin-5-one attached to the peptide backbone
through the 1- and 2-positions of the ring (Figure 10). Crucial breakthroughs came
with the cloning of the gene in 1992 [42], and the demonstrations that expression
of the gene in other organisms creates fluorescence [43,44]. Hence, the gene
contains all the information necessary for formation of the chromophore and no
jellyfish specific enzymes are required.

Wild-type GFP has a major absorption peak at 398 nm and a minor absorption at
475 nm; the molar extinction coefficients at these wavelengths are 25,000 and 9500
respectively [45,46]. Excitation at 398 nm results in an emission maximum at 508 nm
while excitation at 475 nm leads to emission with maximum at 503 nm. The
GFP chromophore is highly luminescent with a quantum yield of 0.79 [45,46]. The
absorption, excitation, and emission spectra ofwild-typeGFPare shown inFigure 12(a).

3.1.1. Structure of GFP
The green fluorescent protein is a small protein (28 kDa), with a barrel-like
structure composed of 11 b-sheets with a central a-helix running up the axis of
the cylinder [47] (Figure 8). The chromophore is attached to the �-helix and is
buried in the centre of the cylinder or the �-can, and is well insulated from the
environment. Thus, GFP fluorescence is not affected in general by quenching and
other solvent interactions. The inaccessibility of the chromophore to quenching
agents is illustrated in Figure 9, depicting the fluorescence emission spectra of
EGFP, an optimized version of GFP, as a function of iodide concentration. As
can be seen, the quencher has limited effect upon the observed fluorescence from
EGFP. In contrast, Figure 7(a) depicts the emission spectra of rhodamine 6G at
equivalent iodide concentrations, where the observed fluorescence intensity falls
considerably with increasing iodide concentration. The robust shielding of the
EGFP chromophore by the beta-barrel scaffold is also reflected in the excited state
lifetimes of EGFP in solutions containing usual quenching agents. While the lifetime
of quenched rhodamine decreases sharply with increasing quencher concentration
(Table 2), the lifetime of EGFP remains almost constant (3.0 ns).

3.1.2. GFP chromophore
The chromophore of the wild-type GFP consists of Ser65-Tyr66-Gly67 residues
[49,50] and is formed by a series of autocatalytic steps as depicted in Figure 11 [8].
First, GFP folds into a nearly native configuration and the imidazolinone is formed
by nucleophilic attack of amide of Gly67 on the carboxyl of Ser65, followed by
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Figure 8 Schematic crystal structure ofAequoreaGFP showing11 � strands forming a cylinder
with the embedded chromophore shown in ball and stick representation. Structure generated
with theAccelrys DSViewerPro Suite v5.1andX-ray data from the Protein Data Bank [48].
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Figure 9 Effect of dynamic quenching by iodide on EGFP. The EGFP chromophore is
shielded from the solvent by the protein beta-barrel.Thus, the observed fluorescence intensity
remains nearly constant.
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dehydration. Further oxidation results in conjugation of the imidazolinone ring
with Tyr66, and finally in the formation of the fluorophore.

3.1.3. GFP variants
Mutagenesis studies of GFP have yielded variants with improved fluorescence
properties and kinetics of fluorophore formation [8,9,51] that have stimulated the
widespread use of GFPs as fluorescent tags [52,53]. Although the wild-type green
fluorescent protein produces significant fluorescence and is largely insensitive to
changes in environmental conditions like solvent polarity, ionic strength, viscosity,
and temperature, its excitation maximum is close to the UV region that can damage
living cells. The wild-type GFP also exhibits significant photochromicity. A point
mutation Ser65!Thr65 (S65T) shifts the absorption maximum of the protein to
488 nm and also accelerates the rate of fluorophore formation [54]. Further muta-
tions were made to change the codon usage to improve translation in the mamma-
lian cells, to prevent protein aggregation and improve its brightness and
photostability. These various improved characteristics were combined in the GFP
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Figure 10 Structure of the chromophore ofAequoriagreen fluorescent protein.
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variant known as enhanced GFP (EGFP), which is among the most commonly used
GFP variants in cell biology [52]. Further improvements led to the development of
numerous mutants with differing absorbance and emission spectra allowing simul-
taneous visualization of distinct fluorescent proteins in a cell. Various spectral
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Figure 12 Absorption (black solid), excitation (black dotted) and emission spectra (gray) of
VFPs: (a) wild-type GFP, (b) EGFP, (c) red-shifted GFP (RSGFP) (d) EBFP, (e) EYFP, and
(f ) Cerulean. Protein solutions at a concentration 	1.5mM were prepared in 100mM Tris
buffer containing100mMNaCl at pH 8.5.The fluorescence excitation and emission spectrawere
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variants of GFP, emitting in blue, cyan, and yellow (EBFP, ECFP, and EYFP,
respectively) were developed and opened new dimensions in fluorescence imaging
[55]. The emission spectrum of ECFP overlaps considerably with the absorption
spectrum of EYFP, forming an efficient FRET pair [38,55] for determining protein–
protein interactions and use in FRET-based biosensors. Further screening has led to
the development of improved variants such as Cerulean (2.5 times brighter than
ECFP) [56] and Citrine (an improved variant of EYFP) [57]. The absorption,
excitation, and emission spectra of various GFP mutants are shown in Figure 12.

3.2. Red fluorescent protein

The fluorescence protein palette was extended to the red wavelength range [58]
with the discovery and cloning of fluorescent protein from the reef coral of
Discosoma genus, commonly known as DsRed. DsRed forms an obligate tetramer
[59–61], as shown in Figure 13, with peak excitation at 558 nm and emission at

Figure 13 Schematic crystal structure of the tetramericDsRed protein. Structure generatedwith
AccelrysDSViewerProSuitev5.1andX-raydatafromtheProteinDataBank[65]. (Seecolorplate8).
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583 nm [62] (Figure 14). The chromophore is formed by a mechanism [63,64]
similar to that for the formation of GFP with an additional oxidation reaction at
backbone atoms to extend the conjugated p-electron system.

3.2.1. DsRed variants
Mutagenesis of DsRed has generated numerous variants with faster maturation rates
and reduced aggregation (DsRed2, DsRed Express) [66]. Monomeric variants of
DsRed have also been developed, such as mRFP1 [67], but these have reduced
quantum yields and extinction coefficients. Directed evolution and iterative
somatic hyper-mutation has led to the development of whole palette of monomeric
RFP variants like mHoneydew, mBanana, mOrange, mTangerine, mStrawberry,
mCherry [68], mRaspberry, mPlum, mGrape and tandem dimeric tdTomato.

4. APPLICATIONS OF VFPS

Fluorescent proteins act as genetically encodable fluorophores and provide non-
invasive probes to study biological systems from individual molecules and cells to
whole organisms. The main applications of fluorescent proteins include visualization
of target-gene promoter up- and down-regulation, protein labeling, detection of
protein–protein interactions, tracking protein movement, and monitoring cellular
parameters using VFP-based fluorescent sensors. Several advanced microscopy techni-
ques benefit from the introduction of VFPs to follow dynamics of biological systems in
live cells. These techniques include 4D microscopy, fluorescence recovery after photo-
bleaching (FRAP), fluorescence loss in photobleaching (FLIP), fluorescence correlation
spectroscopy (FCS), and FRET imaging [28]. In 4D microscopy [69], time-lapse 3D
images of fluorescent molecules are collected to provide spatial and temporal informa-
tion about the changes in distribution of targeted protein as it relates to some complex
cellular process being studied. FRAP [70–73] is used to study the mobility and
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diffusion of fluorescent molecules in living cells. In this technique, a region of interest is
selectively photobleached with a high-intensity laser, and the recovery that occurs as
fluorescent molecules move into the bleached region is monitored over time with low-
intensity laser light. Depending on the protein studied, fluorescence recovery can result
from protein diffusion, binding/dissociation, or transport processes. Complementary to
the photobleaching technique, the continuity of a cell compartment can be monitored
using FLIP [73]. In a FLIP experiment, a fluorescent cell is repeatedly photobleached
within a small region while the whole cell is continuously imaged. Regions of the cell
that are connected to the area being bleached will gradually lose fluorescence due to
lateral movement of mobile proteins into this area. By contrast, the fluorescence in
unconnected regions will not be affected. In FCS [74], fluorescent intensity fluctuations
for molecules diffusing in and out of a defined focal volume (	1 fL) are measured with
high time resolution, and provide information about protein’s diffusion coefficient,
binding constants, and concentrations. The main application of FRET analysis is in
the monitoring of protein interactions using suitable chimeras of proteins of interest.
Suitable pair of proteins having sufficient spectral overlap (e.g., ECFP-EYFP) are
used to construct the fusion proteins. The biological process of interest induces a
conformational change in the fusion construct, which in turn, alters the FRET
efficiency. FRET biosensors have been engineered to detect a variety of molecular
events such as protein interactions and conformational changes, protein activity
levels, concentration of biomolecules and mechanical forces [27,28].

4.1. Lifetime spectroscopy and imaging of VFPs

As previously discussed, fluorescence lifetime is an intrinsic property of the fluor-
ophore and is, in general, not modulated by fluorescence intensity, fluorophore
concentration, light path length, scattering, and photobleaching, which renders it
an extremely important tool for studying the biological systems where it is extremely
difficult to quantify, control, and maintain these parameters. Because of the spectral
overlap of emission, it is not always possible to resolve two or more fluorophores.
This is illustrated in Figure 12 for enhanced green fluorescent protein (EGFP) and
red-shifted green fluorescent protein (RS GFP), two mutants of the Aequorea GFP.
However, these do differ considerably in their excited state lifetime, and the two
proteins can be discriminated on this basis [75]. The fluorescence decay profiles for
EGFP and red-shifted GFP obtained by TCSPC are shown in Figure 15.

The fluorescence lifetimes of various fluorescent proteins in solution are summar-
ized in Table 3. These lifetimes were determined in solution using a frequency domain
lifetime-imaging instrument consisting of a widefield microscope (Nikon TE2000U)
with a Lambert Instruments fluorescence lifetime-imaging attachment (LIFA).

Fluorescence lifetime-imaging microscopy (FLIM) is a robust technique to
map the spatial distribution of excited state lifetimes within microscopic images
[76]. The lifetime of any given sample is measured at each pixel. FLIM
combines the advantages of lifetime spectroscopy with fluorescence microscopy
by revealing the spatial distribution of a fluorescent molecule together with
information about its microenvironment. Fluorescence lifetime image acquisition is
also rapid enough (	 hundreds of milliseconds to seconds) to make measurements in
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live cells feasible [11]. Lifetime imaging, together with the use of genetically encoded
fluorescent biosensors based upon fluorescent protein fusion, provides access to the
protein state maps and a sensitive means to probe the cellular environment. These
properties have been exploited to spatially resolve physiological parameters such as
pH [77], calcium ion concentration [78], oxygen concentration, molecular association
[79], and proteolytic processing [80]. FLIM has been implemented with both time
domain and frequency domain lifetime detection. Time-domain fluorescence lifetime
imaging can be implemented using a scanning confocal microscope and a TCSPC
setup [81] enabling pixel-by-pixel determination of lifetimes, or by using a time-gated
ICCD [15] in either a multifocal excitation configuration or a wide field illumination.
Frequency domain lifetime determination is particularly suited for wide-field
illumination strategies [17].

One of the most important applications of FLIM in live-cell imaging is in
FRET-based biosensors. FLIM is independent of the local concentrations of
fluorophores and the excitation intensity. Moreover, spectral bleedthrough is not
an issue in FLIM because only the donor lifetime is measured. Therefore, it
provides a more reliable quantitative estimate of FRET efficiency (Eq. 23) as
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Figure 15 The fluorescence decay profiles of (a) EGFP and (b) red-shifted GFP obtained
by TCSPC. The measured intensity is shown in light gray dots on a logarithmic scale.
The instrument response function is depicted in dark gray. The decay was fitted with a
bi-exponential fit (solid line). 
1 and 
2 are the two lifetimes extracted from a two-exponential
fit; �1and �2 are the relative amplitudes of the two components.

Table 3 Frequency domain lifetimes of a selection of visible fluorescent proteins

Protein 
f (ns) 
m (ns) 
avg (ns)

WT GFP 3.654 3.333 3.494
S65T 3.133 3.015 3.074
EGFP 2.990 3.008 2.999
RS GFP 1.231 1.459 1.345
EYFP 3.005 3.091 3.048
Cerulean 4.223 3.779 4.001
Wild-type DsRed 3.931 3.773 3.852
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compared to fluorescence intensity based methods. By measuring the donor life-
time in the presence and the absence of acceptor one can accurately quantify FRET
and calculate the distance between the donor and acceptor-labeled proteins. The
CFP–YFP pair has been used extensively for constructing fusion proteins for FRET
detection. Figure 16 shows images of mammalian cells transfected with either CFP
or with a CFP–YFP fusion construct. The lifetimes of CFP are monitored using the
Lambert Instruments frequency domain lifetime-imaging instrument. The lifetimes
observed for the fusion protein are much shorter than that for the CFP alone.
Detection of FRET by lifetime measurements has been used in a variety of
applications for determining protein localizations [82,83], protein–protein [84,85]
and protein–DNA interactions [86], receptor-antibody binding [87], and immu-
noassays [88].

(a) (b)

(c)

Figure 16 Fluorescence lifetime images of mammalian cells transfected with CFP alone and a
CFP^YFP fusion construct. Panel (a) fluorescence intensity image, Panel (b) lifetime image,
and Panel (c) overlay of fluorescence intensity and lifetime images. Change in CFP lifetime
was selectively monitored by using a CFP band pass filter. The upper cell is transfected with
CFP alone and yields a lifetime of 2.5 ns. For the cells expressing the fusion construct, the
lifetime is substantially lowered (1.8 ns) due to FRET from CFP (donor) to theYFP (acceptor)
molecule. Images courtesy of Lambert Instruments. (See color plate 9).
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5. CONCLUDING REMARKS

The discovery and development of fluorescent proteins as molecular tags in
the recent years has led to a revolution by allowing complex biochemical processes
to be correlated with the functioning of proteins in living cells. The green fluor-
escent protein from A. victoria and its various variants can be fused to virtually any
protein of interest to analyze its spatial distribution, biochemical reactions, and
distribution in the biological systems. Lifetime spectroscopy and imaging of cells
expressing fluorescent protein-tagged fusion constructs provides a non-invasive
means to detect and quantify various biochemical processes in taking place in live
cells and to probe the immediate nano-environment of the protein. Fluorescence
lifetime of a species is independent of probe concentration and light path length:
variables difficult to measure and control in live cells. Interactions, proteolytic
processing, covalent modifications, and conformational changes can be followed
in a live cell by detecting FRET between tagged proteins. Further, recent advances
like the development and use of new fluorescent tools such as semiconductor
nanocrystals (quantum dots), multi-photon excitation, single molecule detection
and development of better fluorescent proteins have opened up newer dimensions
for the application of fluorescence lifetime for studying biological systems.
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Abstract

The purpose of this chapter is to serve as an educational review regarding Monte Carlo (MC)
simulations in Nuclear Medicine imaging complementary to reviews in specific scientific
journals. After the basics of Nuclear Medicine are briefly described, the principles of MC
simulations for modeling particle transport are presented. The major fields of applications of

MC simulations in Nuclear Medicine imaging are discussed. To better illustrate the principles
of a Monte Carlo simulator in Nuclear Medicine imaging, a recent but widely used simulation
tool, GATE, is taken as an example. Finally, three case studies are presented as current

applications representative of the use of MC simulations in Nuclear Medicine imaging.

Keywords: Monte Carlo, simulation, emission tomography, SPECT, PET, tomographic
reconstruction, GATE

1. INTRODUCTION

Monte Carlo (MC) simulations are a modeling tool that is increasingly used in
Nuclear Medicine imaging, namely in Single Photon Emission Computed Tomo-
graphy (SPECT) and in Positron Emission Tomography (PET), mostly for the
optimization of detector design and of acquisition and processing protocols, and
also as part of the image formation process itself. In this chapter, we first recall the
basics of Nuclear Medicine imaging to set the context. We then present the general
principles of MC simulations when applied to modeling particle transport, and we
explain why accurate MC modeling is of foremost importance for various applica-
tions in emission tomography. After briefly presenting the state-of-the-art regard-
ing MC simulation tools appropriate for emission tomography modeling, we focus
on a recent and widely used tool, GATE, to illustrate the major components of a
simulator dedicated to SPECT and PET modeling, and to explain the way the
simulation of a SPECT or PET acquisition can be designed. Lastly, three typical
examples representative of the current use of MC simulations in emission tomo-
graphy are presented. Future prospects regarding MC simulations in the field of
Nuclear Medicine imaging are briefly discussed.

2. NUCLEAR MEDICINE IMAGING

Nuclear medicine imaging involves the use of radioactively labeled pharma-
ceuticals to diagnose and assess disease in the human body. The radiopharmaceu-
tical is intravenously injected, inhaled or ingested: the choice of pharmaceutical
and route of administration depends on the disease under investigation. Position-
sensitive detectors are used to detect the radiation emitted from the pharmaceutical,
and so, in principle, both the temporal and spatial distribution of the pharmaceutical
within the body can be determined. Historically, Nuclear Medicine imaging was
the first modality for functional imaging, i.e., giving information regarding the way
organs work, as opposed to anatomical imaging, giving information regarding the
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structures of the organs. Nowadays, although functional imaging is also achievable
using magnetic resonance imaging, ultrasound, or even X-ray computed tomogra-
phy, Nuclear Medicine still plays a major role in the realm of functional imaging
given its exquisite sensitivity which makes it possible to target molecular processes.
Modern Nuclear Medicine imaging primarily consists of two main branches: single
photon imaging and positron annihilation photon imaging, in which two annihila-
tion photons are detected simultaneously [1,2].

2.1. Single photon imaging

Single photon imaging requires at minimum just one detector fixed in one position
to obtain a two-dimensional (2D) projection of a three-dimensional (3D) radio-
pharmaceutical distribution. A typical imaging system suitable for this task is the
gamma camera (Figure 1). A typical gamma camera consists of a collimator that
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Figure 1 GammaCamera: (a) technical scheme, (b) detailed view, (c) optical photon transport.
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limits the angle of incidence of the detected photons on the detector to a specific
direction, for instance around 90� for a parallel hole collimator. The deposited
energy is converted by a scintillating crystal to visible light which travels through
the crystal and the light guide towards a set of photomultipliers (PMTs) containing
a photocathode which converts the optical photons (Figure 1(c)) into electrons that
are transported over dynodes towards an Anger logic readout for position and
energy signal calculation. Single projection imaging can be improved upon by
simply rotating the gamma camera around the patient, thus obtaining a series of 2D
projections. These can be used to retrieve depth information, i.e., the 3D distribu-
tion of the radiopharmaceutical, which is known as SPECT. The quality of the
information (i.e. the time-dependent reconstructed radiopharmaceutical images)
obtained from SPECT depends considerably on the imaging time, camera sensi-
tivity, and position resolution. Consequently, the temporal and spatial resolutions
of SPECT can be improved through the simultaneous use of more than one
detector, and most systems currently consist of two or three heads mounted on a
single gantry (Figure 2(a)). The radionuclide mostly used in SPECT is Technetium
99m (99mTc) which has a half life of 6.03 h and which emits photons of 140.5 keV.
SPECT application fields in order of importance are cardiac imaging, bone scan-
ning, neurology, and renal and liver function imaging.

2.2. Positron emission tomography

Pharmaceuticals can also be labeled with neutron-deficient isotopes which are
positron emitters. A number of elements that are fundamentally used by the
human body can be positron emitters, allowing more scope for radiopharmaceutical
design than is possible with single photon emitters. However, production costs are
higher since a cyclotron is needed to generate these instable radionuclides. Fluorine
18 (18F) is mostly used to label the fluorodeoxyglucose (FDG) compound, which is
a glucose analogue and thus suitable for the visualization of the glucose metabolism.
The emitted positron annihilates with an electron giving rise to two virtually anti-
parallel 511 keV photons, corresponding to the conversion of the rest mass of the

(a) (b)

Figure 2 (a) SPECT: Philips Irix, (b) PETcamera: Philips Allegro.
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two particles into energy. The primary advantage of detecting both annihilation
photons in time coincidence is the electronic collimation. Detection of two
photons is sufficient to determine the line on which the annihilation took place
and so no physical collimation is required, allowing higher sensitivity than in single
photon imaging. Tomographs appropriate for Positron Emission Tomography
(PET) (Figure 2(b)) typically consist of a series of ring detectors, having a large
number of separate blocks coupled to PMTs. Depending on the required sensitiv-
ity, the individual detectors can be in coincidence only with other opposing
detectors in the same ring using lead septa, which is called PET in 2D mode, or
also with detectors in other rings (3D mode). The 3D mode increases the sensitivity
but also increases the image degradation resulting from the detection of scattered
photons and random coincidences. PET application fields in order of importance
are oncology, neurology, and cardiology.

2.3. Emission tomography in small animal imaging

The past 4–5 years were a major breakthrough for small animal imaging, which has
received considerable attention in the field of medical imaging. Dedicated high-
resolution small animal-imaging systems have recently emerged as important new
tools for cancer research. These new imaging systems permit researchers to non-
invasively screen animals for mutations or pathologies and to monitor disease pro-
gression and response to therapy. Several research groups have extended the use of
imagers from human to small animal applications. The first and most obvious
challenge to small animal-imaging technology derives from the magnitude of the
difference between the physical size of human subjects for which clinical systems have
been developed and the laboratory rat or mouse (70 kg, 300 g, and 30 g, respectively).
To address the same biological questions in mice that can currently be investigated in
humans, small animal systems must have similar ratios of volumetric spatial resolution
to the volume of the object of interest. This suggests a reconstructed spatial resolution
smaller than 1mm. In the past decade, the development of small animal SPECT-
imaging technologies has progressed along two main paths: firstly, the adaptation of
clinical systems incorporating novel collimator designs [3] and, secondly, the devel-
opment of dedicated small animal scanners based on compact high-resolution detec-
tors [4]. In small animal PET, the very demanding spatial resolution requirement calls
for new approaches in both front-end detector materials and overall system design. In
recent years, a number of new scintillators and photodetectors have been explored
[5]. Increased light per gamma ray interaction, faster rise and decay times, greater
stopping power, and improved energy resolution are the desired characteristics.
Improvements in these characteristics enable detectors to be divided into smaller
elements, thus increasing resolution and minimizing dead time losses.

2.4. Reconstruction

A key ingredient for SPECT and PET is image reconstruction, consisting in
retrieving the 3D spatial distribution of the radiopharmaceutical from the projec-
tion data acquired under different angles. Tomographic reconstruction can be
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performed in several ways [6]. The reconstruction problem can be solved analy-
tically or iteratively. In the latter case, a standard algebraic approach can be used
such as the Algebraic Reconstruction Technique (ART) [7], or, if the acquisition
process can be assumed to be statistical, a statistical reconstruction technique
can be preferred, such as Maximum Likelihood Expectation Maximization
(ML-EM) [8]. This latter technique is frequently used in emission tomography
as it accounts for the Poisson nature of the acquired data. The main advantage
of incorporating a statistical model into the reconstruction process is that this
yields a smaller variance in the reconstructed images. Iterative reconstruction
techniques also enable the modeling of image-degrading effects in the reconstruc-
tion algorithm, so that these are automatically compensated for during image
reconstruction [9].

3. THE MC METHOD

MCmethods are statistical simulation methods wherein a statistical simulation
is any simulation that uses a sequence of random numbers. In order to do MC
calculations, some a priori information about the occuring physics processes in the
simulations is needed; this information is expressed in the form of probability
density functions (pdfs). When simulating photon interactions, the partial and
total cross-section data (based on the material constitution) represent such informa-
tion used to calculate the path length and the type of interaction. Afterwards, these
pdfs are sampled by predefined rules using randomly generated numbers. The
energy of a photon can be dissipated along its path or the photon can penetrate
all scattering and attenuating media to reach the detector where a new pdf-sampling
decides whether it should be accounted for in the scoring region or whether it
should be discarded [10].

3.1. Random numbers

Random numbers are key important when modeling a physical system by a
statistical model. Every random number generator has to deliver uncorrelated,
uniform and reproducible sequences with a very long period in a short amount
of time. Some algorithms are able to generate repeating sequences of C
integers which are, to a fairly good approximation, randomly distributed in the
range 0 to C� 1 where C is a large integer, for instance mod(2k) with k the
integer word size of the computer. An example of such an algorithm is the linear
congruental algorithm. The formula linking the nth and (nþ 1)th integers in the
sequence is

Inþ1= ðAIn þ BÞmodðCÞ; ð1Þ
where A and B are constants. The first number of the series, the seed value, must
be randomly changed, for instance by triggering a value from a call to the system
clock.
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3.2. Sampling methods

To obtain a stochastic variable that follows a particular pdf, f(x), three different
sampling methods can be used.

3.2.1. The distribution function method
A cumulative distribution function F(x)=P(X� x) is constructed from the integral
of f(x) over the interval [a, x] according to

FðxÞ=
Z x

a

f ðx0Þdx0: ð2Þ

The variable x is then sampled by replacing F(x) in Eq. (2) with a uniformly
distributed random number in the range of [0, 1] and solving for x. This sampling
method is used if the inverse of F(x) can be easily calculated.

3.2.2. The rejection method
Possibly there can arise some mathematical difficulties in calculating the inverse of
the cumulative distribution function F. In such case, the rejection method can offer
a solution. Let f(x) be defined in the range [a, b] and let r(x) be the rejection
function 8 x 2 [a, b]) 0< r(x)� 1. Here r(x) is given as f *(x), being the pdf after
normalization to unity. Then, a uniform distributed value of x within the range
[a, b] can be sampled from the relation

x= aþ R1ðb� aÞ; ð3Þ
where R1 is a random number in [0, 1]. A second random number R2 in [0, 1] is
then drawn to decide whether the sampled x should be accepted by checking
whether

R2 < rðxÞ= f 
ðxÞ: ð4Þ
If this relation is fulfilled, then x is accepted as a properly distributed stochastic
value, otherwise x needs to be resampled.

3.2.3. Mixed methods
When the previous two methods are not applicable, a mixture of the two methods
above is used. The f(x) is written as the product of two probability distribution
functions m(x).r(x) with r(x) acting as the rejection function defined in the previous
section. One determines an x value using the distribution function method on m(x)
and applies the rejection method with that x to r(x) [11].

3.2.4. Non-analog sampling
An MC simulation involving the exact pdfs may be impractical from a computa-
tional point of view, requiring unrealistic computation time to achieve reliable
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results. One remedy consists in biasing the sampling. When simulating photon
transport, this can be done using stratification, i.e., by sampling more from
regions that highly contribute to the results, or using techniques such as splitting
or Russian Roulette in which particles are weighted, or by implementing forced
detection, i.e., by forcing particles to interact so that they contribute to the
simulation result [12].

3.3. Photon transport modeling

Compton incoherent scattering and photoelectric effect are the two most important
interaction mechanisms in Nuclear Medicine simulations. The total photoelectric
cross section for a given energy, E, is calculated using discretized libraries by means of
interpolation. The incident photon is absorbed and an electron is emitted in the same
direction as the incident photon. The kinetic energy of the electron is defined as the
difference between the energy of the original photon and the binding energy of the
electron. The subshell of emission is again randomly sampled, thereby using cross-
section data for all subshells. When simulating the Compton scattering of a photon
from an atomic electron, an empirical cross-section formula is used, and sampling of
the final state is done by a variant of the mixed MCmethod as noted in Section 3.2.3.
The following illustrates how this is implemented for GEANT4 [13], a particle
tracking code which forms the basis of the MC simulator to be discussed in Section
6. The quantum mechanical Klein–Nishina differential cross section per atom is [14]:

f ðxÞ=�r2e
mec

2

E0
Z

1

x
þx

� �
1�xsin 2�

1þx2

� �
; ð5Þ

where

re= classical electron radius
meC

2= electron mass
E0= energy of the incident photon
E1= energy of the scattered photon
x= E1

E0
:

Assuming an elastic collision, the scattering angle � is defined by the Compton
formula:

E1 =E0
mec

2

mec2þE0 1�cos �ð Þ : ð6Þ

The value of x corresponding to the minimum photon energy (backscatter) is
given by

a=
mec

2

mec2þ2E0
; ð7Þ
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hence x 2 [a, 1]. One may state that

f xð Þ» 1

x
þx

� �
1�xsin 2�

1þx2

� �
=m xð Þ � r xð Þ= �1m1 xð Þþ�2m2 xð Þ½ � � r xð Þ; ð8Þ

where

�1 = lnð1
a
Þ

m1ðxÞ= 1

�1x

�2 =
ð1�a2Þ

2

m2ðxÞ= x

�2
:

ð9Þ

m1 and m2 are probability density functions defined on the interval [a, 1], and r(x) is
set to

rðxÞ= 1�xsin 2�

1þx2

� �
; ð10Þ

being the rejection function 8 x 2 [a, 1]) 0< r(x)� 1. Given a set of three
random numbers R0,R1,R2 uniformly distributed on the interval [0, 1], the sam-
pling procedure for x is the following:

(1) decide whether to sample from m1(x) or m2(x): if R1 <
�1

ð�1þ�2Þ select m1(x)
otherwise select m2(x),

(2) sample x from the distributions to m1 or m2:

for m1: x= aR1

for m2: x
2= a2þ (1� a2)R1,

(3) calculate sin2 �= t(t� 1) where t � ð1�cos �Þ= mec
2ð1�xÞ
E0x

,
(4) test the rejection function: if r(x)�R2 accept x, otherwise go to (1).

The polar angle � is deduced from the sampled x value and in the azimuthal
direction the angular distributions of both the scattered photon and the recoil
electron are considered to be isotropic [13,14].

3.4. Scoring

A selection of relevant physical quantities such as energy, detection location and
photon interactions must be accumulated into tallies or scores. Also, an estimate of
the statistical error as a function of the number of trials (and other quantities) must
be determined.
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4. RELEVANCE OF ACCURATE MC SIMULATIONS IN NUCLEAR

MEDICINE

MC modeling is the only possible approach for all applications where mea-
surements are not feasible or where analytic models are not available due to the
complex nature of the problem [11,15]. In addition, such modeling is a practical
approach in nuclear medical imaging in four important application fields [10,16],
presented hereafter.

4.1. Studying detector design

MC methods can assist in the development of new collimator and detector designs,
evaluation of new electronics, aso. MC simulations have been extensively used to
analyze the performance of new long bore parallel collimators as well as rotating slit
collimators [17], fan beam [18], cone beam and pinhole collimators [19]. For the
latter, simulations have been performed with various aperture span angles, different
hole sizes and various materials to evaluate the penetration [20]. MC methods also
play an important role in new system design, for instance in the research field of
solid-state detectors with improved energy resolution and low-noise electronics
[21–23]. Similarly, in the field of PET, MC techniques have been used to study the
performance of interplane septa with varying constitution, thickness and geometry,
to compare single to true coincidence event ratios in single-slice, multi-slice and
open collimator 3D configurations and to assess the effect of collimation on scatter
fraction (e.g., [24–26]). MC simulations of detector responses and efficiencies are of
key importance since the scintillation crystal is the critical component in emission
tomography [27]. Simulations also prove their usefulness in Time-of-Flight PET
(TOF) design since they can be used to test several detector crystals and to simulate
the influence of timing resolution on variance reduction (e.g., [28–30]). MC
methods can also assist in the design of new detectors with depth-of-interaction
(DOI) information by simulating multilayer crystals and by estimating the gain in
reconstructed resolution through incorporation of DOI information [31,32].

4.2. Analysing quantification issues

The presence of the scatter, attenuation and partial volume effects in Nuclear
Medicine images limits the accuracy of activity estimates (i.e., what is called
quantification). Each of these degradations has a particular impact [33–35]. Scatter
does not produce major artefacts comparable to those caused by attenuation but
reduces contrast by introducing a low-frequency blur in the image. Moreover, the
impact of scatter and attenuation generally depends on the photon energy, camera
energy resolution and energy window settings, as well as the object size and shape,
detector geometry and the source distribution. Many of these parameters are non-
stationary which implies a potential difficulty when developing proper scatter and
attenuation correction techniques. MC calculations have been found to be power-
ful tools for an in depth analysis since the user has the ability to separate the detected
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photons according to their interaction history: primary (i.e., unscattered) events,
scattered events, contribution of downscattered events, scatter in patient or detec-
tor, etc. [36]. MC modeling thus enables a detailed investigation of the spatial and
energy distribution of Compton scatter: energy spectra, point-spread functions and
scatter fractions can be simulated [37]. This is impossible to perform using present
experimental techniques, even with very good energy resolution detectors.
Another important application field for MC simulations in quantification is resolu-
tion recovery. For instance in SPECT, distance dependent collimator response can
be subdivided into a geometric component, collimator scatter and septal penetra-
tion. MC simulations can be used to determine the relative contribution of each of
these components in specific imaging configurations [38].

In PET, the penetration of annihilation photons into the detector material
before interaction is a statistical process which leads to significant displacement
and anisotropy of the point spread function [39,40]. Compensation for crystal
penetration is thus one of the most important issue in order to recover the spatial
resolution in PET. Theoretical models for that anisotrope spatial resolution can
only be verified by MC simulations since those DOI-dependent experiments are
very hard to perform with current devices.

Finally, MC analysis has been proven useful in evaluating motion artefacts. If the
simulator is capable of using explicit timing information to synchronize decay with
detector and patient movement then degradations such as cardiac or respiratory
motions can be studied [41].

4.3. Correction methods for image degradations

The image-degrading factors (as described in the previous section) can have a large
impact on quantitative accuracy and on clinical diagnosis and ideally all have to be
corrected for to achieve optimal clinical imaging. Traditionally, this was done by
preprocessing the projection data or by postprocessing the reconstructed images.
MC-simulated datasets are often used to evaluate the accuracy of these correction
methods. For such evaluation studies, the simulated datasets must have the appro-
priate statistical properties and include all detector specific imperfections. For
instance, when evaluating a scatter correction method, MC simulations can be used
to generate scatter-free projections. Images reconstructed from scatter-free projec-
tions constitute the gold standard for any scatter correction method. Nowadays, MC
simulations often form the basis of the aforementioned correction techniques since
iterative reconstruction algorithms are able to correct for image degradations by
simulating the effect during the reconstruction. The simulations can be based on
MC methods or on a combination of MC and analytical methods. These SPECT
simulators face a considerable challenge; they have to balance accuracy against
efficiency. A large variety of simulators have been proposed [42–46]. Other groups
achieve similar goals by simulating and store the system matrix [47,48]. Reconstruc-
tion methods based on MC simulators have been shown to improve contrast-to-
noise [49–51] and lesion detectability [52–54]. Finally, MC-generated datasets are
also used in evaluation or comparison of different reconstruction schemes, for
instance to evaluate the robustness of an algorithm to parameter variations.
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4.4. Detection tasks using MC simulations

Receiver Operating Characteristic (ROC) analysis is considered as the most reliable
method for evaluating the diagnostic ability of medical imaging techniques. It
provides a measure of the diagnostic performance of an imaging modality by
plotting the sensitivity versus the specificity for a wide and continuous range of
decision criteria. These studies require many images (typically hundreds) so that
statistical analysis of the detection performance can be performed. Observer studies
based on MC-based projection data can answer a large range of problems from the
simple comparison between analytical and statistical reconstruction [55] to complex
studies on the benefits of anatomical a priori information in the reconstruction [56].
Using MC simulations to generate the datasets is therefore only feasible if efficient
codes are available. Also, sharing these datasets encourages and facilitates evaluation
studies. In addition, evaluating data-processing tools developed by different groups
worldwide using the same datasets removes the evaluation biases introduced by the
use of different data. Therefore, some efforts have recently been accomplished to
propose publicly available databases of MC-simulated data dedicated to evaluation
studies [57,58].

4.5. Applications in other domains

In the Nuclear Medicine field, MC simulations are also widely used in dosimetry
and radiotherapy research. One application is the individual treatment planning in
radionuclide or radioimmunotherapy [59] where prospective dose estimates are
made in the latter by using a tracer activity of a radiolabeled antibody to obtain
biodistribution information prior to administration of a large therapeutic activity
(e.g., [60]). The MC simulations return the dose distribution calculated from the
quantitative images of the tracer distribution. The clinical applicability of individual
treatment planning algorithms will depend on the time required to generate those
absorbed dose estimates for each individual.

MC simulations are also used for the evaluation of external beam radiotherapy
setups [61]. A complete simulation model of the accelerator head, including
scatter foil or X-ray target and flattening filter, multileaf collimator, support
plates, and so on, is necessary for this purpose. In that context, hybrid devices
such as SPECT/CT and PET/CT might allow for a better delineation of the
Planned Target Volume (PTV) on CT using the functional information provided
by the registered SPECT or PET images, thus fundamentally increasing the
accuracy. Precise MC simulations should be used in the virtual treatment-plan-
ning system to maintain the most precise dose estimates [62] to further improve
the treatment plan.

Another field of interest is to perform a MC-based dosimetry for brachytherapy
applications [63] to provide detailed descriptions of local doses. Hadrontherapy is
also a MC-assisted research area [64] where simulations can reproduce the beam-
induced �þ emissions of the irradiated target nuclei along the beam path, to
assist the design of in-beam PET systems with high sensitivity and high spatial
resolution.
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5. AVAILABLE MC SIMULATORS

Some MC simulation codes dedicated to the simulation of SPECT and PET
have been developed, such as SimSET [65] enabling SPECT and PET modeling,
SIMIND [66] and SimSPECT [67] for SPECT, PETSIM [68], Eidolon [69] and
SORTEO [70] for PET.

Such dedicated packages are very powerful for their specific design goal but are
often not detailed and flexible enough to enable realistic simulations of emission
tomography detector geometries. Moreover, most of them do not account for time
explicitly, which limits their use for modeling time-dependent processes such as decay,
tracer kinetics, patient and bed motion, dead time or detector orbits. To ensure high
flexibility in simulation design, general purpose nuclear physics codes such as EGS4
[71], GEANT4 [13,72], or MCNP [73] have also been used for SPECT and PET
simulations. The main advantages of these general purpose codes are that they are
widely used and extensively tested, they can be regarded as long-term existent as well
as supported, and they are continuously evolving and therefore use the best of current
hardware and software capabilities. There are fewer limitations on their possible
applications than for dedicated codes, and fewer simplifying assumptions are made.
For example, the processes taking place in the collimator can be thoroughly simulated
whereas dedicated codes often use a parametric model. Also, time-dependent processes
can be simulated and their non-specific design makes them appropriate to implement
non-conventional SPECT and PET cameras [16]. In the end of the 1990s, 14 codes
were used for MC simulations in SPECT and PET, among which 10 were not used by
another group than those who developed the code, and 4 were publicly released or
available from the authors. In the early 2000, 15 codes were used among which 8 were
home-made and 7 were publicly released or available from authors [74]. This suggests
that up to recently, there was no code that was considered as a standard for MC
simulations in emission tomography. Based on this observation, a new code, GATE
[75–77], has recently been designed as an upper layer of the GEANT4 nuclear physics
code [13,72] tuned for simulating SPECT and PET acquisitions. GATE thus takes
advantage of all GEANT4 features, including well-validated physics models, basic
event-timing information, geometry modeling and visualization tools. It is written in
an object-oriented language that ensures high modularity. In addition, GATE uses a
scripting language making it easy for the user to design a SPECT or PET simulation.
GATE has been developed as a collaboration effort of about 10 laboratories worldwide
(the OpenGATE collaboration), and was publicly released in May 2004. It is now
shared by a large research community, while long-term support and maintenance is still
ensured by the OpenGATE collaboration. During 2006, already more than 650
individuals had subscribed to the GATE community and at the 2005 IEEE Medical
Imaging Conference (the most relevant conference in this domain), GATE and/or
GEANT4 were used as tool of excellence in 33% of all papers involving MC
simulations while this number was 13% for SimSET and 7% for SIMIND, respectively
[74]. It is therefore expected that GATE will become the code most frequently used
for SPECT and PET simulations. Given this explicit tendency, we will describe GATE
hereafter as an example of a simulation platform.
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6. GATE

6.1. Basic features

6.1.1. Software architecture
GATE is a Cþþ design, enabling a modular structure built on three fundamental
layers: (1) the core layer defines the basic mechanisms available in GATE for
geometry definition, time management, source definition, digitization, and data
output, (2) the application layer is composed of classes derived from the core layer
classes to model-specific objects or processes and finally (3) the user layer. The latter
allows the user to simulate a setup through the use of scripting. Indeed, the
functionality provided by each class is available through script commands, so that
the end-user of GATE does not have to manipulate any Cþþ language. Therefore,
a complete Nuclear Medicine experiment can be defined using the GATE script
language, including the object geometry, the radioactive sources, the camera
geometry, the detector electronics, the physics processes, the passing of time, the
kinetic parameters, and the output format. Some important modeling instructions
will be demonstrated hereafter using examples of scripts, while discussing the
implemented functionality.

6.1.2. Defining the geometric features of an acquisition
All geometric features involved in modeling a SPECT or PET acquisition are
defined using basics elements known as ‘‘logical volumes.’’ A logical volume is
defined by its name, shape, size, and material composition. Repeaters can be used
to replicate and place logical volumes at multiple positions and orientations.
Repeaters are elementary geometrical transformations such as rotations and
translations applied in succession. When logical volumes are placed at specific
positions, they form ‘‘physical volumes.’’

#Multiply head to create triple headed SPECT system
/gate/SPECThead/repeaters/insert ring
/gate/SPECThead/ring/setRepeatNumber 3
/gate/SPECThead/ring/setAngularPitch 120. deg

More complex structures can be created by combining various types of
repeaters (e.g., ring, linear, quadrant and cubic array), as shown in Figure 3
which demonstrates how the construction of a folded lead collimator for
SPECT simulations was performed by repeating a hexagon on a rectangular
array. This array was then filled with a translated duplicate, creating the correct
distribution of air holes.

Accessing a material database file is the primary method for assigning material
properties to volumes. This file contains all material parameters required by
GEANT4 to calculate the interaction cross sections. The following example
shows how breast material is obtained by defining the fraction of constituting
elements.
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#[Elements]
Hydrogen: S= H ; Z= 1 ; A= 1.01 g/mole
Carbon: S= C ; Z= 6 ; A= 12.01 g/mole
Nitrogen: S= N ; Z= 7. ; A= 14.01 g/mole
Oxygen: S= O ; Z= 8. ; A= 16.00 g/mole
Sodium: S= Na ; Z= 11.; A= 22.99 g/mole
Phosphor: S= P ; Z= 15.; A= 30.97 g/mole
Sulfur: S= S ; Z= 16.; A= 32.066 g/mole
Chlorine: S= Cl ; Z= 17.; A= 35.45 g/mole

#[Mixture]
Breast: d=1.020 g/cm3 ; n = 8
þel: name=Oxygen; f=0.5270
þel: name=Carbon; f=0.3320
þel: name=Hydrogen ; f=0.1060
þel: name=Nitrogen; f=0.0300
þel: name=Sulfur ; f=0.0020
þel: name=Sodium ; f=0.0010
þel: name=Phosphor; f=0.0010
þel: name=Chlorine ; f=0.0010

When modeling a scanner using combinations of volumes, specific guidelines with
respect to the geometrical hierarchy must be followed. Most PET scanners are built
following comparable concepts: one or more rings, each ring consisting of several
blocks of scintillating material, each block being subdivided in crystal parts, etc. For
SPECT, the detector mostly consists in a gamma camera with a continuous or a
pixelated crystal and a collimator. Most of these geometrical concepts are common to
many different imaging systems. To facilitate the modeling of detectors, predefined
global systems are used. From the user’s point of view, the main property of a system is
that its geometric hierarchy is automatically accounted for by the corresponding data
output formats. ASCII and ROOT [78] output files are available for all systems and can
easily be transformed to a list mode file for reconstruction purposes.

Examples of a modeled SPECT and PET scanner using these predefined systems
are shown in Figure 4.

6.1.3. Defining radioactive sources
The spatial distribution of a radioactive source can be specified using five 2D
shapes, i.e. circle, annulus, ellipse, square, and rectangle, and four 3D shapes, i.e.

Rectangular array Translated duplicate

Figure 3 Detail of a collimator modeling process.
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sphere, ellipsoid, cylinder, and parallelepiped. Examples of simple analytical sources
are shown in Figure 5. Moreover, the angular distribution of the decay particles can
be tuned by using azimuthal and polar angles, making it possible to emit particles in
different angular spans. In PET, the user can force the annihilation photons to be
emitted back-to-back to significantly decrease the simulation time.

Radioactive sources can also be described using images, what is called a voxelized
description. Using such voxelized descriptions, any inhomogeneous, anthropo-
morphic source or patient image can be used to model realistic acquisitions [79]. As
an example, simulated projection data of the Hoffman hardware phantom (voxelized
source) [80] with and without a voxelized attenuation geometry is shown in Figure 6.

(a) (b)

Figure 4 Example scanner types modeled in GATE: (a) SPECT system (IRIX-Beacon),
(b) PETsystem (ECATHRþ).

(a) (b)

Figure 5 Example of analytical sources: (a) simple test object, (b) Derenzo phantom.
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Both projection data are compared by plotting two midway horizontal profiles
of the sagittal projections as is shown in Figure 7. The voxelized nature of the
results is obvious, as well as the appropriate attenuation effect.

Although quite realistic anthropomorphic phantoms are available for human
and for small animal studies, the impact of MC simulations in SPECT and PET
would be increased by the development of a wider variety of numerical anthro-
pomorphic phantoms. These should include humans with a wide variety of body
habitus and motions, and small animal models with breathing and cardiac motions
(see also Section 6.2). Several GATE development efforts are currently ongoing in
this direction [81].

6.1.4. Physics
The electromagnetic interactions used in GATE are derived from GEANT4. The
physics package manages electrons, positrons, �-rays, X-rays, optical photons,
muons, hadrons, and ions. When using the low-energy extension, the modeling

(a) (b)

Figure 6 Simulated projection data of the Hoffman brain phantom: (a) without attenuation;
(b) with avoxelized attenuation geometry based on the same phantom.
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Figure 7 Midway horizontal profiles of the simulated sagittal projections of the digital
Hoffman voxelized brain phantom with (dashed line) and without (full line) the voxelized
attenuation geometry.
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of photons and electrons is extended and verified down to 250 eV and also includes
Rayleigh scattering.

The non-collinearity of two annihilation photons for PET applications is not
taken into account by GEANT4. Because this effect can be important in PET, an
additional module has been incorporated in GATE that models the angular distribu-
tion of these photons based upon a Gaussian angular distribution in water (0.58�
FWHM) [82]. On the other hand, the positron range is intrinsically modeled.

6.2. GATE: Time management

A major and recent advance in MC simulations is the current possibility to model
time-dependent phenomena. This makes it possible to realistically model radio-
active decay, dynamic biodistributions, physiological motions such as respiratory
and cardiac motions, rotation of the scanner, TOF-PET, dead time, count rate,
random coincidences, and event pile-up. At least three codes have been specifi-
cally designed so that time-dependent phenomena can be more easily handled.
PET-SORTEO [70] can model the evolution of activity concentration in time
but it cannot easily model respiratory or cardiac motion. SimSET has been
recently extended to keep track of time-of-flight [83], but it cannot easily handle
simulations of time-activity curves in different physiological regions, nor detector
motion.

To the best of our knowledge, the only code that can model any time-
dependent effect is GATE. In GATE, time is explicitly kept track of during the
simulation by the implementation of a virtual clock that synchronizes all time-
dependent processes. The following script example shows the movement of the
gantry at a speed of 1� per second as well as a translation of the patient support table.
The rotation of the gantry and the translation of the table are kept synchronized
which enables the simulation of whole body acquisitions.

#Movement of the gantry
/gate/SPECThead/moves/insert orbiting
/gate/SPECThead/orbiting/setSpeed 1 deg/s
/gate/SPECThead/orbiting/setPoint1 0 0 0cm
/gate/SPECThead/orbiting/setPoint2 0 0 1cm
#Movement of the patient support
/gate/Table/moves/insert translation
/gate/Table/translation/setSpeed 0 0 1.cm/s
/gate/application/setTimeSlice 1. s
/gate/application/setTimeStart 0. s
/gate/application/setTimeStop 360. s
/gate/application/startDAQ

In GATE, the start (0 s in the previous example) and stop (6min here) times of
the acquisition must be provided by the user, as well as the sampling interval (1 s in
the example). In such a ‘‘time slice,’’ the geometry is kept at rest and the update is
performed at the time slice transition. However, the sources are allowed to decay
within the time slice and the particle transport proceeds.
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6.3. GATE: Digitization

Parts of the scanner geometry are designated as sensitive detectors, and particle
interactions are recorded and scored within these regions. Firstly, hits are generated
from interactions that occur inside the detector parts of the scanner (e.g., the
crystal). The data contained in these hits include the energy that has been deposited,
the interaction positions, the origin of the particle, the type of interaction, the
volume name in which the interaction took place, and the time information.
Secondly, similar sensitive regions are used to detect and count the Compton and
Rayleigh interactions occurring within the scanner’s field-of-view (FOV). For
example, the number of scattering interactions that occurred in the light guide,
the isolation, the shielding, and the phantom or patient can be recorded.

The digitizer consists of a chain of processing modules (Figure 8) that takes a list
of hits from the sensitive detectors and transforms them into pulses referred to as
singles. The processing modules of the digitizer can be controlled using the GATE-
scripting language. The key elements of this chain are now briefly described. Firstly,
the adder sums the deposited energy of all interactions in a sensitive detector (hits)
to yield a pulse. The position of the pulse is calculated from the energy-weighted
centroid of the hit positions, and the time of the pulse is set to that of the first hit
within the volume. If a particle interacts in several sensitive detectors, for instance
after crystal scatter or after crystal penetration, the hit adder will generate a list of
pulses, one for each sensitive detector. The second instruction of the digitizer
(readout) implements the readout segmentation of the scanner. The position of
the pulse is set to that of the pulse from the adder that has the most energy (winner-
takes-all paradigm).

The energy response instruction applies a blurring to the energy of the pulse.
The spatial response instruction applies a Gaussian blur of the position for SPECT.
For PET, spatial resolution is calculated by the pulse reader, which simulates the
intrinsic spatial resolution of the detector. Furthermore, an energy discrimination is
performed to set an acceptance window (thresholder electronics). Also, both
paralyzable (the detector is dead for a period t after every event, even if the event
arrives during the dead period of the previous event) and non-paralyzable dead
times (the detector is dead for a period t after every event) can be modeled on an
event-by-event basis.

Single/digitHits

Adder Readout
Energy
response

Spatial
response

Threshold
electronic Dead time

Digitizer module

Pulses

Figure 8 The digitizer is organized as a chain of several modules that processes the hits to yield
a single, which represents a physical observable.
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Other user-defined modules can be added individually to model more specific
properties, such as the time resolution. Moreover for PET, at the end of a digitizer
chain, a sorter can be added to find pairs of singles that are in coincidence
(whenever the time interval between the singles is less than a user-defined coin-
cidence window). Using the event number and the Compton flag, randoms and
scatter coincidences can be differentiated from true coincidences. Multiple coin-
cidences and auto-coincidences are also taken into account.

The optimization of the digitizer chain parameters to reproduce the behaviour
of a specific scanner is very time-consuming. This is best done by comparing the
results from different sets of digitizer parameters using the same series of hits with
those of the real tomography when available. To perform this optimization, GATE
offers an operating mode named DigiGATE. In this mode, hits are read from a data
file generated by GATE and fed directly into the digitizer chain. All conditions are
kept identical in the simulations including time dependencies.

7. EFFICIENCY-ACCURACY TRADE-OFF

7.1. Accuracy and validation

To model a broad range of detector geometries, there are currently two options:
either use a generic simulator, such as GEANT4, EGS4 or Penelope, or use GATE,
which is currently the code able to accommodate the largest number of detector
geometries. For instance, the spherical shape of the Hi-Rez PET tomograph could
not be accurately modeled using SimSET, but only using GATE (or another
generic code) [84].

The flexibility of GATE is further illustrated by the number of commercial
tomographs that have been modeled in GATE, both in SPECT (e.g., AXIS [37],
IRIX [85], DST-Xli [86] and Millenium VG Hawkeye [87]), in PET (e.g., ECAT
Exact HRþ [88], Advance [89], Allegro [90], ECAT HRRT [91], Hi-Rez [84])
and in small animal imaging (e.g., MicroPET P4 [92], microPET Focus 220 [93],
ClearPET [94]). Moreover, GATE is the code used the most for studying proto-
types (e.g., [95,96]).

How well simulations can predict the physical response of the tomograph is
usually verified by comparing the simulated and empirical values of some para-
meters, which can be experimentally measured and that characterize the physical
performances [97]. The modeling of a system is then considered to be validated if it
accurately reproduces the response of the real system. The parameters of interest
that are used most often to assess the validity of a model are the spatial resolution,
energy spectra, scatter fractions, sensitivity, and count rates obtained in specific
configurations, for instance, using the NEMA phantoms [98].

7.2. Calculation time

An important issue of MC simulations is the calculation burden. The computing
time for a typical PET benchmark on a 1-GHz basis averages around 850 generated
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and tracked events per second and 16 simulated coincidence detections per second.
For SPECT, this value amounts 420 generated and tracked events per second and
0.83 detections per second or 1.2 second per detection. For simulating clinically
realistic acquisitions, many months of computation time on one CPU are accord-
ingly needed. This computational issue is most cumbersome for SPECT since the
total number of detected counts in SPECT is less than 0.02% of the generated
events because the collimator in front of the crystal stops most of the incoming
photons. This effect is most pronounced in high-resolution collimator variants.
Secondly, every photon is tracked through every object of the experiment, and a
typical Low-Energy High-Resolution (LEHR) collimator for instance consists of
161120 individual air holes. Several approaches are investigated to solve this
computational issue both for SPECT and PET. Firstly, variance reduction techni-
ques such as stratification, importance sampling and forced detection can be used
[12]. Also, hybrid methods can be proposed that combine MC simulations in the
object coupled to analytical or tabulated models for the detector [99,100]. Lastly,
efforts are conducted to submit simulations to a cluster of computers by distribution
software or by intrinsically parallelizing the code [101].

8. CASE STUDIES

Three case studies will now be discussed to illustrate the relevance of MC
simulations in emission tomography. The first case study will demonstrate the value
of using MC simulations in detector design for the optimization of TOF-PET. The
second case study will show an example of the use of MC simulation for the
assessment of the quantitative accuracy of correction techniques in clinical data.
The third case study will illustrate the use of MC simulations in image reconstruc-
tion to calculate the system matrix in SPECT.

8.1. Case study I: TOF-PET

During the 1980s, different PET systems with TOF information were developed
[102–109]. The TOF information leads to more accurate imaging by reducing the
noise in image data, resulting in higher image quality, shorter imaging times, and
lower dose to the patient. Due to technical limitations of the TOF-capable
scintillators, these systems could not compete at that time with non-TOF BGO
PET scanners. Recently, new scintillators with high stopping power and high light
output (e.g., LSO and LaBr3) that are fast enough for TOF PET have become
available. Therefore, different TOF-PET systems are under development and the
first commercial system is available since June 2006 [110].

In PET, the time difference measurement between both photons is used to
determine whether two single photons will be stored as a coincident event. Two
photons coming from a single annihilation arrive at slightly different times depend-
ing on their origin in the FOV. For a camera with a ring diameter of 90 cm, the
maximum time difference for photons to reach the detectors is a few nanoseconds
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and therefore accuracy of time measurement has to be only in the range of 1–2 ns.
In TOF-PET, the time difference is determined as accurately as possible and the
difference is stored and used in the reconstruction. For TOF-PET, it is necessary to
use a MC simulator with very accurate time tracking (accuracy of ps) of both
photons. To get a good prediction of the system performance, it is also important to
have an accurate model of the scintillators’ rise and decay time. GATE has an
explicit modeling of time and is therefore suitable for simulation of TOF-PET
scanners.

The GATE MC simulation tool has been used to model the University of
Pennsylvania prototype LaBr3 TOF-PET scanner [111]. The scanner consists of
648 crystals (4� 4� 30mm3) in a 90-cm diameter ring. Sixty rings cover a 25-cm
axial length for a maximum axial acceptance angle of +15�. The slice thickness is
4.3mm. Based on measurements on the scanner, the energy resolution was set to
6%. The spatial resolution is determined by the crystal size (4� 4mm) but also by
the fact that photopeak detection is often the result of multiple Compton interac-
tions in LaBr3. The singles timing resolution was simulated at 150, 300, and 600 ps;
this corresponds to coincidence timing resolutions of 212, 424, and 848 ps (or 32,
64, and 128mm spatial equivalent, respectively). The TOF information decreases
the impact of axial rebinning and lessens the needs for fine transverse angular
sampling. When TOF information is ignored during reconstruction (single slice
rebinning), the axial resolution worsens dramatically with radial distance due to
axial rebinning errors. When TOF information is used during rebinning, the axial
resolution is fairly constant across the transverse FOV. In addition, the rebinning
error is reduced with improved timing resolution. For the simulated system the
axial resolution is about 10–11mm for 848 ps timing resolution, 6–7.5mm for
424 ps, and 5–5.5mm for 212 ps. 3D listmode MLEM reconstruction results in an
axial resolution of about 4mm, independent of timing resolution. Degraded tan-
gential resolution is anticipated when the data are mashed into a limited number of
transverse angles. With 848 ps timing resolution, even using 36 angles results in
only a slight loss of tangential resolution. With 424 ps timing resolution, as few as
18 angles are needed, and with 212 ps resolution, 9 angles leads to only a small
(<1mm) loss of tangential resolution.

The aforementioned simulations were used to develop a more efficient way of
reconstructing TOF-PET data without introduction of resolution loss [112]. The
MC method made it possible to investigate the relationship between timing
resolution and angular sampling requirements in terms of rebinning and mashing
without having to build the systems and their electronics for performing real
measurements.

8.2. Case study II: Assessment of PVE correction

In SPECT scans of the dopaminergic system, measurements of striatal uptake are
useful for diagnosis and patient follow-up. Most radiopharmaceuticals appropriate
for studying the presynaptic transporter binding or the postsynaptic dopamine D2
receptor status are labeled with 123I. Common indications are early diagnosis of
Parkinson’s disease and evaluation of Parkinsonian syndromes. A more recent
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application is the differential diagnosis between dementia with Lewy bodies (DLB)
and Alzheimer’s disease (AD) in demented patients. DLB is the second most
common type of degenerative dementia in the elderly. As mentioned in Section
4.2, MC simulations of patient data are extremely useful for assessing the accuracy
with which the radiopharmaceutical uptake can be quantified, because they allow
to determine absolute biases. In the study taken here as an example [113], 23
patients diagnosed with DLB (10 patients) or AD (13 patients) were simulated.
For these patients, processing of MC-simulated data showed that without PVE
correction, the binding potential (BP), which characterizes the radiopharmaceutical
uptake in the striata (hence the density of dopaminergic transporters), was under-
estimated by 72.4% on average in the caudate nuclei and by 57.3% on average in
the putamen. Similar to what was observed on acquired patient data, PVE correc-
tion greatly affected BP values. When combined with scatter and attenuation
corrections, it yielded an averaged overestimation of BP estimates of only 13.4%
in the caudate nuclei and of 16.1% in the putamen. The mean absolute difference
between true BP and measured BP was no more than 0.9 in the caudate nuclei and
0.6 in the putamen.

Accurate quantitative assessment of BP would be of great interest for detection
of pre-symptomatic cases of neurodegenerative diseases, both for a better under-
standing of the degenerative process and for evaluation of neuroprotective treat-
ments. However, pre-symptomatic patients are hard to recruit so using MC
simulations is an appealing solution to get the data that would be acquired in
such patients, and compare the performance of different processing protocols in
detecting subtle changes in striatal uptake. In [113], SPECT scans were simulated
with striatal uptake values mimicking pre-symptomatic cases of DLB. For this
specifically (difficult) patient population, it was shown that DLB could be differ-
entiated from AD only when PVE correction was combined with attenuation and
scatter corrections (Figure 9).

In summary, MC simulations allowed these authors to conclude that only a
complete processing scheme including scatter, attenuation, and PVE corrections
could accurately estimate BP from SPECT scans of the dopaminergic system, and it
became clear that the most important correction for accurate estimates of BP was
PVE correction. MC simulations allowed the authors to test their quantification
methods while being sure that no segmentation or registration errors occurred.
They could demonstrate that PVE correction improved the accuracy of classifica-
tion of patients when pre-symptomatic DLB cases were considered. These results
suggest that the accuracy with which preclinical cases are detected may be increased
when applying a complete reconstruction scheme, including scatter, attenuation,
and most important, PVE corrections.

8.3. Case study III: MC-based reconstruction

The concept of using MC simulations to estimate the 3D system involved in
SPECT tomographic reconstruction was proposed early [114–116] but could not
be applied in fully 3D at that time, due to impractical storage and computation
time.
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Renewed efforts have been performed recently to investigate the feasibility of
simulating and storing the 3D system matrix (see [48] for a complete review), and
then invert it for SPECT reconstruction. Among these, Beekman and colleagues
have developed a computationally efficient approach, involving the use of a dual
matrix block-iterative expectation maximization algorithm, which avoids the need
for massive matrix storage and which is about two orders of magnitude faster than
MLEM reconstruction [117].

The dual matrix reconstruction uses a different transition matrix for forward
projection (calculating the projection data given the 3D isotope distribution)
and back projection (calculating the 3D isotope distribution given the projec-
tions). The forward projection step models attenuation, detector blurring, and
scatter, whereas the back-projection models only attenuation and detector
blurring, which significantly reduces calculation times. For forward projection,
scatter is modeled by using a fast MC simulator, based on Convolution-based
Forced Detection (CFD) [99], which combines stochastic photon transport
calculation in the patient with an analytic (instead of a stochastic) detector
modeling.

Using such a fast MC simulator for the projection step makes it possible to
perform a MC simulation at each iteration of the reconstruction algorithm, thus
avoiding the need for massive system matrix storage. The hybrid simulations (i.e.
mixing MC and analytical modeling) involved in the dual matrix-CFD reconstruc-
tion approach converge several orders of magnitude faster to low noise projections
than those carried out with brute force MC simulators, making the reconstruction
computationally practical. Typical reconstruction times of less than 5min have
been reported for a cardiac perfusion SPECT study [118].

Xiao et al. used this framework for 99mTc cardiac perfusion reconstruction and
found that the MC-based reconstruction yields a better contrast-to-noise ratio
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Figure 9 Distribution of BP averaged over the two putamen for simulated patients assigned as
pre-symptomatic DLB or AD. Box and whisker plots without any correction (BPNC), with
attenuation correction (BPAC), with attenuation and scatter corrections (BPSAC), and with all
corrections (BPSAC-PVC) are shown.
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(CNR) than if traditional window-based scatter correction is applied [119]. The
MC-based reconstruction framework also produces images with larger quantitative
differences between defect and non-defect cases and shows less sensitivity to
anatomical variations than traditional methods. This is illustrated by Figure 10
where CNR curves for different reconstruction methods are compared. For all
the phantom configurations, the images reconstructed by the traditional algorithms
had lower overall contrast when compared at equal noise and have higher noise
when compared at equal contrast then the images reconstructed by the MC-based
algorithm. The contrast achieved with the MC-based approach was approximately
10–20% higher when measured at equal noise level than the contrast obtained with
the other two methods while the noise was approximately 14% lower when
compared at equal contrast.

This dual matrix-CFD reconstruction framework has been generalized for
medium- and high-energy isotopes. Indeed, for such isotopes, the Gaussian
modeling of the collimator response function involved in conventional CFD is
not accurate enough given that a significant number of photons penetrate
the collimator septa, inducing a non-Gaussian collimator response. An
efficient simulation method for calculating the effects of septal penetration in
SPECT projections using only one Septal Penetration Point Spread Function
(SP-PSF) was developed. The latter method has been incorporated in the
aforementioned dual matrix CFD framework and accordingly results in a hybrid
framework that is now generally applicable for a wide range of isotopes and
collimators [120].

Similar work about calculating the matrix system for tomographic reconstruc-
tion using an MC approach has also been recently performed in the context of PET
(see for instance [121,122]).
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Figure 10 Average defect contrast as a function of average noise in the myocardium for four
different phantom configurations for different reconstruction algorithms. AD models
attenuation and detector blurring while ADS also corrects for scatter by a triple energy
window correction (TEW) or by simulations (MC).
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9. FUTURE PROSPECTS

Future developments in MC simulations in the context of Nuclear Medicine
will probably include further integration of current MC tools to provide more
accurate and powerful diagnosis and treatment systems [123].

A first integration level would consist in bridging the gap between MC calcula-
tions used for SPECT and PET modeling and for dose calculation. Nowadays, MC
simulations are becoming part of the imaging process itself, when being used for
calculating the system matrix involved in tomographic reconstruction, as previously
discussed in the third case study. A further extension will be to also calculate the
patient-specific dose distributions using this MC approach, which can give accurate
dose deposit estimates following, e.g., internal radiation [124]. Currently, when
performed with the MC approach, dose calculations usually rely on different MC
codes than those used for modeling SPECT or PET scans. Using a single simulation
framework for both tomographic reconstruction and dose calculation will facilitate
the feasibility (e.g., single coordinate system, common object description, consis-
tent sampling) and the assessment of patient-specific dosimetry.

A second integration level concerns the MC modeling of dual modality imaging
system. In the past years, the Nuclear Medicine instrumentation market has shifted
toward dual modality imagers: SPECT-CT and PET-CT. SPECT and PET MC
modeling are currently very well mastered. MC modeling of CT devices has also
been described (see e.g. [125]). Integrating a MC model for the CT part of these
hybrid imagers in the same MC simulation framework as that used for SPECT and
PET modeling would enable a more detailed investigation of dual modality
techniques, such as CT-based SPECT or PET attenuation correction, or CT-
based SPECT and PET partial volume correction.

Finally, MC simulations remain computationally demanding methods, while
large database of simulated data are ideally needed for evaluation purposes. There-
fore, further progress is anticipated in implementing variance reduction techniques.
Also, some laboratories endow significant funds in large computer clusters in order
to perform detection tasks based on simulated datasets. Forthcoming work will be
dedicated to developing distribution software for datagrid deployments or to
parallellization solutions. It can also be expected that more efforts will go to the
collection of simulated data to create online repositories, that would enable sub-
scribers to test their image correction and processing techniques without the need
to extensively simulate or acquire the appropriate datasets.

All these expected developments should make MC simulations even more
present in the realm of emission tomography in the future.

10. CONCLUSION

In the end of 1990s, MC simulations in emission tomography were mostly
used by research labs to assess reconstruction and correction techniques, and to
study specific aspects of the imaging system response. It is expected that MC
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simulations will eventually find their way to the clinics, as contributing to the
SPECT or PET imaging process, and as provider of extremely realistic and still
perfectly controlled datasets for evaluation purpose. The role of MC simulations for
optimizing detector design will also increase, as simulations are becoming more and
more flexible and accurate, allowing for detailed investigation of a broad range of
detector configurations. Overall, MC simulations will become an indispensable tool
for all involved in emission tomography.
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P. Bloomfield, D. Brasse, V. Breton, P. Bruyndonckx, I. Buvat, A. Chatziioannou, Y. Choi,
Y. Chung, C. Comtat, D. Donnarieix, L. Ferrer, S. Glick, C. Groiselle, S. Kerhoas-Cavata,
A. Kirov, V. Kohli, M. Koole, M. Krieguer, J. van der Laan, F. Lamare, G. Largeron,
C. Lartizien, D. Lazaro, M. Maas, L. Maigne, F. Mayet, F. Melot, S. Nehmeh, E. Pennacchio,
J. Perez, U. Pietrzyk, F.Rannou,M.Rey,D. Schaart, R. Schmidtlein, L. Simon, T. Song, J. Vieira,
D. Visvikis, R. Van de Walle, E. Wieers, C. Morel, GATE: a simulation toolkit for PET and
SPECT, Physics in Medicine and Biology, 49 (2004) 4543–4561.

[78] R. Brun, F. Rademakers, ROOT, an object oriented data analysis framework, Nuclear
Methods and Instruments in Physics Research Section A, 389 (1997) 81–86.

[79] S. Staelens, G. Santin, D. Strul, M. Koole, S. Vandenberghe, Y. D’Asseler, V. Breton,
C. Morel, I. Lemahieu, R. Van de Walle, Monte Carlo simulations of Interfile based emission
and attenuation maps for clinical applications, Journal of Nuclear Medicine, 44 (2003) 1048.

[80] E. Hoffman, P. Cutler, W. Digby, J. Mazziota, Three dimensional phantom to simulate
cerebral blood flow and metabolic images for PET, IEEE Transactions on Nuclear Science,
37 (1990) 616–620.

[81] R. Taschereau, P. Chow, A. Chatziioannou, Monte Carlo simulations of dose from microCT
imaging procedures in a realistic mouse phantom, Medical Physics, 33 (2006) 216–224.
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Abstract

Computers have become indispensable to the research and the clinical practice of biome-
dicine. Theirwidespreadusenowpermits themanipulation ofmassive amounts ofmeasured

data, as well as, the study of sophisticated models through numerical simulations. The
rapidly growing size and complexity of the resulting information from experiments or
simulations creates a challenging demand on the tools and techniques needed to derive

knowledge and insight from thedata. Scientific visualizationoffers a very powerful approach
to tackle this data analysis challenge by creating visual representations that convey salient
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properties of large data sets and permit their effective interpretation and analysis. This
chapter presents an overview of the techniques devised by scientific visualization research

to address the specific needs of biomedical applications.

Keywords: biomedical visualization, scalar field visualization, vector field visualization,
tensor field visualization, uncertainty visualization, visualization software PACS

1. INTRODUCTION

Computers are now extensively used throughout science, engineering, and
medicine. Advances in computational geometric modeling, imaging, and simulation
allow researchers to build and testmodels of increasing complexity and thus to generate
unprecedented amounts of data. As noted in the NIH-NSF Visualization Research
Challenges report [1], to effectively understand and make use of the vast amounts of
information being produced is one of the greatest scientific challenges of the
twenty-first Century. Visualization, namely helping researchers explore measured or
simulated data to gain insight into structures and relationships within the data, will be
critical in achieving this goal and is fundamental to understanding models of complex
phenomena. In this chapter, we give an overview of recent research in visualization as
applied to biomedical applications, focusing on thework by researchers at the Scientific
Computing and Imaging (SCI) Institute [2].

Schroeder et al. have offered the following useful definition of visualization [3]:

Scientific visualization is the formal name given to the field in computer science that
encompasses user interface, data representation and processing algorithms, visual
representations, and other sensory presentation such as sound or touch. The term
data visualization is another phrase to describe visualization. Data visualization is
generally interpreted to be more general than scientific visualization, since it implies
treatment of data sources beyond the sciences and engineering. . . Another recently
emerging term is information visualization. This field endeavors to visualize abstract
information such as hyper-text documents on the World Wide Web, directory/file
structures on a computer, or abstract data structures.

The field of visualization is focused on creating images that convey salient information
about underlying data and processes. In the past three decades, there has been unpre-
cedented growth in computational and acquisition technologies, a growth that has
resulted in an increased ability both to sense the physical world in precise detail and to
model and simulate complex physical phenomena. As such, visualization plays a crucial
role in our ability to comprehend such large and complex data—data which, in two,
three, or more dimensions, convey insight into such diverse biomedical applications as
understanding the bioelectric currents within the heart, characterizing white matter
tracts by diffusion tensor imaging, and understandingmorphology differences between
different genetic mice phenotypes, among many others.

Shown in Figure 1, the “visualization pipeline” is one method of describing the
process of visualization. The filtering step in the pipeline involves processing raw data
and includes operations such as resampling, compression, and other image-processing
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algorithms such as feature-preserving noise suppression. In what can be considered the
core of the visualization process, the mapping stage transforms the pre-processed
filtered data into geometric primitives along with additional visual attributes, such as
color or opacity, determining the visual representation of the data. Rendering utilizes
computer graphics techniques to generate the final image using the geometric
primitives from the mapping process.

While the range of different biomedical visualization applications is vast, the
scientific visualization research community has found it useful to characterize
scientific visualization techniques using a taxonomy associated with the dimension-
ality of the (bio)physical field to visualize:

• Scalar fields (temperature, voltage, density, magnitudes of vector fields, most
image data),

• Vector fields (pressure, velocity, electric field, magnetic field), and
• Tensor fields (diffusion, electrical and thermal conductivity, stress, strain,
diffusion tensor image data).

We use this taxonomy to discuss the biomedical visualization techniques through-
out this chapter.

2. SCALAR FIELD VISUALIZATION

Scalar data are prevalent in biomedical simulation and imaging. In biomedical
computing, scalar fields represent a quantity associated with a single (scalar) number,
such as voltage, temperature, the magnitude of velocity. Scalar fields are among the
most common datasets in scientific visualization, and thus, they have received themost
research attention (see Hansen and Johnson [4] for an overview of scalar field visualiza-
tion research). Biomedical scalar data, whether derived from simulations or gathered
experimentally, often have both spatial and temporal components. These components
have traditionally been visualized through different software structures. However,
handling both spatial and temporal components of datawithin a single, unified software
structure is not only convenient butwill tend to strengthen the underlying visualization
software by providing the same results whether the data is measured or computed.

2.1. Direct volume rendering

Direct volume rendering is a method of displaying 3D volumetric scalar data as 2D
images and is probably one of the simplest ways to visualize volume data. The
individual values in the dataset are made visible by the choice of a transfer function
that maps the data to optical properties, like color and opacity, which are then
projected and composited to form an image. As a tool for scientific visualization,
the appeal of direct volume rendering is that no intermediate geometric information

Data Filtering Mapping Rendering Images

Figure 1 The visualization pipeline.
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need be calculated, so the processmaps from the dataset “directly” to an image. This is
in contrast to other rendering techniques such as isosurfacing or segmentation, in
which onemust first extract elements from the data before rendering them. To create
an effective visualization with direct volume rendering, the researcher must find the
right transfer function to highlight regions and features of interest.

A common visualization goal in volume rendering is the depiction of the
interface between two different materials in a volume dataset. The material surface
can usually be seen with a simple transfer function which assigns opacity only to a
narrow range of values between the data values associated with each of the two
materials. In datasets characterized by noise or a more complicated relationship
among multiple materials, statistical analysis of the dataset values can help to guide
the transfer function design process. Moreover, in cases where datasets and associated
volume-rendering methods are more complex (such as volumetric fields of vector or
tensor values), methods for guiding the user toward useful parameter settings, based
on information about the goals of the visualization, become necessary to generate
informative scientific visualizations. Figure 2 shows a maximum intensity projection
(MIP) of MRA data of the cerebral vasculature. The maximum intensity projection
volume rendering method is the most simple form of volume rendering and is the
one most often used by radiologists for viewing volume image data.

Figure 2 A maximum intensity volume rendering of magnetic resonance angiography
(MRA) data showing a large fusiform aneurysm.
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The MIP algorithm works by projecting parallel rays (ray casting) through the
volume from the viewpoint of the user. For each ray, the algorithm selects the max-
imum scalar value and uses that value to determine the color of the corresponding pixel
on the 2D image plane. Volume rendering using MIP yields what look like “three-
dimensional X-rays” in gray scales of the scalar volume data. Full volume rendering, on
the other hand, traverses the rays and accumulates (integrates) color and opacity con-
tributions along the ray. Volume rendering using full volume-rendering techniques
yields an image that looks much more like what you might expect a 3D volume
projection to look like in color. The differences are evident as shown below in Figure 3.

The full volume-rendered image contains more information than the MIP-
rendered image and is usually more useful for understanding the 3D volume data or
image. If this is true, why do most biomedical scientists use MIP and not full
volume rendering? The answer is twofold. First, the MIP algorithm, since it only
uses one value per voxel, is much less costly to compute than full volume rendering,
which requires several values per voxel. This was the case especially before 2003,
when graphic cards were not sufficiently powerful to generate fast full volume
renderings. Second, full volume rendering is more difficult than the MIP algorithm
to use. In particular, researchers find it difficult to relate the so-called transfer
function to the scalar data values. This difficulty arose because most full volume
rendering was originally done using 1D transfer functions that involved manipulat-
ing the transfer function as a sort of ramp function, as shown in Figure 4. The

Figure 4 Traditional 1D ramp transfer function.

(a) (b)

Figure 3 (a) Maximum intensity projection (MIP) volume rendering of a tooth from
CTdata, and (b) a full volume rendering of the same data using multi-dimensional transfer
functions with SCIRun (Section 7.1). (See color plate10).
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method provided no intuitive way to choose the transfer function that might enable
the user to see a particular feature in the data volume.

In some cases, volume visualization is more intimately tied to the imaging process.
For instance, in electron microscope tomography (EMT), the configurations of the
sample and electron beam limit the range of angles for which projections (i.e., the
sinogram) are acquired. This creates reconstruction artifacts that adversely affect
the quality of virtually any direct rendering or visualization strategy. By using volume
rendering to fit a surface to the data [5], we are able to estimate missing parts of the
sinogram and create better 3D reconstructions, as shown in Figure 5.

Finding a good transfer function is critical to producing an informative render-
ing, but this is a difficult task even if the only variable to set is opacity. Looking
through slices of the volume dataset allows the researcher to spatially locate features
of interest, and the researcher may employ a means of reading off data values from a
user-specified point on the slice to help in setting an opacity function to highlight
those features. However, there is no way for the researcher to know how repre-
sentative of the whole 3D feature these individually sampled values are. User
interfaces for opacity function specification typically allow the user to alter the
opacity function by directly editing its graph, usually as a series of linear ramps
joining adjustable control points. This interface does not itself guide the user toward
a useful setting, as the movement of the control points is unconstrained and
unrelated to the underlying data. Thus, finding a good opacity function tends to
be a slow and frustrating trial-and-error process, in which apparently minor changes
in an opacity function may lead to drastic changes in the rendered image. When the
interaction of other rendering parameters, such as shading, lighting, and viewing
angle, enters the picture, the process becomes even more confusing.

SCI Institute researchers have done substantial new research in volume rendering
[6–15]. For example,Kindlmann andDurkin [15] have recently developed amethod for
the semi-automatic generation of transfer functions. In this method, the researcher

(a) (b)

Figure 5 Maximum intensity projection (MIP) renderings of electron microscope tomography
volumes: (a) an image based on the rawdata that exhibits reconstruction artifacts obfuscating the
boundaries of this spiney dendrite, and (b) an image based on a dataset that includes estimates of
themissing viewswhich reveals amore coherent picture of the structure.
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creates a data structure, which we call the “histogram volume structure,” that captures
information about the boundaries present in the volume and facilitates a high-level
interface-to-opacity function creation. The user can determine which portions of the
boundary will be made opaque without knowing the data values that occur in the
boundary. Figure 6 illustrates an approachwe have developed that is “semi-automated”
in that it usefully constrains the user to a subspace of all possible transfer function while
still allowing flexible depiction of surface features and characteristics [15].

Figure 6 Exploration of a CT dataset (Visible Human project, feet of the visible woman)
with semi-automatically generatedmulti-dimensional transfer functions.The inset black-and-
white images show the opacity assignment as a function of CTdata value (horizontal axis) and
gradient magnitude.The image in the upper left was created through the use of default settings
in the semi-automatic method. A researcher familiar with the data can identify the obscuring
structures as being associated with the bag in which the specimen was placed prior to freezing
and scanning.When the corresponding region is eliminated from the transfer function domain
(upper right), the skin structure is clearly visible.The remaining features in the transfer function
domain can be identified as the surface of the registration cord (lower left) and the bone surface
(lower right). Such specificity is notpossiblewith standard1Dtransfer functions.
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Multi-dimensional transfer functions are sensitive to more than one aspect of the
volume data, including, for example, both the intensity and one or more spatial
gradients or other derived parameters. Such transfer functions have wide applicability
in volume rendering for biomedical imaging and visualization. Even scalar datasets can
benefit from multi-dimensional transfer functions. By incorporating edge-detection
measures such as the first- and second-order spatial derivatives, we can easily discrimi-
nate between data values that representmaterial boundaries and those that represent the
materials themselves. For instance, in a volume visualization of the Visible Male using
CT data with the gradient magnitude and the second directional derivative in the
gradient direction, we can accurately identify (classify) the sinuses, as seen in the right-
hand panel of Figure 7.Amethod that uses only theCTdata as the sole domain variable
in a 1D transfer function (shown in the left-hand panel of Figure 7 cannot produce a
visualization with the same specificity [6].

Figure 7 A comparison of scalar (left) and multi-field (right) volume renderings of the
VisibleMale CTdata. (See color plate11).
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Multi-dimensional transfer functions are also valuable for more general cases in
which the data come from multiple variables in a physical simulation or multiple
medical-imaging modalities. In such a case, the transfer function allows one to
identify phenomena or features that can be described or classified based only on the
basis of unique combinations of data values. Medical imaging can also benefit from
multi-dimensional transfer functions when features of interest are not adequately
described by any one imaging modality. For instance, CT imaging captures varia-
tions in bone structure but does not differentiate soft tissues well, whereas MR
imaging differentiates soft tissue well and bone very poorly. By visualizing a co-
registered CT and MRI dataset simultaneously, one can visualize features of interest
in the soft tissue along with important bone landmarks.

To resolve the complexities inherent in a user interface for multi-
dimensional transfer functions, we introduced a set of direct manipulation
widgets that make finding and experimenting with transfer functions an intui-
tive, efficient, and informative process. To achieve interactive response, we
exploited the fast rendering capabilities of modern graphics hardware, especially
3D texture memory and pixel texturing operations. Together, the widgets and
the hardware form the basis for new interaction modes that guide the user
toward transfer function settings appropriate for their visualization and data
exploration interests [10,16,17].

The generalization of direct volume rendering to multi-valued fields presents at
least two research challenges on which future work can focus, the first involving
surface shading and the second involving the efficient evaluation of multi-
dimensional transfer functions. Crucial to successful volume rendering is the
calculation from the original data of the spatial gradients with which shading and
surface rendering will be performed. In scalar data, the gradient has a simple
mathematical definition and computation. In multi-valued fields, however, the
generalization of the gradient is matrix-valued, and the surface orientation is repre-
sented as an eigenvector of this matrix. Current volume-rendering methods make
little use of this information because it is computationally expensive, although advances
in the abilities of GPUs increasingly support these calculations at interactive rates.

As described above, multi-dimensional transfer functions permit the visualiza-
tion of structure based on combinations of values within the constituent fields. As
the number of fields increases, simple implementations of multi-dimensional trans-
fer functions become unwieldy. This observation motivated us to investigate
analytic expressions for transfer function representation [7]. We have introduced
a flexible framework for classifying and rendering multi-field datasets using transfer
functions based on Gaussian primitives. We show in the paper that Gaussian transfer
functions have a number of key features: they allow for selective classification of
narrow features, can be efficiently computed on the graphics hardware, and their
integral along a line segment has, under very limited assumptions, a closed-form
analytic solution. Hence, they obviate the need for large precomputed lookup
tables and are very memory efficient.

We expect this approach to have a large impact on the qualitative and quanti-
tative value of volume rendering and become a significant tool for biomedical
researchers. An example is shown in Figure 8.
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2.1.1. Example volume-rendering applications
The power of volume rendering for the interactive investigation of complex
medical datasets was demonstrated in the BioPSE software system with the
BioImage PowerApp [18], developed at the SCI Institute. As an example of
BioImage’s utility, we have used BioImage’s volume-rendering tools to inves-
tigate the angiogenesis surrounding tumors in transgenic mice, as shown in
Figure 9. The mouse vasculature, so clearly visible in this 3D volume rendering,
could only be clearly visualized using a tool with the powerful specificity of multi-
dimensional transfer functions. In addition, the BioImage tool that provides the
interactive rendering also allows the user to crop and filter their data; it allows the
user to simultaneously view slices and volume renderings of their data; and it
provides the user with a set of quantitative tools for directly probing values within
his data.

The same volume-rendering techniques can be used on thoracic CT data-
sets to investigate lung tumors, as shown in Figure 10. With the BioImage
volume-rendering tools, we can interactively explore the size and shape of
lung tumors without compromising the fidelity of the original high-resolution
CT data.

Figure 8 Example of 4Dmulti-field volume classified using a Gaussian transfer function.The
dataset is the Visible Male Color Cryosection, courtesy of the NLM NIH. The analytical
integration of the transfer function along rays creates a high-quality representation. In
particular, muscles and boundaries between white and gray matter can be precisely isolated.
Image courtesy of Joe Kniss [7]. (See color plate12).

218 Chris R. Johnson and Xavier Tricoche



Figure 9 Mouse datavisualizedwith BioImage’s multi-dimensional transfer function volume
rendering. Data courtesy of Charles Keller.

Figure 10 Avolume-rendered image using multi-dimensional transfer functions.This view
highlights the detailed vasculature of the lungs. Data courtesy of George Chen,MGH.
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2.2. Isosurface extraction

Isosurface extraction is a powerful tool for investigating volumetric scalar fields. An
isosurface in a scalar volume is a surface on which the data value is constant,
separating regions of higher and lower value. Given the physical or biological
significance of the data value (i.e., radio-opacity, dye concentration, fluorescence
level), the position of an isosurface, as well as its relation to other neighboring
isosurfaces, can provide clues to the underlying structure of the scalar field. In
biomedical imaging applications, isosurfaces permit the extraction of particular
anatomical structures and tissues; however, these isosurfaces are typically static in
nature. A more dynamic use of isosurfaces can provide better visualization of
complex space- or time-dependent behaviors in many scientific applications.

Within the last 15 years, isosurface extraction methods have advanced signifi-
cantly, from an off-line, single-surface extraction process into an interactive,
exploratory visualization tool. Interactivity is especially important in exploratory
visualization where the user has no a priori knowledge of any underlying structures
in the data. A typical data exploration session therefore requires the researcher to
make many isovalue changes in search of interesting features. In addition, it is
helpful to provide global views (to place an isosurface in the context of the entire
dataset) and detailed views of small sections of interest. Maintaining interactivity
while meeting these visualization goals is especially challenging for large datasets
and complex isosurface geometry.

The Marching Cubes [19,20] method, introduced in 1986, was the first practical
and most successful isosurface extraction algorithm. Its simplicity has made it the
de facto standard extraction method even to this date. The Marching Cubes algo-
rithm demonstrated that isosurface extraction can be reduced, using a divide and
conquer approach, to solving a local triangulation problem. In addition, the
marching cubes method proposed a simple and efficient local triangulation scheme
that uses a lookup table. Subsequently, researchers created methods for accelerating
the search phase for isosurface extraction [21–25] all of which have a complexity
of O(n), where n is the number of voxels in the volume. We introduced the
span space [26] as a means for mapping the search onto a 2D space and then used
it to create a near optimal isosurface extraction (NOISE) algorithm that has a time
complexity of O

ffiffiffi
n

p þ kð Þ, where k is the size of the isosurface. Cignoni et al. [27]
employed another decomposition of the span space leading to a search method with
optimal time complexity ofO(log nþ k), albeit with larger storage requirements. In
addition, Bajaj et al. introduced the contour spectrum, which provides a fast
isosurface algorithm and a user interface component that improves qualitative
user interaction and provides real-time exact quantification in the visualization of
isocontours [28,29].

We improved further on these isosurface extraction methods by using a differ-
ent visibility testing approach and virtual buffer rendering to achieve a real-time,
view-dependent isosurface extraction [30–33]. We also presented a progressive
hardware-assisted isosurface extraction (PHASE) that is suitable for remote visua-
lization, i.e., when the data and display device reside on separate computers. This
approach works by reusing, when a view point is changed, the information and
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triangles that were extracted from the previous view point [32]. Using this
approach, we can extract only newly visible sections of the isosurface and thus
improve visualization performance.

Following the same view-dependent approach we have recently proposed a
novel point-based approach to isosurface extraction [33]. The basic idea of our
method is to address the challenge posed by the geometric complexity of very large
isosurfaces by a point-based representation of sub-pixel triangles. Combined with a
new fast visibility query and a robust normal estimation scheme, our method allows
for the interactive interrogation of large data sets [e.g., the full NIH NLM Visible
Female dataset (1GB)] at up to 15 frames per second on a single desktop computer,
see Figure 11. We also presented an extension of that algorithm that enhances the
isosurface visualization by computing shadows.

2.2.1. Isosurface applications
As described above, isosurface extraction is a ubiquitous tool for exploring scalar
volume datasets. The isosurface module in SCIRun software system (see the
description in the Visualization Software Section 7 below) supports the standard
Marching Cubes algorithm as well as the high-performance NOISE algorithm.
These tools are used for a variety of SCIRun applications, including isochrone
visualization, isopotential surface visualization, and cutting plane synthesis, among
others.

For example, SCIRun employs the isosurface extraction algorithm to produce
and visualize isochrone surfaces, as demonstrated in Figure 12. In this application,
the user can interactively step through different moments in time during cardiac
activation to visualize how the activation wavefront passes through the heart tissue.

Figure 11 Isosurface extraction of the full CTdata (512 � 512 � 1734, 1mm spacing) of the
NIHNLMVisible Female. Left: A section of the skeleton extracted by the PISA algorithm [33].
Right: A closeup view of the extracted points. Point shading is determined by an image-based
normal computation technique that ensures high-quality results. (See color plate13).
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By animating the isochrone value (time step), the electrophysiologist can investi-
gate the specific processes and mechanisms involved in cardiac arrhythmia.

SCIRun also employs isosurface visualization to render and investigate how elec-
trical activity on the cortical surface creates isopotential contours on the surface of the
scalp. In Figure 13, we again illustrate how SCIRun can be used to visualize these data.

2.3. Time-dependent scalar field visualization

Temporal information can be incorporated and readily understood within volume
rendering through the use of sequences of volume images generated across a range
of time steps. The use of such sequences allows one to effectively investigate a
dataset’s temporal dynamics, such as wave propagation effects through a 3D scalar
field. We have developed an algorithm that significantly reduces the time required
to create flow animations of scalar fields while also reducing the storage require-
ments. This algorithm, called differential volume rendering [34], utilizes temporal
and spatial coherence between consecutive time steps of simulation data to both
accelerate the volume animation and to compress the volume data. The method
may be used with all volume-rendering techniques and can be adapted into a
variety of ray-casting paradigms that can be used to further accelerate the visualiza-
tion process [35–37]. Additionally, direct volume-rendering techniques have been
proposed as a methodology to visualize scalar features in a dynamic time-dependent
field [38–42].
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Figure 12 BioPSE visualization of the isochrones for a cardiac activation simulation. The
front of the heart has been clipped away to reveal the transmural activation times. (See color
plate14).
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3. VECTOR FIELD VISUALIZATION

Vector fields are a fundamental biophysical quantity that describe the under-
lying continuous flow structures of physiological processes. Examples of important
biophysical vector fields include bioelectric fields, current densities, biomagnetic
fields, as well the velocities and pressures of biofluids, and the forces associated with
biomechanics. Vector-valued quantities also appear in biomedical data in the form
of derivatives of scalar fields.

Common clinical examples of scalar fields associated with vector fields include
electrocardiography (ECG) in cardiology, and electroencephalography (EEG) or
magnetoancephalography (MEG) in neurology. Such measured clinical data are
often sparse and noisy. In order to accurately approximate the associated vector
fields of interest, a preprocessing stage is often needed that involves applying
appropriate filtering and interpolation schemes. The derivatives of the resulting
smooth quantities can then be computed to yield the vector fields. High-resolution
vector fields are also directly obtained through computer simulations, including
forward and inverse problems that rely on numerical approximation methods
ranging from Finite Elements, Finite Differences, Finite Volumes, and Boundary

0.007 A/m^2

0.0053 A/m^2

0.0037 A/m^2

0.002 A/m^2

0.00034 A/m^2

Figure 13 Visualization of the potential distribution through the cranium due to a dipolar
source simulation. Potentials are color-mapped onto a stream-surface within the head volume,
and evenly spaced isopotential contours are plotted on the scalp surface. Data courtesy of Scott
Makeig, UCSD and GregWorrell, Mayo Clinic. (See color plate15).
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Elements. In these cases, the vector field data naturally lend themselves to scientific
visualization techniques that respect the numerical models used in the computation.

3.1. Vector field methods in scientific visualization

Visualizing vector field data is challenging because no existing natural representation
can visually convey large amounts of 3D directional information. Visualization methods
for 3D vector fields must balance the conflicting goals of displaying large amounts of
directional information while maintaining an informative and uncluttered display.

The methods used to visualize vector field datasets take their inspiration in real
world experiments where a wealth of physical flow visualization techniques have
been designed to gain insight into complex natural flow phenomena. To this end,
external materials such as dye, hydrogen bubbles, or heat energy can be injected
into the flow. As these external materials are carried through the flow, an observer
can track them visually and thus infer the underlying flow structure.

Analogues to these experimental techniques have been adopted by scientific
visualization researchers, particularly in the computational fluid dynamics (CFD)
field. CFD practioners have used numerical methods and 3D computer graphics
techniques to produce graphical icons such as arrows, motion particles, and other
representations that highlight different aspects of the flow.

Among the existing flow visualization methods, the techniques relevant to the
visual analysis of biomedical vector fields can be categorized as follows.

1. The simplest techniques correspond to an intuitive, straightforward mapping of
the discrete vector information to so-called glyphs. Glyphs are graphical
primitives that range from mere arrows to fairly complex graphical icons that
display directional information, magnitude, as well as additional derived
quantities such as the curl and divergence altogether.

2. The second category corresponds to the set of techniques that are based on the
integration of streamlines. Streamlines are fast to compute and offer an intuitive
illustration of the local flow behavior.

3. Stream surfaces constitute a significant improvement over individual streamlines
for the exploration of 3D flows since they provide a better understanding of
depth and spatial relationships. Conceptually, they correspond to the surface
spanned by an arbitrary starting curve advected along the flow.

4. Textures and other dense representations offer a complete picture of the flow,
thus avoiding the shortcomings of discrete samples. Their major application is
the visualization of flows defined over a plane or a curved surface.

5. The last type of flow visualization techniques are based on the notion of flow
topology. Topology offers an abstract representation of the flow and its global
structure. Sinks and sources are the basic ingredients of a segmentation of the
volume into regions connecting the same spots along the flow.

Next, we describe how each of these different approaches can be applied to the
visualization of biomedical vector fields. Because of their lack of scalability and the
strong occlusion issues that characterize them in practical applications, we do not
consider glyph-based techniques in further detail.
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3.2. Streamline-based techniques

Streamlines offer a natural way to interrogate a vector dataset. Given a starting
position selected by the user, numerical integration over the continuous representa-
tion of the vector field yields a curve that can be readily visualized. The numerical
schemes commonly used for the integration range from the first-order Euler scheme
with fixed step size to Runge–Kutta methods with higher order precision and
adaptive step size [43]. The choice of the appropriate method requires to take into
account the complexity of the structures at play and the smoothness of the flow.

Since streamlines are unable to fill the space without visual clutter the task of
selecting an appropriate set of starting points (commonly called seed points) is
critical to obtaining an effective visualization. A variety of solutions have been
proposed over the years to address this problem. A simple interactive solution
consists in letting the user place a rack in the data volume over which seed points
are evenly distributed. The orientation and spatial extent of the rack, as well as the
number of seed points can be adjusted to allow for the selective exploration of a
particular region of interest, as shown in Figure 14.

Another class of methods aim at automatically placing seed points throughout the
domain in order to achieve an even distribution of the corresponding streamlines
[44–48]. Following this approach, Sachse et al. devised a new streamline seeding
technique, specifically designed for the visualization of the electrical current, that
distributes streamlines in the volume based on the local value of the current density
[49,50]. As a result, streamline and current densities are proportional, which produce
images that engineers can easily interpret. Examples are shown in Figure 15.

Figure 14 Applications of streamlines to Finite Element biomedical datasets. Left: The
bioelectric field in the torso visualized through streamlines seeded randomly around the
epicardium.Right: Use of a circular rack to seed streamlines regularly around a dipolar source
in the brain. (See color plate16).
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An additional limitation of flow visualizations based upon streamline techniques
concerns the difficult interpretation of the depth and relative position of curves in a
three-dimensional space. A solution consists in creating artificial lighting effects that
emphasize curvature and assist the user in his or her perception of depth [51–53].
An alternative method that can be implemented on the graphics hardware, assigns a
non-zero volume to individual streamlines. These streamlines are then depicted as
tubes and filled with 3D textures to create expressive images in which various visual
cues are used to enhance perception [54]. Refer to Figure 16.

3.3. Stream surfaces

The intuitive representations offered by stream surfaces make them a very valuable
tool in the exploration of 3D flows. The standard method for stream surface
integration is Hultquist’s advancing front algorithm [55]. The basic idea is to
propagate a polygonal front along the flow, while accounting for possible diver-
gence and convergence by adapting the front resolution. Yet, this method yields
triangulated surfaces of poor quality when the flow exhibits complex structures. We
recently proposed a modified stream surface algorithm that improves on Hultquist’s
original scheme by allowing for an accurate control of the front curvature [56]. This

(a) (b) (c)

(d) (e) (f)

Figure 15 Streamline visualization of electrical current flow in a cube. A conductivity of
0.02 and 0.2 S/m were assigned to the lower and upper half, respectively, of the cube. (a) 10,
(b) 20, (c) 50, (d) 100, (e) 150, and (f ) 200 streamlines were drawn. Two Dirichlet boundary
conditions were assigned representing an electrical source and sink. A raster cube consisting
of 32 � 32 � 32 cubic voxels constituted the spatial domain. Images courtesy of Frank
Sachse [49].
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method creates smooth, high-quality surfaces, even for very intricate flow patterns.
We applied stream surfaces to the visualization of the cardiothoracic current
obtained through a Finite Elements simulation [49]. Specifically, stream surfaces
were shown to permit insight into the interconnection of different regions of the
epicardium through the bioelectric current inside the thorax. An illustration is
shown in Figure 17.

A similar approach was used to visualize the return current in a high-resolution
simulation of a realistic head model. In this case, stream surfaces proved instrumental
in assessing the impact of various models of the white matter anisotropy on the
current pattern and its interconnection with anatomical structures, see Figure 18 and
Section 5.1.

Despite their esthetic appeal and the effective visualizations they yield, stream
surfaces share with streamlines the limitation induced by their reliance on a careful
seeding. Here, the seeding task consists in selecting a starting curve such that the
resulting surface will exhibit the characteristic patterns of important flow structures.
As with streamlines, this task can be tedious. In the case of the bioelectric current,
flow structures can be defined in terms of interconnections between zones of inflow
and outflow on surface enclosing dipolar sources. This is the solution that we
applied in Figures 17 and 18. To visualize the cardiothoracic current isocontours of

Figure 16 An extension of streamline-based Flow Visualization. The image shows a
combination of streamlines and 3D textures in the visualization of a tornado data set.Textures
permit to embed additional information and ease the interpretation of the spatial context.
From Li et al. [54].
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Figure 17 Visualization of the bioelectric field in the direct vicinity of epicardium with high-
quality stream surfaces.The image shows the technique applied to the cardiothoracic current in a
Finite Element forward computation.The surfaces capture the geometry of the current induced
by the dipole equivalent cardiac source. They also provide an effective representation of the
interconnections that exist between different regions on the epicardium. The seeding curves
correspond to isocontours of the electric potential selected close to local extrema. A rainbow
color map is used along each seeding curve tovisualize flow stretch. (See color plate17).

Figure 18 Stream surface visualization of bioelectric field induced by a dipolar source in left
thalamus. Left top. Stream surfaces seeded along isocontour of electric flux on sphere
enclosing the source. Culling is used to address occlusion. White matter has anisotropic
conductivity. Left bottom. Stream surface started along circle contained in coronal slice and
centered around source location.White matter is assumed isotropic. Color coding corresponds
to magnitude of electric field. Right. Similar image obtained for anisotropic white matter.
Glyphs visualize major eigenvector of conductivity tensor. Color coding shows magnitude of
return current. (See color plate18).
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either the electric potential or the electric flux are used as seed curves on the
epicardium, see Figure 17. In the case of the return current in the brain, however,
no such obvious surface exists that encloses the source. A possible solution consists
in introducing an artificial spherical surface surrounding the known source position.
Refer to Figure 18, top left. Observe that culling is helpful to address the occlusion
caused by the intricate shape of the stream surface.

Another solution to the seeding problem that we investigated consists in
exploring the dependency of stream surfaces on a parameterization of their seeding
curves. As the seeding curve changes according to some predefined mechanism, the
corresponding evolution of the stream surface can then be visualized as an anima-
tion. For example, this technique can be used to allow for a better understanding of
the 3D structure of the return current in the brain. Specifically, a circle of increasing
radius centered around the dipolar source and lying in the transverse plane ortho-
gonal to the dipole axis is regarded as a parameterized seeding curve. An analysis of
the differences between isotropic and anisotropic conductivity of the white matter
can then be made in a side by side comparison of the corresponding animations.
Results are shown in Figure 19.

3.4. Texture representations

Texture-based flow visualization methods provide a unique means to address the
limitations of depictions based on a limited set of streamlines. They yield an
effective, dense representation which conveys essential patterns of the vector field
and does not require the tedious seeding of individual streamlines to capture all the
structure of interest [57]. Arguably the most prominent of those methods is Line
Integral Convolution (LIC) proposed by Cabral and Leedom [58]. The basic idea is
to apply a 1D low-pass filter to a white noise texture covering the 2D flow domain.
The filter kernel at each pixel is aligned with streamlines of the underlying flow.
Consequently, the resulting image exhibits a high correlation of the color values
along the flow and little or no correlation across the flow. Hence, this method
produces a dense set of streamline-type patterns that fill the domain and reveal all
the flow structures that are large enough to be captured by the fixed resolution of
the texture. This seminal work has inspired a number of other methods. In
particular, improvements were proposed to permit the texture-based visualization
of time-dependent flows [59–61], flows defined over arbitrary surfaces [62–64], and
dye advection [65]. Some attempts were made to extend this visual metaphor to 3D
flows [66,67].

An alternative to LIC-like visualization methods uses reaction-diffusion simula-
tions to generate textures with shapes, sizes, and orientations driven by the under-
lying vector field [68]. Note that this approach to flow visualization is in fact an
extension of a visualization method previously developed for diffusion tensors [14].
The human visual system naturally follows spatio-temporal patterns and can easily
perceive very subtle changes affecting them. This allows the orientation and
magnitude of the local vector field to be conveyed with an appropriately tuned
pattern of elliptical spots. This method of visualization is based on mapping two of
the vector field components, orientation and magnitude, to the diffusion kinetics in
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the reaction-diffusion system. Our method also supports mapping orientation
uncertainty to the diffusion kinetics. This is further discussed in Section 5.2. The
principal advantage of the reaction-diffusion model over existing flow field visua-
lization techniques is that the pattern size and density that naturally arises from the
reaction-diffusion model accurately represents the underlying vector field, based on
a flexible mapping from multiple field characteristics to parameters of the diffusion
kinetics. Figures 20 and 21 show the anisotropic diffusion applied to the Turing
[69] and Gray and Scott [70,71] reaction-diffusion models for a vector field at
45 degrees with a random variation in the magnitude.

From the point of view of their application to biomedical vector data texture
representations can be seen as the natural vector counterpart of color plots for
scalar potentials. Indeed, this type of technique is best suited for the visualization of
flow data defined over a plane or a curved surface. Moreover, texture-based

Figure 19 Evolution of a stream surface integrated along the return currentwith respect to the
increasing radius of its seeding circle. Top row. Frames from an animation corresponding to
isotropic white matter. Bottom row. Frames of the animation obtained for anisotropic white
matter.
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visualizations can be combined with the color coding of a scalar quantity associated
with the vector field to enrich the pictures.

An important property of bioelectric fields is their homogeneous Neumann
boundary condition which imposes that the current cannot leave the conductive
volume and therefore must be tangent to its boundary. In particular, the current is
tangential to the torso and the scalp. In contrast, the epicardium surface is crossed
by the current originating at sources locations contained in the cardiac tissue. As a
consequence, the visualization of the restriction of the current to the heart surface
by means of textures requires to first project it onto the corresponding geometry.
Examples are proposed in Figure 22, left, and Figure 25.

Similar to color plots, an obvious way to address the occlusion problems
encountered when applying texture visualizations to volume data is to restrict the
representation to a cutting plane. To be meaningful, the choice of this plane must
be made based on the symmetry of the geometry and on the known position of a
bioelectric source, see Figure 22 (left) and Figure 23. However, a single plane is
typically unable to convey an informative picture of the 3D current. This problem
is emphasized when the conductivity of the tissue is anisotropic which breaks the

(a) (b) (c)

Figure 20 Turing model visualization of a vector field with (a) random magnitude,
(b) constant orientation, and (c) magnitude and orientation.

(a) (b) (c)

Figure 21 Gray^Scott model visualization of a vector field with (a) random magnitude
(b) constant orientation (c) magnitude and orientation.
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symmetry of the dipolar current flow pattern and increases its geometric complexity.
A simple solution consists in displaying two or more such planes in combination.
Additionally, transparency allows the user to see the spatial relationship between the
patterns exhibited by each texture. An example is shown in Figure 22 (right).

3.5. Topology

The topological approach provides a powerful framework for flow visualization in a
broad range of applications [72]. For planar vector fields, as well as vector fields
defined over curved surfaces, it has established itself as a method of reference to
characterize and visualize flow structures. The excessive complexity of the topology
of intricate flows can be addressed by simplifying the resulting graphs while
preserving essential properties in order to facilitate the analysis of large-scale flow
patterns [73,74]. Refer to Figure 24.

Figure 22 Left. LIC representation of the current on the boundary of a Finite Element grid
used in forward computation. The color-coded electric potential (negative values in blue,
positive values in red) are superimposed on the texture. Right. Two LIC textures computed
over cutting planes combined by transparency.The geometry of the heart remains opaque for
context. (See color plate19).

Figure 23 LIC applied to coronal and sagittal clipping planes reveals details of the dipolar
source and its interaction with the surrounding anisotropic tissue. Rather than a typical
smooth, symmetric dipolar pattern, the electric current is clearly diverted by the presence of
white matter tracts that lie close to the source.The field also changes direction very rapidly as it
approaches the skull just beneath the surface of the head. (See color plate 20).
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Topology-based methods prove interesting in the visualization of the bioelectric
current on the epicardium. In this case, the automatically extracted topological
features are believed to be related to what is known in cardiac electrophysiology as
epicardial breakthroughs. This phenomenon occurs when an activation wave in the
cardiac tissue breaks through the surface, generating a local potential minimum in
the epicardial surface. Refer to Figure 25.

The usability of 3D topology for the characterization of salient patterns of the
bioelectric current remains limited. The explanation comes from the structure of a
bioelectric field. Indeed, bioelectric sources typically behave as dipoles, which do not
exhibit an intrinsic separation surface and therefore do not allow for a natural topolo-
gical segmentation of their surrounding medium. However, the application of the
topological framework to the visualization of bioelectric activity is at a very early stage,
and future research will be necessary to determine the full potential of this approach.

Figure 24 Topology simplification.The left image shows the original topology obtained for a
CFD simulation of a streaming jet with inflow into a steady medium. Numerous small-scale
structures lead to a cluttered depiction.The right image shows the same data set after topology
simplification.

Figure 25 Topology of bioelectric field on epicardium. The images show an LIC
representation of the potential gradient on the surface enhanced by the depiction of the
associated topological graph. Green points correspond to potential minima, blue points mark
potentials maxima. Left and middle images show an anterior view of the epicardium. Right
image shows aviewof the torso from the left. (See color plate 21).
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Beyond its application to bioelectric data, the topological approach shows
great promise to be instrumental in the structural investigation of flows in
other biophysical fields as well. For instance, topology is known to permit the
characterization of flow recirculation patterns in fluid dynamics [75] and can
therefore provide powerful tools to analyze blood recirculation in hemodynamics.
Topology could also be used to study and visualize the structures of forces in
biomechanics.

4. TENSOR FIELD VISUALIZATION

Tensors provide the language necessary to describe the intrinsic material
properties of biological systems. Electrical conductivity and molecular diffusivity
are examples of material properties that describe the ability of particles (such as
electrons and water molecules) to pass through a given material. Strain and stress
tensors, on the other hand, characterize the mechanical properties of soft tissues.
Material properties are often inhomogeneous, that is, they vary as a function of the
position within the material. Thus, proper modeling of their characteristics requires
a field of tensor values sampled in three dimensions. Hence, gaining insight into the
structure of 3D tensor fields is a significant and ongoing challenge in biomedical
visualization.

The need for tensor visualization arises in the modeling of the material con-
ductivity of tissue, such as in the brain or heart. Conductivity is a tensor quantity
because the fiber structure of the tissue results in anisotropic conduction [76,77];
setting accurate values of fiber structure is a crucial component of a model of the
cardiac propagation [78,79], or the localization of an epileptic seizure from an
inverse EEG computation, tasks that require tensor field visualization capabilities.

Another application that has drawn increasing interest is diffusion tensor
imaging. Diffusion tensor MRI (DT-MRI or DTI) is an imaging modality
that permits, through its influence on the local diffusion of water molecules
[80], the non-invasive measurement of tissue physical microstructure. In regions
where the tissue has a linear organization, such as in myelinated axon bundles
comprising the white matter in the brain or in muscle tissue, diffusion is
preferentially directed along the fiber direction, and this phenomenon can be
measured with DT-MRI. Creating meaningful images or models from diffusion
tensor data is challenging because each sample point has six independent degrees
of freedom.

The deformation of the heart muscle (myocardium), namely its successive
contraction and expansion are described by a different tensor, the strain tensor.
For clinical purposes, the analysis of the strain tensor field in the left ventricle is of
great significance in the efficient screening of cardiac patients since abnormal
properties of the myocardial strain can be identified before the first symptoms of
a heart attack [81]. An imaging technique used to acquire the corresponding tensor
data is called Tagged MRI. It consists in using radiofrequency pulses in an MR
scanner to create dark lines in the MR image. Because these lines deform with the
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tissue, the motion of material points can be tracked over time to compute the strain
tensor [82]. Measures obtained through MRI can be coupled with Finite Element
models of the mechanics of the tissue [83] or deformable image registration [84].
The visualization of the resulting tensor data is then instrumental in producing
diagnostic information for cardiac conditions.

The remainder of this section provides an overview of the different visualization
techniques that have been devised to help clinicians and researchers explore and
analyze the rich structural information contained in large biomedical tensor
datasets.

4.1. Anisotropy and tensor invariants

The examples of tensor fields mentioned previously share the property that
they correspond to real symmetric maps between vector fields. Real symmetric
tensors have real eigenvalues 
i, and the associated eigenvectors e!i are mutually
orthogonal:

Te~i=
ie~i; 
i 2 IR; 8i 6¼ j e~i: e~j = 0:

A standard notation consists in classifying the three eigenvectors in major, medium,
and minor eigenvectors with respect to the corresponding eigenvalue:

1�
2�
3.

A tensor is called isotropic if it maps every vector direction uniformly. In the
case of a diffusion tensor, for example, this corresponds to an equal passage of
molecules through the material in every direction. An isotropic strain tensor
indicates that the material deforms uniformly in all directions. This property
implies that all eigenvalues are equal and individual eigenvectors in the previous
definition cannot be characterized (the eigenspace is three-dimensional). When
there exists a preferred direction, the tensor is called anisotropic. Two different
anisotropic behaviors exist for three-dimensional tensors. Linear anisotropy cor-
responds to one large and two small eigenvalues: 
1>>
2 � 
3. In this case, a
single preferred direction exists. Planar anisotropy corresponds to two large and
equal eigenvalues and a small third eigenvalue: 
1=
2>>
3. In this case, the
restriction of the tensor to its 2D eigenspace is isotropic. To characterize the
anisotropy of a tensor, several measures have been devised that find direct
applications in biomedical tensor visualization. Basser and Pierpaoli introduced
the notion of fractional anisotropy [85] defined as:

FA=

ffiffiffiffiffi
3

2

r
kT � �1I3k

kTk ;

where �1=
1
3

P
i
i is the mean of the eigenvalues, I3 is the identity map, and k.k

designates the Frobenius norm. The term T� m1I3 is obtained by subtracting
the isotropic part of tensor T and is called its deviator. FA measures the anisotropy
of a given tensor but does not differentiate between linear and planar anisotropy.
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To address this limitation, Westin et al. proposed three metrics that quantify linear
and planar anisotropy, as well as isotropic behavior [86].

cl=

1 � 
2


1 þ 
2 þ 
2
; cp=

2 
2 � 
3ð Þ

1 þ 
2 þ 
3

; cs=
3
3


1 þ 
2 þ 
3

Observe that eigenvalues as well as quantities derived from them are invariant
under changes of the reference frame. As such they correspond to intrinsic proper-
ties of the tensor and are of primary interest for visualization purposes.

4.2. Color coding of major eigenvector orientation

A solution to visualize the directional information associated with the major eigen-
vector consists in using a spherical color map. The coordinates of the major eigen-
vector in the reference frame of the laboratory are mapped to red, green, and blue color
values. Because of the indeterminacy of an eigenvector’s direction, both e1 and�e1 are
mapped to the same color. Additionally, the orientation of the major eigenvector is
poorly defined when the eigenvalues approach planar anisotropy. Therefore, the
saturation of the color is set with respect to the value of the linear anisotropy metric
cl, which measures the significance of the major eigenvector as a means to assess the
anisotropy of the tensor. Pajevic and Pierpaoli analyzed the perception issues associated
with different color maps following this basic principle [87].

4.3. Tensor glyphs

At the small scale, glyphs are a staple of tensor visualization because they provide an
intuitive display of individual tensor samples by mapping the eigenvalues and
eigenvectors of each tensor to the shape and orientation of a geometric element
such as a box or ellipsoid [3]. Observe that as opposed to diffusion or conductivity,
tensors whose eigenvalues are positive by definition, strain tensors can have both
positive and negative eigenvalues, corresponding to stretch and compression
respectively. Therefore, Wünsche and Young [83] suggested to alternate between
a red and a blue color coding mapped onto ellipsoid glyphs to disambiguate the sign
of the eigenvalues. Data inspection with glyph-based methods represents the first
phase of understanding structures in a tensor field. The use of traditional glyphs for
diffusion tensor visualization has a number of drawbacks. While ellipsoidal glyphs
are mathematically simplest because their symmetry can directly convey a tensor
eigensystem, their round shape may not effectively indicate vital shape and orienta-
tion cues, a problem that may lead to ambiguous displays of disparate tensor values.
Cuboid glyphs, with their sharp edges, avoid this problem, but, in the case of
eigensystem symmetry (eigenvectors are not unique when two or more eigenvalues
are nearly equal), they often depict an arbitrary directional information, which is
easily influenced by noise.

Westin et al. proposed to address that limitation by mapping the metrics cl, cp,
and cs introduced previously to a line, a disk, and a sphere primitive combined
in the same glyph [88]. Kindlmann recently presented an alternative strategy
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employing a glyph geometry that changes according to the tensor eigensystem,
emphasizing directional information only where it is numerically well-defined and
otherwise reverting to symmetrical configurations [89]. A technique of solid
modeling called superquadrics allows him to represent cuboids, ellipsoids, cylinders,
and all intermediate shapes. Figure 26 demonstrates the palette of super quadric
glyphs, in which the extremes of spherical, linear, and planar anisotropy occur at
the corners of the triangle.

Figure 27 demonstrates the differences between ellipsoidal and superquadric
glyphs as used to visualize tensor field data from an axial slice of a diffusiontensor
MRI dataset. In the left side of Figure 27, many of the ellipsoidal glyphs appear

Figure 26 Superquadric tensor glyphs smoothly blend between cylinders, boxes, and spheres.
FromKindlmann [90].

Figure 27 Ellipsoidal (left) and superquadric (right) glyph visualizations of an axial slice
of a DT-MRI scan. (See color plate 22).
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similar, while the shape differences are more clearly conveyed with the super-
quadric glyphs in the right side of Figure 27. The superquadric glyphs additionally
clarify directional patterns. Ideally, the composition of multiple glyphs from across
the tensor field can hint at larger scale features that may be subsequently explored
and extracted with other visualization and analysis techniques.

As with vector visualization, simple attempts at indicating all the tensor variables at
all sample locations rapidly produces unintelligible visual clutter. In DT-MRI of
nervous tissue, the degree of anisotropy has a biological significance relating to the
whitematter structure, so an effectiveway to avoid clutter is to display only those tensors
that exhibit anisotropy of a certain degree or greater. This strategywas used in Figure 28.

Alternatively, the visualization can be restricted to a single slice. For this type of
representation, Laidlaw et al. proposed a method to normalize the size of the

Figure 28 Visualization of half a brain DT-MRI volume using superquadrics glyphs. Glyphs
are depicted only in anisotropic voxels. Red indicates left/right fiber orientation, green
indicates anterior/posterior, and blue indicates superior/inferior. Image courtesy of Gordon
Kindlmann. (See color plate 23).
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ellipsoids and another method that leverages techniques from oil painting to offer a
complete view of the tissue anisotropy on a given slice [90].

While the symmetric tensor is a popular representation for the local diffusion, it
is a simplification of the underlying biophysics. In reality, how water diffuses from a
local region varies continuously over the space of directions. A tensor representa-
tion approximates that continuous distribution with an ellipsoidal shape parameter-
ization. However, with the emerging field of high angular resolution diffusion
(HARD) imaging, more complicated shapes can be measured and represented.
HARD images reveal complex patterns at fiber-crossing locations within the brain.
This intravoxel heterogeneity is demonstrated in Figure 29) [91,92].

In these images, the non-ellipsoidal shape of each glyph is exaggerated by
subtracting the isotropic component from the local measurements.

4.4. Fiber tractography

In diffusion tensor MRI, a popular technique of feature extraction is fiber tracto-
graphy [93–95]. In DT-MRI of nervous tissue, fiber tractography seeks to create
models of the pathways of axon bundles in white matter tracts. In muscle tissue,
such as the myocardium of the heart, tractography can illustrate the directional
structure of the muscle fibers. Standard methods of tractography are essentially

Figure 29 Q-ball image showing intravoxel fiber crossing in the major forceps. Figure
courtesy of D.S.Tuch. (See color plate 24).
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applications of hyperstreamlines [83,96], in which pathways are numerically integrated
along the direction of the principal eigenvector of the tensor samples. The biological
justification for this lies in how the direction of greatest diffusivity, the principal
eigenvector of the tensor, should indicate the orientation of the fibrous microstructure
of the underlying tissue. However, noise in the data, inadequate resolution, or complex
structures may lead to problems in the visualization. In such cases, the direction of the
principal eigenvector changes suddenly or is not numerically well defined.

To address this, several generalizations of standard fiber tractography have been
proposed. Tensorlines [97] add an advection term to the diffusion equation in order to
numerically stabilize the path integration. Zhang et al. created a visualization method
that constructs tubular representations of fiber pathways in regions of strong linear
anisotropy and surfaces everywhere tangential to the 2D eigenspace in regions of planar
anisotropy [95]. Surfaces provide an intuitive depiction of the directional information
associated with planar anisotropy while avoiding the numerical instability associated
with the tracking of the ill-defined major eigenvector. The scheme computes both
streamtubes and streamsurfaces everywhere in the domain. It then applies a decimation
procedure that preserves the geometric structures only where they are most meaningful
and prunes objects based on similarity measures. Zhukov and Barr presented a solution
to the problem of tracking fiber orientation across noisy DT-MRI data [98,99]. Their
approach uses a regularization method during the integration based on the technique of
Moving Least Squares. It determines the local tracking direction as a combination of
the orientation sampled in a neighborhood of the current position. The shape and
extent of the neighborhood is determined by a gaussian weighting function that is
scaled in each direction with respect to the anisotropy of the fiber direction determined
in the previous iteration. The application of this method to white matter and cardiac
tissue shows the robustness of this strategy and its ability to extract subtle pathways.
Illustrations are proposed in Figures 30 and 31.

Alternatively, Hlawitschka and Scheuermann proposed an algorithm for fiber
tracking in HARD tensor data called HOT-Lines [100]. Due to the higher angular

Figure 30 Brain structures: neural pathways computed using the MLS algorithm in the
corpus callosum (left) and corona radiata (right) shown together with isotropic brain
structures ^ ventricle, eye sockets, and pockets of CSF on the top of the brain. Cutting planes
show isotropic csvalues. Images courtesy of Leonid Zhukov [98]. (See color plate 25).
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resolution, crossings and bending of neural fibers within a single voxel can be detected
which is not possible using second-order tensor models. The method computes the
fiber directions by means of a gradient descent algorithm and therefore extracts fiber
pathways that fully leverage the high angular accuracy available in the input data.

A natural extension of fiber tractography consists in grouping individual pathways
together to yield a segmentation of the white matter into fiber bundles. From a
visualization standpoint, the result of this clustering task can also be leveraged to provide
a color coding of the fibers that enhance the interpretation of their spatial structure and
their anatomical significance [101]. Some methods require the user to guide the
clustering, typically by specifying one or several regions of interest (ROI) [94,102] in
order to identify the fibers that intersect them. In the case of several ROIs, boolean
logic can be applied to determine the set of fibers that connect known regions of the
brain anatomy [103–105]. Clustering can also be achieved in a non-supervised way.

To that end, Brun et al. proposed to represent each fiber pathway in a high-
dimensional space that embeds the mean vector of the fiber as well as its covariance
matrix [106]. In that space, the authors apply so-called normalized cuts that iteratively
split the set of fibers into halves until some homogeneity criteria are met in each
cluster. The result of their method is shown in Figure 32. Alternatively, Zhang and
Laidlaw used an agglomerative hierarchical clustering method [107].

4.5. Volume rendering

Beyond its traditional application to the visualization of 3D scalar fields, direct volume
rendering has also been extended to tensor fields in several ways. Wenger et al. [108]

Figure 31 Reconstruction of heart muscle fibers using the MLS algorithm.The color coding
changes smoothly from clockwise to counterclockwise spiral oriented fibers. Horizontal parts
(very small pitch angle) of the fibers are shown in white. This coloration is consistent with
observations of some heart researchers, who have described a systematic smooth variation in
pitch and direction of heart muscle fibers from endocardium to epicardium. Images courtesy of
Leonid Zhukov [99]. (See color plate 26).
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generalized ideas previously used to visualize vector fields to achieve the volume
rendering of diffusion tensor fields. The basic ingredients of their representation are
threads that depict the directional information contained in the data combined with
halos that enhance depth perception and whose color and opacity can be varied to
encode a scalar measure of anisotropy. Following a different approach, Kindlmann and
Weinstein proposed to use the barycentric coordinates of anisotropy measure intro-
duced in Section 4.1 to control the opacity of the data volume [109,110], see Figure 33.

The additional use of a standard color map indicating the orientation of the
major eigenvector helps disambiguate distinct structures of the white matter. The
same authors also designed a method called Lit-Tensors that provides visual clues
about the type of anisotropy and the corresponding orientation. Their idea consists
in introducing an additional control parameter in the standard Blinn-Phong shading
model that allows for a smooth transition between shading models associated with
line and surface objects, respectively. In that way, regions of linear anisotropy are
shaded like illuminated streamlines [111] and regions of planar anisotropy are
shaded like surfaces, while intermediate anisotropy types are shaded according to
a combination of these two extrema. Moreover, this method can be combined with
a shading based on the gradient of an opacity function alone, which ensures a
consistent shading across a feature of interest (refer to Figure 34).

In his PhD thesis, Kindlmann [112] also described a volume-rendering method
based on the analytical computation of the derivatives of a tensor invariant like FA.
Leveraging smooth reconstruction kernels for the computation of the tensor

Figure 32 Left: Axial view of a segmentation obtained from recursive bipartitioning of the
white matter fiber traces. The color of fiber traces indicate cluster membership. Middle:
coronal view. Images courtesy of Carl-FredrikWestin [106]. (See color plate 27).
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Figure 33 Examples of barycentric opacity maps and resulting volumes. Brighter regions in
the triangle correspond to higher opacity assignment. FromKindlmann andWeinstein [110].

Figure 34 Mixing between lit-tensor and opacitygradient shading for a portion of brain data.
Images fromKindlmann andWeinstein [110]. (See color plate 28).
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invariant and its derivatives, the method is able to generate volume renderings of
extremely high quality that effectively captures anatomical structures.

4.6. White matter segmentation using tensor invariants

Wementioned previously that fiber tractography can serve as a basis for segmentation
of the white matter into bundles of neural pathways that exhibit strong spatial
similarities. In collaboration with G. Kindlmann and C.-F. Westin from Harvard
Medical School, we have recently proposed a compelling alternative to that approach
[113] which does not require the potentially error-prone integration of fiber tracts in
noisy tensor data. Leveraging concepts from the field of computer vision, we have
devised a method that computes a segmentation of the white matter tissue through
crease surfaces of the tensor invariant FA. The premise of this technique is that surfaces
where the anisotropy (as measured by FA) is locally maximal (ridges) correspond to
the 2D core of a fiber bundle, while surfaces where FA is locally minimal (valleys)
coincide with the boundary between adjacent but distinctly oriented fiber tracts. The
algorithm makes use of cubic separable reconstruction kernels so as to permit the
analytical computation of the smooth second-order derivatives needed to identify
crease surfaces. The results demonstrate the anatomic relevance of the structures
extracted in that way. An illustration is proposed in Figure 35.

Figure 35 Anisotropy creases near the corpus callosum. Top left: RGBmapwith fibers. Top
right: Ridge surfaces. Bottom left: Valley surfaces. Bottom right: Valleys with fibers. From
Kindlmann [113]. (See color plate 29).
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5. MULTI-FIELD VISUALIZATION

Computational field problems, such as occur in computational fluid dynamics
(CFD), electromagnetic field simulation, and essentially any investigation of a
phenomenon whose physiology and physics can be modeled effectively by ordinary
and/or partial differential equations, are frequently encountered within biomedical
computing. For this reason, visualization researchers have concentrated on devel-
oping effective ways to visualize large-scale computational fields. The output of
such simulations might be a single field variable (such as voltage, pressure, or
velocity) or a combination of variables involving a number of scalar, vector, and/
or tensor fields. However, much of current and previous visualization research has
focused on methods and techniques for visualizing a single computational field
variable (such as the extraction of an isosurface from a single scalar field). While
visualizations of a single field are sometimes sufficient for the achievement of some
biomedical research goals, effective simultaneous visualizations of multiple fields
would greatly enhance many projects.

For this reason, biomedical computing is ripe for research in what we will term
“multi-field” visualization [114], in which combinations of the above fields are
visualized together to elucidate their interactions. The challenges for such multi-field
visualizations are many and include large-scale data, complicated geometries, and
heterogeneous and anisotropic material properties. Below are two examples of
multi-field visualizations. Both examples illustrate the challenges involved in pro-
viding a researcher with intuitive and useful visual feed-back.

In Figure 36, we give a simple example of a multi-field visualization from the
simulation of electric current flow within an anisotropic media. The sample volume
has Dirichlet (+1Vs) boundary conditions on the opposite sides of the cube
(orthogonal to the plane of view) and Neumann zero flux boundary conditions
on all remaining sides. The media is described by a single conductivity tensor with
all non-zero elements. The result is very unintuitive; the isosurfaces are not parallel
to the sides of the cube and current lines are not orthogonal to these isosurfaces.
Electric field lines will still be orthogonal to the isosurfaces but will not be parallel
to the sides of the cube.

In another example of multi-field visualization, Figure 37 shows the results of
a large-scale finite element simulation of the distribution of electric current flow
and voltage within an inhomogeneous model of the human head and brain. The
image shows a combination of an isovoltage surface and streamlines of current
flow within the context of the magnetic resonance image scans and a geometric
head model.

In Figure 38, we see a multi-field visualization from a computational fluid flow
simulation.

Another multi-field visualization idea is to use a combination of scalar and vector
field visualization using glyphs for time-dependent data as shown in Figures 39
and 40, which illustrate the electrical potential along with the current on the
cardiac surface during excitation and repolarization, highlighting regions of in- and
outflow.
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Figure 36 Electric current flow within an anisotropic media. Note how current is not
orthogonal to the isovoltage surfaces because of the anisotropic conductivity.

Figure 37 Electric current flow within the brain arising from a localized source, visualized
in an immersive environment. (See color plate 30).
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Another compelling example of the need and use of multi-field visualization
arises from EEG inverse simulations. One of the open questions in inverse EEG
source localization is what effect the anisotropy of white matter has on source
localization accuracy. We applied a combination of stream surface visualization
with simple tensor field visualization to look at the effects of including anisotropy
within a realistic head model for the EEG source localization simulation. Figure 41
illustrates the effects of white matter anisotropy using these visualization techniques.
We can observe a correlation between the primary direction of the conductivity
structure of the white matter fiber bundles and the direction of the return currents.
The visualization of return currents in bioelectric field problems can reveal impor-
tant details about the distribution of sources, interactions at conductivity bound-
aries, and the effect of geometric distortion on bioelectric fields. By integrating the
stream surfaces with a visualization of the diffusion tensors representing the white
matter, we can better understand the relationship between structural, spatial rela-
tionships [115,116].

For generations, artists have attempted to convey complex and multiple ideas
and images via limited channels. Painters, for example, use different brush strokes
and texture in layers to add depth and structure to oil paintings. In a similar way, we
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Figure 38 This figure shows a multi-field visualization from a computational fluid flow
simulation. Here we are visualizing two scalar fields by using volume rendering and the
cutting plane in the x-y plane.We are also visualizing two vector fields using streamlines and
arrows in the x-z cutting plane. Data courtesy of Lawrence Berkeley National Laboratory.
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will employ creative methods to increase the number of channels that can be
presented clearly in visualization. A successful example of the application of a
painterly method applied to a scientific dataset is shown in Figure 42. The authors,
Kirby et al. [117], use a combination of discrete and continuous visual elements
arranged in multiple layers to represent the data and additional mathematically
derived quantities such as derivatives or eigenvalues and eigenvectors of a diffusion
tensor. Figure 42 shows a visualization of an airflow simulation based on this
layered approach, which presents six different quantities in a compact way. In the
bottom layer, the area of the ellipses represents divergence, while eccentricity
encodes shear. The arrow layer conveys the velocity and speed via the direction
and area, respectively, of the arrows. Finally, the ellipses encode the vorticity
through their color, texture, and contrast.

These are just a few examples of our initial ideas and research in the emerging
field of multi-field visualization. From a scientific perspective, multi-field visualiza-
tion is valuable because it can generate novel hypotheses about the relationships
between the underlying physical or biological quantities. Successful multi-field
visualization requires visual transparency in all the constituent field visualizations.
In the 3D domains of biomedical researchers, it will be a challenge to generate such
transparency, especially through techniques that are also intuitive and interactive.

Figure 39 Combined scalar and vector visualization I. The image shows the electrical
potential and the electrical current over the cardiac surface during excitation, at 10, 20, 30, 40,
50, and 60ms, respectively.The black lines indicate the boundary between regions of in- and
outflow of the electrical current. Data and image courtesy of BrunoTaccardi and Frank Sachse
of the Cardiovascular Research andTraining Institute. (See color plate 31).
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(a) (b)

Figure 41 Visualization of return current surfaces from an EEG simulation using a deep
thalamic source. The two visualizations show the results of the simulation using an isotropic
model (a) and a model including anisotropic white matter (b). (See color plate 33).

Figure 40 Combined scalar and vector visualization II. Electrical potential and electrical
current over the cardiac surface are shown during repolarization, at 110, 130, 150, 170, 190, and
210ms, respectively. Data and image courtesy of Bruno Taccardi and Frank Sachse of the
Cardiovascular Research andTraining Institute. (See color plate 32).
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6. ERROR AND UNCERTAINTY VISUALIZATION

With few exceptions, visualization research has ignored the visual representa-
tion of errors and uncertainty for 3D visualizations. Certainly, this lack can be
attributed partly to the inherent difficulty in defining, characterizing, and control-
ling comparisons between different datasets and partly to the corresponding error
and uncertainty in the experimental, simulation, and/or visualization processes. In
addition, visualization researchers have developed few methods that allow for easy
comparison and representation of error and uncertainty in data for visualizations.
To make current visualization techniques and software more useful to biomedical
computing (and other) researchers, we need to incorporate visual representations of
error and uncertainty [118].

A few visualization researchers have started thinking about how to create effective
3D visual representations of errors and uncertainties, the sources of which can include
uncertainty in acquisition (instrument measurement error, numerical analysis error,
statistical variation), uncertainty in the model (both in mathematical and in geometric
models), uncertainty in transformation (where errors may be introduced from resam-
pling, filtering, quantization, rescaling), and uncertainty in visualization. (A useful
overview of uncertainty definitions can be found in Taylor and Kuyatt [119].) Pang
et al. [120] have summarized a variety of techniques that might be used for uncertainty
visualization. These techniques range from adding or modifying the geometry with, for
example, a bump map or altered lighting attributes, to using textures. Perhaps the most
interesting technique proposed is the use of blurring, as shown in Figure 43. Grigoryan
andRheingans [121], on the other hand, used point-based primitives instead of blurring
to create a fuzzy surface that achieves similar results (Figure 44) Blurring is a natural cue
to the eye that something is amiss. This technique can easily be applied to a variety of
visualization techniques from particle tracing to isosurfacing, as we describe later on.

Figure 42 Visualization of experimental 2D flow past an airfoil, indicating velocity, speed,
vorticity, rate of strain, divergence, and shear. Image courtesy R.M. Kirby and H. Marmanis
and D.H. Laidlaw. (See color plate 34).
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Our reaction-diffusion visualization technique described in Section 3.4 can be
modified to create a way to represent uncertainty in the vector field. By allowing
the amount of anisotropy in the reaction-diffusion model to vary, we embed
another variable that can be visually mapped and controlled. For example, let us
assume that we have a uncertainty in the vector field associated with orientation.

Figure 43 Particle tracing using blurring to show the uncertainty in the path. Used with
permission of the author. (See color plate 35).

Figure 44 Point-based primitives used to create a fuzzy surface to show uncertainty. Used
with permission of the author.
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We can use the anisotropy tensor within the reaction diffusion equation to help
create a visual mapping of uncertainty to the resulting spot pattern. When the
amount of anisotropy within the reaction diffusion equation is small (corresponding
to a high value of uncertainty), we can cause the spot to take an almost circular
shape, with the ratio of the semi-axes being approximately one. However, when
the anisotropy within the reaction diffusion equation is high (corresponding to a
low value of uncertainty), we can cause the spot to take the shape of an ellipse,
deforming at times so extremely that it appears almost as a thick line i.e., the ratio of
the semi-axes becomes very large. This creates a visual difference very well suited to
mapping an orientation uncertainty. When the orientation uncertainty is very
small, the spot is elliptical, reflecting a precise orientation. When the uncertainty
is very high, the spot is more circular, reflecting the uncertainty in the orientation.
This is demonstrated in Figure 45 on a synthetic circular field where the uncertainty
in the direction is a function of the angle [68,122].

One simple example of the error and uncertainty visualization techniques
combines isosurface methods with volume-rendering methods. For example, one
can represent the average value of a scalar field with an isosurface and then represent
the error or uncertainty of the scalar field using volume rendering, as shown in
Figures 46 and 47.

Most recently we have proposed an alternative approach to encoding uncer-
tainty in volume rendering visualizations [123]. Our method offers an intuitive
means to interactively select the transfer function for a precomputed fuzzy classified

Figure 45 Reaction diffusion vector field model visualization of orientation uncertainty.
A more elliptical pattern represents low orientation uncertainty, while a more circular pattern
represents a higher uncertainty in the orientation of the vector field.
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volume data. One key feature of this new method is to permit the manipulation
of the transfer function directly in the feature space. The user can therefore
interact with the visualization at a semantic level. Moreover, the uncertainty
present in the fuzzy classification as a result of the mixture of neighboring material

Figure 47 An isosurface of an MRI dataset (in orange) is surrounded by a volume-rendered
region of lowopacity (in green) to indicate uncertainty in surface position. (See color plate 37).

Figure 46 An isosurface of a synthetic dataset (in gray) is bracketed with volume-rendered
regions (red and green) indicating uncertainty around the isovalue. (See color plate 36).
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intensities at each sample point can be properly integrated in the volume-rendering
representation to draw user attention to the lack of a clear-cut boundary
between homogeneous materials. The benefits of this approach are illustrated in
Figure 48.

7. VISUALIZATION SOFTWARE

There are a variety of commercially available and research-based general
visualization systems that may be useful for biomedical visualization (see Hansen
and Johnson [4] for an overview of visualization systems). While certainly not an
exhaustive list, examples of these systems are

Amira: Amira is a professional image segmentation, reconstruction, and 3D model
generation application produced by Mercury Computer Systems GmbH
(www.amiravis.com). It is used by research and development groups in
chemistry, biology, medicine, material science, etc. Amira is designed to
handle confocal microscopy, MRI, or CT data. It uses the tcl language as a
command interface for scripting and is built on top of the OpenGL and Open
Inventor toolkits. Modules can be developed to extend the Amira system and
can use parallelization techniques if the developer so desires.

IDL: Research Systems Inc.’s Interactive Data Language (IDL) (www.rsinc.com/
idl) is used for data analysis and visualization and to rapidly develop algorithms
and interfaces. IDL is a “Matlab”-like tool that interprets the commands entered
by the user.

Figure 48 A Comparison of transfer function-based classification versus data-specific
probabilistic classification. Both images are based onT1MRI scans of a human head and show
fuzzy classified white matter, gray matter, and cerebro-spinal fluid from Kniss et al. [123].
Left: Results of classification using a carefully designed 2D transfer function based on data
value and gradient magnitude. Right: Visualization of the data classified using a fully
automatic, atlas-based method that infers class statistics using minimum entropy, non-
parametric density estimation [124]. (See color plate 38).
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Micro View: Micro View is an open-source, freely-distributed 3D volume
viewer. It is written in Python and uses VTK for its graphical capabilities.

OsiriX: OsiriX is an open-source image-processing software package dedicated to
DICOM images produced by medical equipment (MRI, CT, PET, PET-CT,
etc.) and confocal microscopy designed to run under OSX on the Mac. It offers
many visualization modes including surface and volume rendering for 2D and
3D interrogation of the data. It is multi-threaded and takes advantage of graphic
board acceleration.

VTK: VTK, The Visualization Toolkit (www.kitware.com), is a public domain
visualization package that is widely used in both classroom settings and research
laboratories. It provides general visualization capabilities for scalars, vectors,
tensors, textures, and volumetric data. Written in Cþþ, VTK includes Tcl,
Python, and Java bindings for application development and prototyping. VTK
contains some built-in parallelization pieces for both threading and MPI.

AVS: Advanced Visual Systems (www.avs.com) (AVS) was the first commercially
available dataflow visualization system. AVS/Express provides general
visualization capabilities for scalar and vector visualization. The Manchester
England AVS Center provides user contributed models that add functionality
to the commercial system. AVS/Express allows for Cþþ/C/Fortran legacy
codes to be integrated using a modular approach.

IBM Open Visualization Data Explorer: IBM Open Visualization Data
Explorer, OpenDX (www.research.ibm.com/dx), is a public domain dataflow
visualization system similar to AVS/Express. OpenDX as it is a community-
based open software project.

Iris Explorer: Iris Explorer (www.nag.com) is another commercially available
dataflow visualization system. The newest version allows modules to be
optionally (off-line) compiled into a single executable. This allows the user to
run the group as a single process thus using less CPU time and memory than
required by the original separate modules. Individual modules may be written to
use parallel processing, but this is not directly facilitated by Iris Explorer.

ANALYZE: The ANALYZE software system (developed at the Mayo Clinic) is a
comprehensive commercially available software packages for 3D biomedical
image visualization and analysis.

In this next section, we describe open source visualization software tools that have
been developed at the SCI Institute.

7.1. SCIRun/BioPSE visualization tools

The SCIRun system has been a focus of research and development at the SCI Institute
since 1995 [125,126]. Its framework for visualization, modeling, and simulation has
been the test bed for much of our fundamental research in visualization techniques
and their applications to real-world scientific problems. As such, it supports all the
standard techniques of scientific visualization and our improvements upon them. This
includes efficient extraction of isosurfaces (unstructured and structured grids) and
volume rendering of scalar fields, streamlines, and hedge-hogs for vector fields, as
well as of tensorlines and glyphs for tensor fields. The visualization can be interactively

Biomedical Visualization 255



created and modified with data probe widgets located within the field geometry.
In 2000, the SCIRun Problem-Solving Environment (PSE) was made available to the
research community as open source software [127].

We show an example of the SCIRun/BioPSE software system for an electro-
encephalography (EEG) source localization application in Figures 49 and 50.

Figure 49 SCIRun/BioPSE modules combined for EEG modeling (unstructured mesh
generation), simulation (finite element simulation, parallel linear system solves, and inverse
source localization), and visualization (mesh visualization, isosurface extraction, and vector
field visualization.
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Figure 49 contains the dataflow network that implements an inverse EEG applica-
tion. At the top of the network, the input data files are loaded; these include the
finite element mesh that defines the geometry and conductivity properties of the
model and a precomputed lead-field matrix that encodes the relationship between
electric sources in the domain and the resulting potentials that would be measured
at the electrodes. Further down in the network, we have a set of modules that
optimize the dipole location in order to minimize the misfit between the measured
potentials from the electrodes and the simulated potentials due to the dipole.
Finally, we have visualization and rendering modules, which provide interactive
feedback to the user.

7.1.1. SCIRun PowerApps
One of the major hurdles to SCIRun becoming a practical tool for the scientists and
engineers has been SCIRun’s dataflow interface. While visual programming is
natural for computer scientists and some engineers, who are accustomed to writing
software and building algorithmic pipelines, it is sometimes overly cumbersome for
application scientists. Even when a dataflow network implements a specific appli-
cation (such as the bioelectric field simulation network provided with BioPSE and
detailed in the BioPSE Tutorial), the user interface (UI) components of the net-
work are presented to the user in separate UI windows, without any semantic
context for their settings. For example, SCIRun provides file browser user inter-
faces for reading in data. However, on the dataflow network, all of the file browsers
have the same generic presentation. Historically, there has not been a way to
present the filename entries in their semantic context, for example, to indicate

Figure 50 Visualization of simulation results of an EEG simulation localizing a neural source.
(See color plate 39).
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that one entry should identify the electrodes input file and another should identify
the finite element mesh file. While this interface shortcoming has long been
identified, it has only recently been addressed. With a recent release of
BioPSE/SCIRun, we introduced PowerApps. A PowerApp is a customized
interface built atop a dataflow application network. The dataflow network con-
trols the execution and synchronization of the modules that comprise the applica-
tion, but the generic user interface windows are replaced with entries that
are placed in the context of a single application-specific interface window. A
comparison of the dataflow version and the PowerApp version is shown in
Figures 51 and 52.

7.2. map3d

A special area of visualization that arises in many biomedical domains is
displaying sets of time signals that represent scalar values at numerous locations
in space. Examples come from electrophysiology of the heart [128–136] and
nervous system [137–139] and many others in which scientists and engineers
deal with high spatial and temporal resolution of their measured or simulated
data. The challenges of this form of visualization include representing both

Figure 51 BioPSE dataflow interface for a bioelectric field application. (See color plate 40).
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geometric shape and the associated data in a manner that is clear to the user,
establishing quantitative, flexible coding and scaling of the data for detailed
interactive analysis, and preserving efficiency so that a user may sort through
very large (tens to hundreds of MBytes) datasets.

One approach to these visualization goals is map3d, an open-source software
project that has been developed over the past 10 years for use in a wide range
of applications in biomedical research [128,129,131]. map3d is written using the
OpenGL standard graphics library, and there are versions for all the major
platforms (Windows, MacOSX, Linux, SGI Irix). The motivating application
for map3d was visualizing results from simulations and experiments in cardiac
electrophysiology of the whole heart, and although this remains the dominant
application, it has also found use for displaying skin temperature profiles, scalp
electric potentials from electroencephalography, and even concentration pro-
files in the nephrons of the kidney. More generally, map3d contains elements
and capabilities that are typical of other solutions to the need to view this type
of data.

Figure 52 The BioFEM PowerApp custom interface.Though the application is functionality
equivalent to the dataflow version shown in Figure 51, this PowerApp version provides an
easier-to-use custom interface. Everything is contained within a single window; the user is
lead through the steps of loading and visualizing the data with the tabs on the right; and
generic control settings have been replaced with contextually appropriate labels; and
application-specific tooltips (not shown) appear when the user places the cursor over any user
interface element. (See color plate 41).
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The essential structure of map3d is a set of locations in space (nodes), usually
connected to form surfaces of triangles and time signals associated with each of these
nodes. The user must identify the nodes and may use map3d to connect them and
must provide some form of mapping between channels of time signal and the
nodes. From this information, map3d provides a highly interactive environment
with which to view multiple sets of data associated with the same or multiple sets of
nodes/triangles.

To illustrate map3d functionality, Figure 53 shows an example of potentials
recorded from the surface of a dog heart using a 600-electrode sock array. The
figure also shows the capability to display not just scalar values from time series
but also quantities derived from those time series. In the figure, the center image
contains what is known as the “activation” time, i.e., the time instant at which the
cardiac wave of excitation passes each location. The specific case in Figure 53
shows a heart beat that initiated in the center of the ventricles, indicated by the
thick dark innermost ellipse in the image. Contours here indicate discrete values
of activation time, spaced at 5-ms intervals, and show the pathway of a single
activation sequence i.e., the electrical sequence that leads to the contraction phase
of the heart beat. The surrounding maps contain renderings of electric potential at
a sequence of time instants, as indicated by the red vertical bar on the time signal

Activation time

Frame 313 Time 312 ms

mV mVmV

mV mV

mS

Frame 321 Time 320 ms Frame 325 Time 324 ms

Frame 317 Time 316 ms

Figure 53 Example ofmap3dvisualization of cardiac potentials and activation times.
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below each frame. map3d offers the capability of rendering not only the activation
time in its own window but also the activation contour that corresponds to each
instant in time within the potential maps – the arrows in the figure indicate the
relationship between the activation time and the thick red band (refer to color
map) in each of the four potential maps corresponding to 312, 316, 320, and
324ms, respectively from the start of the measurement. This figure also shows the
unique support map3d provides for displaying visual queues or “landmarks”, in
this case the red tubes (refer to color map) lying on the surface of the heart that
show the location of the coronary arteries.

The importance of this type of visualization lies in its ability to incorporate
multiple information sources of quite different nature into the same visualization.
There are many quantities one can derive from bioelectric time signals that have
meaning on their own, just as activation time provides a compact representation of
the trajectory of the excitation wave in the heart. The challenge becomes then to
display this mixed information in a way that is intuitive and simple for the user.
map3d now supports complex file formats that contain all the information derived
from a set of time signals as well as the time signals themselves so that once
constructed (the task of other programs), the user can quickly evaluate a large
volume of information with map3d.

Another example of map3d visualization of multiple data sources is shown in
Figure 54, which contains a sequence of electric potential maps recorded from the
outer surface (epicardium) and inner surface (left-ventricular endocardium) of a
canine heart. map3d offers many options for quantitative examination of datasets
such as this, including the ability to select any point in the surface rendering and see
the associated time signal; an enormous array of scaling options, including dyna-
mically coupling the scaling across multiple surfaces; selecting new reference signals
(important in evaluating EEG data); and even marking of data values directly on the
surface.

A final example of map3d functionality that provides additional visual refer-
ences is shown in Figure 55. Here, the entire display of geometry, potentials,
time signals, and scaling bars is superimposed over a related image of the
source of the data. The user can manually scale and align the geometry or
prescribe the parameters for consistent alignment across multiple instances of the
program.

7.2.1. Application domains of map3d
Typical applications of map3d – and the origins of the program – are in mapping the
spatial and temporal features of cardiac electrophysiology, and for this purpose there
remains, to our knowledge, no suitable alternative. Other application areas require
the same basic functionality, i.e., whenever there exist time signals associated with
locations on a surface in 3D space, there are is a similar set of visualization needs.
Some examples from biomedicine include bioelectric signals from the head, skeletal
muscle, or even the eye. However, one might also visualize temperature variations
over the surface of the body or even the distribution of RNA expression over a 2D
tissue preparation.
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8. SUMMARY AND CONCLUSION

New imaging modalities, more accurate simulation models, and continued
growth in computational power all contribute to confronting biomedical research-
ers and engineers with an unprecedented volume of information to further their
understanding of biological systems and improve clinical practice. As the size and
complexity of the resulting data explode, the tools created by Scientific Visualiza-
tion research become crucial to gaining insight into the underlying biophysical
phenomena. In this chapter, we have offered a selected overview of recent advances
in biomedical visualization, while emphasizing promising avenues for future
research.

Figure 55 Visualization of data from the surface of the heart superimposed on an image of the
same heart during the experiment. Color coding is for surface potentials with the think red
contour indicating the location of activation.The time signal in the upper right corner of the
figure shows a vertical red mark indicating the time instant captured in the surface map. (See
color plate 43).

Biomedical Visualization 263



Following a natural decomposition, techniques were presented that address the
specific challenges posed by the exploration and analysis of large-scale scalar, vector,
and tensor biophysical datasets. We showed that, in each case, both effective general
purpose and application specific methods have been devised by the Scientific
Visualization community over the last decade. The proposed algorithms address
the need for effective visual representations while ensuring an efficient processing of
large data that supports user interaction. We also discussed the question of the
depiction of the error and uncertainty present in the visualization pipeline. While
the importance of this aspect has long been underestimated, it is now regarded as an
essential component of a useful visual analysis within a scientific study. We con-
cluded our presentation with an overview of some of the existing visualization
software packages that feature the methods that we discussed. In particular, we gave
a more detailed description of BioPSE and map3d that the Scientific Computing and
Imaging Institute has developed and made publicly available for the benefit of the
biomedical community.

Finally, we mention two important additional visualization research areas that
we did not cover in this chapter that could have entire chapters devoted to them.
Information visualization is an active research field concerned with the visual
representation of abstract data with no natural spatial embedding. For example, it
provides compelling tools to support analysis in bioinformatics [140,141]. Another
biomedical visualization area that has received a significant interest over the last few
years is molecular visualization [142–145].
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INDEX

Absorbance or absorption, 148

bands, 148–149

spectrum, 148–149

ABS see Average beat subtraction

(ABS)

Adaption coefficient see Step size

AF see Atrial fibrillation (AF)

Algorithms:

batch, 113, 133

block see batch

on-line, 112–113

off-line, 112–113

recursive see on-line

stochastic, 113

windowed see batch

Anisotropy:

fractional, 235

linear, 235

planar, 235

Artficial organs, 2, 11

Artifacts, ocular, 124–125, 133–138

Atrial activity (AA), 115

Atrial fibrillation (AF), 38,

115, 117

Atria see Heart, parts

Atrio–ventricular (AV) node, 102,

115–116

Auto-fluorescent proteins, 145–174

Average beat, 120–121, 123

Average beat subtraction (ABS), 123

Barycentric coordinates, 241–242

Beer-Lambert law, 148–149, 151

Bioelectric currents, 210,

226–229, 233

Biomedical devices, 2

Blind source separation (BSS), 97,

114, 123

algorithms, 126–127, 131

assumptions, 125

indeterminacies, 127

whitening, 131

see also Independent component

analysis (ICA)

Brain, 105

cortical lobes, 105–106

electrical model, 106

functions, 105

BSS see Blind source separation (BSS)

Circulatory system, 11, 15, 19, 35,

101–102

Contrast function, 129–132

maximization see Blind source

separation (BSS), algorithms

Correlation, cross-correlation function,

121–123

Covariance matrix, 112, 121–123,

129–132, 241

sample estimate, 112

Crease surfaces, 244

Cumulants, 128

cross-cumulants, 128, 130

fourth-order, 130

higher-order, 127, 131

marginal, 128, 130–131

multilinearity, 130–131

sample, 133

second-order, 128,

Detector, 176–180, 184

collimator, 177–179, 184

design, 186

in time-of-flight PET, 184

ring detector, 178–179, 195–196

scintillating crystal, 177–178

Diffusion tensor

imaging, 210, 234
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Dipole, 98

in a heterogeneous medium, 100

in a homogeneous medium, 99
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realistic models, 100

Direct volume rendering, 211, 222,
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3D texture memory, 217

boundary, 214–216

cerebral vasculature, 212
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direct manipulation widgets, 217
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eigenvector, 217

electron microscope tomography
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graphic cards, 213–214

graphics hardware, 217
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matrix, 217
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memory efficient, 217

MR imaging, 217
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216
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rendering techniques, 211–212
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semi-automatic generation of

transfer functions, 214–215

transfer function, 211–212

transfer function design, 212

user interface, 217

Visible Male, 216

X-rays, 213
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DsRed, 165–166

ECG see Electrocardiogram (ECG)

EEG see Electroencephalogram (EEG)

Eigenvalue decomposition
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Eigenvalues, 235

invariant, 236
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medium, 235
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Electrocardiogram (ECG), 103

fetal, 109

P wave, 103t

QRS complex, 103t

T wave, 103t

Electroencephalogram (EEG), 106

artifacts, 108

Emission tomography see Single

photon emission computed

tomography (SPECT); Positron

emission tomography (PET)

small animal imaging, 179, 194
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ERP see Event-related

potential (ERP)

Error and uncertainty visualization, 250

fuzzy classification, 252–254

fuzzy surface, 250

uncertainty definitions, 250

EVD see Eigenvalue decomposition
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Event-related potential (ERP),

106, 108t

Extinction coefficient, 148–149, 151,

157–159, 161, 166

Fiber tractography, 239, 244

clustering, 241

hyperstreamlines, 239–240

local tracking, 240

moving least squares, 240

muscle fibers, 239–240

normalized cuts, 241

pathways of axon bundles, 239–240

principal eigenvector, 239–240

regions of interest, 241

streamtubes, 240

tensorlines, 240

Filtering:

optimal see Wiener

spatial, 96–97, 111, 113, 119

spatio-temporal, 113

Finite element, 63

basics, 63

effective use, 68

stent design, 66

Fluorescence, 145–174
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brightness, 151, 160, 163–165

decay, 152–153

delayed, 150

emission, 149

excitation, 149

non-radiative decay, 149

quenching, 157

Fluorescence correlation spectroscopy
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Fluorescence lifetime, 151

measurement, 153

frequency domain, 154

time domain, 153

modulation, 154–155
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Fluorescence lifetime imaging

microscopy (FLIM), 167–169

Fluorescence loss in photobleaching
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Fluorescence recovery after

photobleaching (FRAP), 166–167

Fluorescence resonance energy transfer
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efficiency, 166–169

rate, 158–159

Fluorescent proteins, 160–161, 165

see also Green fluorescent protein

(GFP)

Fluorophore, 151–153, 155–165, 167

FMRI see Magnetic resonance imaging

(MRI), functional

Förster radius, 158–159

Franck–Condon principle,

148, 150

Frank system see Leads

Frobenius norm, 235–236

Gamma camera, 177–178, 189

GATE, 188

digitization, 193

features, 188

time management, 192
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Givens rotation, 132
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Plate 1 The steps in POLTAHdesign process (model after cadaver study, transparent model for
laser visualization investigation, first polyurethane model for starting animal experiments).
Nonsymmetrical shape of POLVAD proposed and designed creates a very good internal flow
condition.The first successful POLVAD implantationwas performed in 1993 inT. Gruszczyn¤ ski.
Until now, more than 200 POLVAD clinical implantations have been performed, the longest
time successful application being over 200 days. Pneumatically driven artificial heart
(POLTAH) and ventricular assist device (POLVAD). (See Figure1of chapter1, p. 12).

A B

C D

E F

Plate 2(a) The in vitro cloth formation and hemolysis test [A,B]. The artificial heart
POLTAH in vivo (calf ) implantation [C] and in vitro blood circulation test stand [D].
Computer flow simulation method (Fidap software) [E] and laser anemometry, flow
visualization stand (constructor Z.Małota) [F]. (See Figure 4a of chapter1, p. 24).
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Plate 2(b) One of the problems that are not satisfactorily solved was the interpretation of
laser flow visualization pictures. Proposed by the author in the 1990s, functional analyzing
method (FAM) method involves monitoring the quality of a flow system.The artificial heart is
a pump that should cause fluid flow from the inlet (atrial) to the outlet channel and provide
blood with a determined amount of energy to overcome the load, in order to create clinically
desired pressure-flow state in the circulatory system. Both goals must be achieved, while
conserving the safe transportation of morphotic blood elements, which is essential for long-
term blood pumps. Therefore, it must minimize the undesired phenomena occurring at the
blood^artificial surface interface. (See Figure 4b of chapter1, p. 25).
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Plate 2(c) The chamber was divided into areas where, for a given section, and for every local
flow velocity, vectors are assigned with its components in the direction of an outletVo and inlet
Vi channel as well as the componentVr tangent to the chamber’s wall.The results depend on the
phase of work cycle.The analysis of time changes of the first two components allows to track
down the dynamics of flow structure organization during an entire cycle, to detect inertial
effects and passage time, while the tangent component is responsible for a good washing of
wall vicinity areas. The full analysis makes possible the classification of obtained pictures
(since digital picture recording is suitable for computer analysis and gives results that are easy
to interpret), so that the conclusions regarding the causes of phenomena and their regulation
may be drawn easily. (See Figure 4c of chapter 1, p. 26).
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Plate 3 Results of valve test tester designed and introduced in Institute Heart Prostheses,
FCSD.The opening area valve test and comparison in one cycle of working biological Religa,
Polcryo, and synthetic Polpu prototypes with Carpentier^Edwards bioprotheses (a).The laser
visualization and laser anemometer test results of Polish disk valve prototype (b). Several
testing apparatus used in our laboratories (c). (See Figure 5 of chapter1, p. 27).

a b c d

f g he

i j

Plate 4 The samples of explanted valves collected in the Institute of Heart Prostheses, FCSD
(COST Action 537 project). One-disk (a) and two-disk mechanical valve (b) and two
bioprostheses (c,d).The in vivo valve test on ship (e).The microscopic evaluation of valve’s disk
(f ) and modeling of mechanical valves ^ equivalent elastic strain values (g,h). The effect of
biological heart valve prosthesis damage on hemodynamic efficiency has been investigated
and analyzed: improper functioning due to leaflet calcification ^ the opening area of
‘‘calcified’’ (leaflets partially glued (i)) valve decreased by 44%, while the pressure gradient grew
up to 22mmHg. Perforation of a leaflet (j) ^ significant perforation (hole area 6.68mm2) of
leaflet caused increase in back-leakage of 147% to 8.38 (6.8ml). (See Figure 7 of chapter1, p. 31).
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Plate 5c Evaluation of Robin Heart robot is carried out using the following measurements:
vibration (new accelerometer sensors) [A]; linear movement (using digital micrometer) [B];
system of external trajectory recording (several digital cameras, markers, and image analysis
methods) [C]; and physical [D] and computer surgery simulation (bottom: general range of
robot mobility and workspace equipped with [F] standard laparoscopic tool and [G] Robin
Heart I instrument). (See Figure10c of chapter1, p. 45).

Robot’s tool 

Robot’s endocamera 

POLVAD

Plate 6 Semiautomatic tools for robotically assisted POLVAD implantation. (See Figure 11
of chapter 1, p. 50).



Plate 7 The virtual and the real condition for testing the Robin Heart robot. Using a virtual
reality (VR) technology, an interactive model of surgery room equipped with a Robin Heart
systemwas created using EON Professional software.This computer modeling method allows
for an advanced procedure training and will be used as a low-cost training station for surgeons
in the future. The model allows for a better understanding process of less invasive surgery
treatment and a robot behavior. This type of modeling and a computer-aided design (CAD)
technique use an accurate CAD robot model in a VR software together with a precise
reflection of workspace geometry. This approach gives a surgeon easy and intuitive way to
understand the technical details and use it to optimize and plan medical process.The next step
in FCSD research work will be establishing the surgery workshops based on the newest
technology, and some new projects using affordable semiautomatic robotic tools. Presented
model of operating room in VR environment has been successfully used during Surgery
Workshop in FCSD (May 2006). This system is intuitive for a user and gives them a very
realistic 3D visualization. (See Figure14 of chapter1, p. 56).



Plate 8 Schematic of X-ray structure of the DsRed protein. Structure generated
with Accelrys DS ViewerPro Suite v5.1 and X-ray data from the Protein Data Bank [65].
(See Figure13 of chapter 4, p. 165).

(a) (b)

(c)

Plate 9 Fluorescence lifetime images of mammalian cells transfectedwith CFP alone and a
CFP^YFP fusion construct. Panel (a) fluorescence intensity image, Panel (b) lifetime image,
and Panel (c) overlay of fluorescence intensity and lifetime images. Change in CFP lifetime
was selectively monitored by using a CFP band pass filter. The upper cell is transfected with
CFP alone and yields a lifetime of 2.5 ns. For the cells expressing the fusion construct, the
lifetime is substantially lowered (1.8 ns) due to FRET from CFP (donor) to theYFP (acceptor)
molecule. Images courtesy of Lambert Instruments. (See Figure16 of chapter 4, p. 169).



Plate 11 A comparison of scalar (left) and multi-field (right) volume renderings of the
VisibleMale CTdata. (See Figure 7 of chapter 6, p. 216).

(a) (b) 

Plate 10 (a)Maximum intensity projection (MIP) volume rendering of a tooth fromCTdata,
and (b) A full volume rendering of the same data using multi-dimensional transfer functions
with SCIRun (Section 7.1). (See Figure 3b of chapter 6, p. 213).



Plate 12 Example of 4Dmulti-field volume classified using a Gaussian transfer function.The
dataset is the Visible Male Color Cryosection, courtesy of the NLM NIH. The analytical
integration of the transfer function along rays creates a high-quality representation. In
particular, muscles and boundaries between white and gray matter can be precisely isolated.
Image courtesy of Joe Kniss [7]. (See Figure 8 of chapter 6, p. 218).

Plate 13 Isosurface extraction of the full CTdata (512� 512�1734, 1mm spacing) of the NIH
NLM Visible Female. Left: A section of the skeleton extracted by the PISA algorithm [33].
Right: A closeup view of the extracted points. Point shading is determined by an image-based
normal computation technique that ensures high-quality results. (See Figure11of chapter 6, p. 221).
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Plate 14 BioPSE visualization of the isochrones for a cardiac activation simulation.
The front of the heart has been clipped away to reveal the transmural activation times.
(See Figure12 of chapter 6, p. 222).
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Plate 15 Visualization of the potential distribution through the cranium due to a dipolar
source simulation. Potentials are color-mapped onto a stream-surface within the head volume,
and evenly spaced isopotential contours are plotted on the scalp surface. Data courtesy of Scott
Makeig, UCSD and GregWorrell, Mayo Clinic. (See Figure13 of chapter 6, p. 223).

Plate 16 Applications of streamlines to Finite Element biomedical datasets. Left: The
bioelectric field in the torso visualized through streamlines seeded randomly around the
epicardium.Right: Use of a circular rack to seed streamlines regularly around a dipolar source
in the brain. (See Figure14 of chapter 6, p. 225).



Plate 17 Visualization of the bioelectric field in the direct vicinity of epicardiumwith high-
quality stream surfaces.The image shows the technique applied to the cardiothoracic current
in a Finite Element forward computation. The surfaces capture the geometry of the current
induced by the dipole equivalent cardiac source.They also provide an effective representation
of the interconnections that exist between different regions on the epicardium. The seeding
curves correspond to isocontours of the electric potential selected close to local extrema.
A rainbow color map is used along each seeding curve to visualize flow stretch. (See Figure 17
of chapter 6, p. 228).

Plate 18 Stream surface visualization of bioelectric field induced by a dipolar source in left
thalamus. Left top. Stream surfaces seeded along isocontour of electric flux on sphere
enclosing the source. Culling is used to address occlusion. White matter has anisotropic
conductivity. Left bottom. Stream surface started along circle contained in coronal slice and
centered around source location.White matter is assumed isotropic. Color coding corresponds
to magnitude of electric field. Right. Similar image obtained for anisotropic white matter.
Glyphs visualize major eigenvector of conductivity tensor. Color coding shows magnitude of
return current. (See Figure18 of chapter 6, p. 228).



Plate 19 Left. LIC representation of the current on the boundaryof a Finite Element grid used
in forward computation.The color-coded electric potential (negative values in blue, positive
values in red) are superimposed on the texture. Right. Two LIC textures computed over
cutting planes combined by transparency. The geometry of the heart remains opaque for
context. (See Figure 22 of chapter 6, p. 232).

Plate 20 LIC applied to coronal and sagittal clipping planes reveals details of the dipolar
source and its interaction with the surrounding anisotropic tissue. Rather than a typical
smooth, symmetric dipolar pattern, the electric current is clearly diverted by the presence of
white matter tracts that lie close to the source.The field also changes direction very rapidly as it
approaches the skull just beneath the surface of the head. (See Figure 23 of chapter 6, p. 232).

Plate 21 Topology of bioelectric field on epicardium.The images show an LIC representation
of the potential gradient on the surface enhanced by the depiction of the associated topological
graph. Green points correspond to potential minima, blue points mark potentials maxima.
Left and middle images show an anterior viewof the epicardium. Right image shows a viewof
the torso from the left. (See Figure 25 of chapter 6, p. 233).



Plate 22 Ellipsoidal (left) and superquadric (right) glyph visualizations of an axial slice
of a DT-MRI scan. (See Figure 27 of chapter 6, p. 237).

Plate 23 Visualization of half a brain DT-MRI volume using superquadrics glyphs. Glyphs
are depicted only in anisotropic voxels. Red indicates left/right fiber orientation, green
indicates anterior/posterior, and blue indicates superior/inferior. Image courtesy of Gordon
Kindlmann. (See Figure 28 of chapter 6, p. 238).



Plate 24 Q-ball image showing intravoxel fiber crossing in the major forceps. Figure
courtesy of D.S.Tuch. (See Figure 29 of chapter 6, p. 239).

Plate 25 Brain structures: neural pathways computed using theMLS algorithm in the corpus
callosum (left) and corona radiata (right) shown together with isotropic brain structures ^
ventricle, eye sockets, and pockets of CSF on the top of the brain. Cutting planes show
isotropic cs values. Images courtesy of Leonid Zhukov and Barr [99]. (See Figure 30 of
chapter 6, p. 240).



Plate 26 Reconstruction of heart muscle fibers using the MLS algorithm.The color coding
changes smoothly from clockwise to counterclockwise spiral oriented fibers. Horizontal parts
(very small pitch angle) of the fibers are shown in white. This coloration is consistent with
observations of some heart researchers, who have described a systematic smooth variation in
pitch and direction of heart muscle fibers from endocardium to epicardium. Images courtesy of
Leonid Zhukov and Barr [100]. (See Figure 31of chapter 6, p. 241).

Plate 27 Left: Axial view of a segmentation obtained from recursive bipartitioning of the
white matter fiber traces. The color of fiber traces indicate cluster membership. Middle:
coronal view. Images courtesy of Carl-FredrikWestin [107]. (See Figure 32 of chapter 6, p. 242).



Plate 28 Mixing between lit-tensor and opacity gradient shading for a portion of brain data.
Images fromKindlmann andWeinstein [111]. (See Figure 34 of chapter 6, p. 243).



Plate 29 Anisotropy creases near the corpus callosum. Top left: RGB map with fibers. Top
right: Ridge surfaces. Bottom left: Valley surfaces. Bottom right: Valleys with fibers. From
Kindlmann [114]. (See Figure 35 of chapter 6, p. 244).

Plate 30 Electric current flow within the brain arising from a localized source, visualized
in an immersive environment. (See Figure 37 of chapter 6, p. 246).



Plate 31 Combined scalar and vector visualization I.The image shows the electrical potential
and the electrical current over the cardiac surface during excitation, at 10, 20, 30, 40, 50, and
60ms, respectively.The black lines indicate the boundary between regions of in- and outflow
of the electrical current. Data and image courtesy of BrunoTaccardi and Frank Sachse of the
Cardiovascular Research andTraining Institute. (See Figure 39 of chapter 6, p. 248).

Plate 32 Combined scalar and vector visualization II. Electrical potential and electrical
current over the cardiac surface are shown during repolarization, at 110, 130, 150, 170, 190, and
210ms, respectively. Data and image courtesy of Bruno Taccardi and Frank Sachse of the
Cardiovascular Research andTraining Institute. (See Figure 40 of chapter 6, p. 249).
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Plate 33 Visualization of return current surfaces from an EEG simulation using a deep
thalamic source. The two visualizations show the results of the simulation using an isotropic
model (a) and amodel including anisotropic whitematter (b). (See Figure 41of chapter 6, p. 249).

Plate 34 Visualization of experimental 2D flow past an airfoil, indicating velocity, speed,
vorticity, rate of strain, divergence, and shear. Image courtesy R.M. Kirby and H. Marmanis
and D.H. Laidlaw. (See Figure 42 of chapter 6, p. 250).

Plate 35 Particle tracing using blurring to show the uncertainty in the path. Used with
permission of the author. (See Figure 43 of chapter 6, p. 251).



Plate 36 An isosurface of a synthetic dataset (in gray) is bracketed with volume-rendered
regions (red and green) indicating uncertainty around the isovalue. (See Figure 46 of
chapter 6, p. 253).

Plate 37 An isosurface of an MRI dataset (in orange) is surrounded by a volume-rendered
region of low opacity (in green) to indicate uncertainty in surface position. (See Figure 47 of
chapter 6, p. 253).

Plate 38 A Comparison of transfer function-based classification versus data-specific
probabilistic classification. Both images are based onT1MRI scans of a human head and show
fuzzy classified white matter, gray matter, and cerebro-spinal fluid from Kniss et al. [124].
Left: Results of classification using a carefully designed 2D transfer function based on data
value and gradient magnitude. Right: Visualization of the data classified using a fully
automatic, atlas-based method that infers class statistics using minimum entropy, non-
parametric density estimation [125]. (See Figure 48 of chapter 6, p. 254).



Plate 39 Visualization of simulation results of an EEG simulation localizing a neural source.
(See Figure 50 of chapter 6, p. 257).

Plate 40 BioPSE dataflow interface for a bioelectric field application. (See Figure 51 of
chapter 6, p. 258).



Plate 41 The BioFEM PowerApp custom interface. Though the application is functionality
equivalent to the dataflow version shown in Figure 51, this PowerApp version provides an
easier-to-use custom interface. Everything is contained within a single window; the user is
lead through the steps of loading and visualizing the data with the tabs on the right; and
generic control settings have been replaced with contextually appropriate labels; and
application-specific tooltips (not shown) appear when the user places the cursor over any user
interface element. (See Figure 52 of chapter 6, p. 259).
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Plate 42 Sequence of potentials from the outer and inner surfaces of the heart. Images show the use of clipping planes to reveal data from two
concentric surfaces simultaneously.The first image in the sequence shows the underlying measurement meshes for both surfaces (in red) and the
time values marked in each panel indicate the time after stimulation of the heart from the epicardium. (See Figure 54 of chapter 6, p. 262).



Plate 43 Visualization of data from the surface of the heart superimposed on an image of the
same heart during the experiment. Color coding is for surface potentials with the think red
contour indicating the location of activation.The time signal in the upper right corner of the
figure shows a vertical red mark indicating the time instant captured in the surface map.
(See Figure 55 of chapter 6, p. 263).
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